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Preface

How to solve partial differential systems by completing the square. This could well
have been the title of this monograph as it grew into a project to develop a sys-
tematic approach for associating suitable nonnegative energy functionals to a large
class of partial differential equations (PDEs) and evolutionary systems. The minima
of these functionals are to be the solutions we seek, not because they are critical
points (i.e., from the corresponding Euler-Lagrange equations) but from also be-
ing zeros of these functionals. The approach can be traced back to Bogomolnyi’s
trick of “completing squares” in the basic equations of quantum field theory (e.g.,
Yang-Mills, Seiberg-Witten, Ginzburg-Landau, etc.,), which allows for the deriva-
tion of the so-called self (or antiself) dual version of these equations. In reality,
the “self-dual Lagrangians” we consider here were inspired by a variational ap-
proach proposed – over 30 years ago – by Brézis and Ekeland for the heat equation
and other gradient flows of convex energies. It is based on Fenchel-Legendre du-
ality and can be used on any convex functional – not just quadratic ones – making
them applicable in a wide range of problems. In retrospect, we realized that the “en-
ergy identities” satisfied by Leray’s solutions for the Navier-Stokes equations are
also another manifestation of the concept of self-duality in the context of evolution
equations.

The book could have also been entitled How to solve nonlinear PDEs via convex
analysis on phase space. Indeed, the self-dual vector fields we introduce and study
here are natural extensions of gradients of convex energies – and hence of self-
adjoint positive operators – which usually drive dissipative systems but also provide
representations for the superposition of such gradients with skew-symmetric opera-
tors, which normally generate conservative flows. Most remarkable is the fact that
self-dual vector fields turned out to coincide with maximal monotone operators,
themselves being far-reaching extensions of subdifferentials of convex potentials.
This means that we have a one-to-one correspondence between three fundamental
notions of modern nonlinear analysis: maximal monotone operators, semigroups of
contractions, and self-dual Lagrangians. As such, a large part of nonlinear analy-
sis can now be reduced to classical convex analysis on phase space, with self-dual
Lagrangians playing the role of potentials for monotone vector fields according to
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vi Preface

a suitable calculus that we develop herein. This then leads to variational formula-
tions and resolutions of a large class of differential systems that cannot otherwise be
Euler-Lagrange equations of action functionals.

A note of caution, however, is in order about our chosen terminology. Unlike
its use in quantum field theory, our concept of self-duality refers to an invariance
under the Legendre transform – up to an automorphism of phase space – of the
Lagrangians we consider. It also reflects the fact that many of the functionals we
consider here are self-dual in the sense of convex optimization, meaning that the
value of the infimum in the primal minimization problem is exactly the negative of
the value of the supremum in the corresponding dual problem and therefore must be
zero whenever there is no duality gap.

Another note, of a more speculative nature, is also in order, as our notion of
self-duality turned out to be also remarkably omnipresent outside the framework
of quantum field theory. Indeed, the class of self-dual partial differential systems –
as presented here – becomes quite encompassing, as it now also contains many of
the classical PDEs, albeit stationary or evolutionary, from gradient flows of convex
potentials (such as the heat and porous media equations), Hamiltonian systems, and
nonlinear transport equations to Cauchy-Riemann systems, Navier-Stokes evolu-
tions, Schrödinger equations, and many others. As such, many of these basic PDEs
can now be perceived as the “self-dual representatives” of families of equations that
are still missing from current physical models. They are the absolute minima of
newly devised self-dual energy functionals that may have other critical points that
correspond – via Euler-Lagrange theory – to a more complex and still uncharted
hierarchy of equations.

The prospect of exhibiting a unifying framework for the existence theory of such
a disparate set of equations was the main motivating factor for writing this book.
The approach is surprising because it suggests that basic convex analysis – prop-
erly formulated on phase space – can handle a large variety of PDEs that are nor-
mally perceived to be inherently nonlinear. It is also surprisingly simple because
it essentially builds on a single variational principle that applies to a deceivingly
restrictive-looking class of self-dual energy functionals. The challenges then shift
from the analytical issues connected with the classical calculus of variations to-
wards more algebraic/functional analytic methods for identifying and constructing
self-dual functionals as well as ways to combine them without destroying their self-
dual features.

With this in mind, the book is meant to offer material for an advanced gradu-
ate course on convexity methods for PDEs. The generality we chose for our state-
ments definitely puts it under the “functional analysis” classification. The examples
– deliberately chosen to be among the simplest of those that illustrate the proposed
general principles – require, however, a fair knowledge of classical analysis and
PDEs, which is needed to make – among other things – judicious choices of function
spaces where the self-dual variational principles need to be applied. These choices
necessarily require an apriori knowledge of the expected regularity of the (weak)
solutions. We are therefore well aware that this project runs the risk of being per-
ceived as “too much PDEs for functional analysts, and too much functional analysis
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for PDErs”. This is a price that may need to be paid whenever one ventures into any
attempt at a unification or classification scheme within PDE theory.

At this stage, I would like to thank Ivar Ekeland for pointing me toward his 1976
conjecture with Haı̈m Brézis, that triggered my initial interest and eventually led to
the development of this program. Most of the results in this book have been obtained
in close collaboration with my postdoctoral fellow Abbas Moameni and my former
MSc student Leo Tzou. I can certainly say that without their defining contributions
– both conceptual and technical – this material would never have reached its present
state of readiness.

I would also like to express my gratitude to Yann Brenier, David Brydges, Ivar
Ekeland, Craig Evans, Richard Froese, Stephen Gustafson, Helmut Höfer, Robert
McCann, Michael Struwe, Louis Nirenberg, Eric Séré, and Tai-peng Tsai for the
numerous and fruitful discussions about this project, especially during the foggi-
est periods of its development. I am also thankful to Ulisse Stefanelli, who made
me aware of the large number of related works on evolution equations. Much of
this research was done during my visits – in the last five years– to the Centre de
Recherches Mathématiques in Montréal, the CEREMADE at l’Université Paris-
Dauphine, l’Université Aix-Marseille III, l’Université de Nice-Sophie Antipolis,
and the Università di Roma-Sapienza. My gratitude goes to Jacques Hurtubise,
Francois Lalonde, Maria Esteban, Jean Dolbeault, Eric Séré, Yann Brenier, Philipe
Maisonobe, Michel Rascle, Frédéric Robert, Francois Hamel, PierPaolo Esposito,
Filomena Pacella, Italo Capuzzo-Dolcetta, and Gabriella Tarantello, for their friend-
ship and hospitality during these visits. The technical support of my ever reliable
assistant Danny Fan has been tremendously helpful. I thank her for it.

Last but not least, “Un Grand Merci” to Louise, Mireille, Michelle, and Joseph
for all the times they tried – though often with limited success – to keep me off this
project.

Big Bar Lake, August 2008 N. A. Ghoussoub
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Chapter 1
Introduction

This book is devoted to the development of a calculus of variations that can apply
to a large number of partial differential systems and evolution equations, many of
which do not fit in the classical Euler-Lagrange framework. Indeed, the solutions
of many equations involving nonlinear, nonlocal, or even linear but non self-adjoint
operators are not normally characterized as critical points of functionals of the form∫

Ω
F(x,u(x),∇u(x))dx. Examples include transport equations on a smooth domain

Ω of Rn such as {
Σ n

i=1ai
∂u
∂xi

+a0u = |u|p−1u+ f on Ω ⊂ Rn,

u(x) = 0 on Σ−,
(1.1)

where a = (ai)i : Ω → Rn is a given vector field, p > 1, f ∈ L2(Ω), and Σ− is the
entrance set Σ− = {x ∈ ∂Ω ; a(x)·n(x) < 0}, n being the outer normal on ∂Ω .

Another example is the equation{
div(T (∇ f (x))) = g(x) on Ω ⊂ Rn,

f (x) = 0 on ∂Ω , (1.2)

where T is a monotone vector field on Rn that is not derived from a potential.
Similarly, dissipative initial-value problems such as the heat equation, porous

media, or the Navier-Stokes evolution
∂u
∂ t +(u ·∇)u+ f = α∆u−∇p on Ω ⊂ Rn,

divu = 0 on [0,T ]×Ω ,
u = 0 on [0,T ]×∂Ω ,

(1.3)

where α > 0 and f ∈ L2([0,T ]×Ω), cannot be solved by the standard methods
of the calculus of variations since they are not Euler-Lagrange equations of action
functionals of the form

∫ T
0 L(t,x(t), ẋ(t))dt. Our goal here is to describe how these

examples and many others can still be formulated and resolved variationally by
means of a self-dual variational calculus that we develop herein.

1



2 1 Introduction

The genesis of our approach can be traced to physicists who have managed to
formulate – if not solve – variationally many of the basic nonself-adjoint equations
of quantum field theory by minimizing their associated action functionals. Indeed,
most equations arising on the interface between Riemannian geometry and quantum
field theory (e.g., Yang-Mills, Chern-Simon, Seiberg-Witten, and Ginzburg-Landau)
have self-dual and/or antiself-dual versions that enjoy very special features: They are
obtained variationally as minima of their action functionals, yet they are not derived
from being stationary states (i.e., from the corresponding Euler-Lagrange equations)
but from the fact that they are zeros of certain derived nonnegative Lagrangians ob-
tained by Bogomolnyi’s trick of completing squares. But this is possible only if
the action functional attains a natural and – a priori – known minimum. The iden-
tities thus obtained are usually called the self (or antiself) -dual equations, which
are often lower-order factors of the more complicated Euler-Lagrange equations.
Our main premise here is that this phenomenon is remarkably prevalent in the equa-
tions originating from geometry, physics, and other applied mathematical models.
We shall see that many of the basic partial differential equations, whether stationary
or evolutionary, can be perceived as the “self-dual representatives” of a less obvi-
ous and more complicated family of equations. They are the absolute minima of
appropriately devised new energy functionals that may have other critical points via
Euler-Lagrange theory that correspond to more complex hierarchies of equations.

This volume has been written with two objectives in mind:

• First, we develop a general framework, in which solutions of a large class of
partial differential equations and evolutionary systems – many of which are not
of Euler-Lagrange type – can be identified as the minima of appropriately devised
self-dual energy functionals.

• Our second objective is to show how to use such self-dual features to develop a
systematic approach for a variational resolution of these equations.

The general framework relies on the observation that a large number of partial dif-
ferential equations can be written in the form

(Λx,Ax) ∈ ∂L(Ax,Λx), (1.4)

where A : D(A) ⊂ X → X and Λ : D(Λ) ⊂ X → X∗ are – possibly nonlinear – op-
erators on a reflexive Banach space X and ∂L is the subdifferential (in the sense of
convex analysis) of a Lagrangian on phase space X ×X∗ satisfying the following
duality property:

L∗(p,x) = L(x, p) for all (p,x) ∈ X∗×X . (1.5)

Here L∗ is the Legendre transform of L in both variables, that is,

L∗(p,x) = sup{〈p,y〉+ 〈x,q〉−L(y,q); (y,q) ∈ X ×X∗} . (1.6)
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These equations will be called self-dual partial differential systems, while those that
correspond to when Λ = 0 will be called completely self-dual systems. This class
is remarkably encompassing since besides the equations of quantum field theory
mentioned above it also includes many of the classical PDEs: gradient flows of con-
vex potentials (such as the heat and porous media equations), Hamiltonian systems,
transport equations, nonlinear Laplace equations with advection, Cauchy-Riemann
systems, Navier-Stokes evolutions, Schrödinger equations, and many others.

As for our second objective, developing a systematic approach for a variational
resolution of these equations, it consists of noting that such equations can be re-
solved by simply minimizing the self-dual energy functional

I(u) = L(Au,Λu)−〈Au,Λu〉. (1.7)

However, besides ensuring that the minimum is attained, one needs to establish
that the infimum is actually the “natural lower bound”, which in our case has been
tailor-made to be always zero. For that we establish general self-dual variational
principles that will achieve both goals and will therefore allow for the variational
formulation and resolution of these equations. Our principles cover lots of ground
and apply to all linear and nonlinear equations mentioned above, though ironically
they do not yet cover most equations of quantum field theory because of the pro-
hibitive lack of compactness inherent in these problems.

As mentioned above, a typical example1 is the Yang-Mills functional on the space
of smooth connections over a principal SU(2)-bundle P of an oriented closed 4-
manifold M. To any connection A ∈ Ω1(AdP) on M, one associates a curvature
tensor FA = dA+ 1

2 [A∧A]∈Ω2(AdP), and an exterior differential on k-forms dAw =
dw +[A∧w]. After completing the square, the Yang-Mills functional on the space
of connections looks like

I(A) :=
∫

M
‖FA‖2 =

1
2

∫
M
‖FA +∗FA‖2−〈∗FA,FA〉 ≥ −

∫
M
〈FA∧FA〉= 8π

2c2(P),

where ∗ is the Hodge operator and the inner product is the negative of the trace of
the product of the matrices. The last term on the right is a topological invariant of
the bundle P → M, with c2(P) being the second Chern class. If now the infimum of
the functional I is actually equal to 8π2c2(P), and if it is attained at some A, it then
follows immediately that such a connection satisfies

FA =−∗FA, (1.8)

which are then called the antiself-dual Yang-Mills equations. Indeed, the Bianchi
identities ensure that we then have d∗AFA = 0, which are the corresponding Euler-
Lagrange equations (see, for example Jost [80]). We note again that, even though
equations (1.8) were obtained variationally as absolute minima, they are not derived
from the Euler-Lagrange equations of the Yang-Mills functional. In this case, the
self-dual Lagrangian is nothing but the “true square” L(x, p) = 1

2 (‖x‖2 +‖p‖2).

1 Which could/should be skipped by those not familiar with the basics of differential geometry.
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From a totally different perspective, Brézis and Ekeland [29] formulated about
30 years ago an intriguing minimization principle that can be associated to the
heat equation and other gradient flows of convex energy functionals. It is based on
Fenchel-Legendre duality, which can be seen as a more general procedure for “com-
pleting squares” that can be used on any convex functional and not just quadratic
ones. More recently, Ghoussoub and Tzou eventually demonstrated in [67] the use-
fulness of this formulation in proving existence results, by showing that one can
indeed prove the existence of a gradient flow{

u̇(t) ∈ −∂ϕ(u(t)) a.e. on [0,T ]
u(0) = u0,

(1.9)

for a convex energy ϕ by minimizing the nonnegative functional

I(u) =
∫ T

0
[ϕ(u(t))+ϕ

∗(−u̇(t))]dt +
1
2
(|u(0)|2 + |u(T )|2)−2〈u(0),u0〉+ |u0|2

on an appropriate path space A and by showing that it has a minimizer ū in A such
that I(ū) = inf

u∈A
I(u) = 0. The self-dual Lagrangian here is an appropriate “lifting”

of L(x, p) = ϕ(x)+ϕ∗(p) to path space.
In [9] and [10], Auchmuty proposed a framework, in which he formalizes and

generalizes the Brézis-Ekeland procedure in order to apply it to operator equations
of nonpotential type. However, the applicability of these variational principles re-
mained conditional on evaluating the minimum value and – in most cases – could
not be used to establish the existence – and sometimes uniqueness – of solutions.

The basic ideas are simple. Starting with a functional equation of the form

−Au = ∂ϕ(u), (1.10)

on a Banach space X , it is well known that it can be formulated – and sometimes
solved – variationally whenever A : X → X∗ is a self-adjoint bounded linear operator
and ϕ is a differentiable or convex functional on X . Indeed, it can be reduced in this
case to the equation ∂ψ(u) = 0, where ψ is the functional

ψ(u) = ϕ(u)+
1
2
〈Au,u〉. (1.11)

A solution can then be obtained, for example, by minimization whenever ϕ is con-
vex and A is positive. But this variational procedure fails when A is not self-adjoint
or when A is a nonpotential operator (i.e., when A is not a gradient vector field),
and definitely when A is not linear. In this case, the Brézis-Ekeland procedure – as
formalized by Auchmuty – consists of simply minimizing the functional

I(u) = ϕ(u)+ϕ
∗(−Au)+ 〈u,Au〉, (1.12)

where ϕ∗ is the Fenchel-Legendre dual of ϕ defined on X∗ by ϕ∗(p) = sup{〈x, p〉−
ϕ(x); x ∈ X}. The basic Legendre-Fenchel inequality states that
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ϕ(x)+ϕ∗(p)≥ 〈x, p〉 with equality if and only if p = ∂ϕ(x). (1.13)

This clearly yields that α := infu∈X I(u) ≥ 0, and the following simple observation
was made by several authors: If the infimum α = 0 and if it is attained at ū ∈ X ,
then we are in the limiting case of the Fenchel-Legendre duality, ϕ(ū)+ϕ∗(−Aū) =
〈ū,−Aū〉, and therefore −Aū = ∂ϕ(ū).

Note that the procedure does not require any assumption on A, and very general
coercivity assumptions on ϕ often ensure the existence of a minimum. However,
the difficulty here is different from that of standard minimization problems in that
besides the problem of existence of a minimum one has to ensure that the infimum is
actually zero. This is obviously not the case for general operators A, though one can
always write (and many authors did) the variational principle (1.12) for the operator
equation (1.10).

In this volume, we tackle the real difficulty of deciding when the infimum α is
actually zero, and we identify a large and structurally interesting class of self-dual
vector fields F , for which equations such as

0 ∈ F(u) and Λu ∈ F(u), (1.14)

with Λ being a suitable linear or nonlinear operator, can be formulated and solved
variationally. Such vector fields will be derived from self-dual Lagrangians L and
will be denoted by F = ∂L. Equations of the form 0 ∈ ∂L(u) coincide with the
completely self-dual systems described above and will be dealt with in Part II of this
book. The more general class of self-dual systems will contain equations of the form
Λu ∈ ∂L(u) and will be tackled in Parts III and IV.

For the convenience of the reader, we now give a summarized description of the
contents of each chapter.

Part I: Convex analysis on phase space

A large class of PDEs and evolution equations, which we call completely self-dual
differential systems, can be written in the form

(p,x) ∈ ∂L(x, p), (1.15)

where ∂L is the subdifferential of a self-dual Lagrangian on phase space L : X ×
X∗ → R∪{+∞}, and X is a reflexive Banach space. We therefore start in Part I by
recalling the classical basic concepts and relevant tools of convex analysis that will
be used throughout the text. We then introduce the key notions of convex analysis
on phase space and focus on their calculus.
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Chapter 2: Legendre-Fenchel duality on phase space

We review basic convex analysis and in particular Fenchel-Legendre duality and its
relationship with subdifferentiability. As mentioned before, our approach is based
on convex analysis on “phase space”, and we shall therefore consider Lagrangians L
on X×X∗ that are convex and lower semicontinuous in both variables. All elements
of convex analysis will apply, but the calculus on X ×X∗ becomes much richer for
many reasons, not the least of which being the variety of automorphisms that act on
such phase space, as well as the ability of associating Hamiltonians, which are the
Legendre transforms of L in one of the two variables.

Chapter 3: Self-dual Lagrangians on phase space

At the heart of the theory is the interplay between certain automorphisms and Legen-
dre transforms. The class of Lagrangians L satisfying the duality conditions (1.5) on
phase space is introduced and analyzed in this chapter. Its remarkable permanence
properties are also established, in particular, their stability under various operations,
such as convolutions, direct sum, regularizations, and superpositions with other La-
grangians and operators.

Chapter 4: Skew-adjoint operators and self-dual Lagrangians

If L is a self-dual Lagrangian on a reflexive Banach space X and Γ : X → X∗ is
a skew-adjoint operator, then the Lagrangian defined by LΓ (x, p) = L(x,Γ x + p)
is also self-dual on X ×X∗. Here, we deal with the more interesting cases of un-
bounded antisymmetric operators and with the nonhomogeneous case where opera-
tors may be skew-adjoint modulo certain boundary terms. This is normally given by
a Green-Stokes type formula of the type

〈x,Γ y〉+ 〈y,Γ x〉= 〈Bx,RBy〉 for every x,y ∈ D(Γ ), (1.16)

where B : D(B)⊂ X →H is a boundary operator into a Hilbert space H and R is a
self-adjoint automorphism on the “boundary” space H. In other words, the symmet-
ric part of Γ is conjugate to a self-adjoint operator R on the boundary space. In this
case, a suitable R-self-dual function ` on H is added so as to restore self-duality to
the whole system. More precisely, one needs a function on the boundary space that
satisfies

`∗(Rx) = `(x) for all x ∈ H, (1.17)

so that the Lagrangian on X ×X∗

LΓ ,`(x, p) =
{

L(x,−Γ x+ p)+ `(Bx) if x ∈ D(Γ )∩D(B),
+∞ if x /∈ D(Γ )∩D(B), (1.18)
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becomes self-dual on X ×X∗.

Chapter 5: Self-dual vector fields and their calculus

We introduce here the concept of self-dual vector fields and develop their calculus.
The starting point is that self-dual Lagrangians on phase space necessarily satisfy

L(x, p)≥ 〈p,x〉 for all (p,x) ∈ X∗×X , (1.19)

and solutions for equation (1.15) can then be found for a given p by simply minimiz-
ing the functional Ip(x) = L(x, p)−〈x, p〉 and proving that the minimum is actually
zero. In other words, by defining the self-dual vector field of L at x ∈ X to be the
possibly empty sets

∂L(x) := {p ∈ X∗; L(x, p)−〈x, p〉= 0}= {p ∈ X∗; (p,x) ∈ ∂L(x, p)}, (1.20)

one can then find variationally the zeros of those set-valued maps T : X → 2X∗
of the

form T (x) = ∂L(x), where L is a self-dual Lagrangian on phase space X×X∗. These
self-dual vector fields are natural extensions of subdifferentials of convex lower
semicontinuous energy functionals. Indeed, the most basic self-dual Lagrangians
are of the form L(x, p) = ϕ(x)+ϕ∗(p), where ϕ is such a function on X and ϕ∗ is
its Legendre conjugate on X∗, in which case

∂L(x) = ∂ϕ(x).

More interesting examples of self-dual Lagrangians are of the form L(x, p) = ϕ(x)+
ϕ∗(−Γ x + p), where ϕ is a convex and lower semicontinuous function on X and
Γ : X → X∗ is a skew-symmetric operator. The corresponding self-dual vector field
is then,

∂L(x) = Γ x+∂ϕ(x).

The examples above are typical – possibly multivalued – nonlinear operators T that
are monotone, meaning that their graphs G(T ) = {(x, p)∈ X×X∗; p∈ T (x)} satisfy

〈x− y, p−q〉 ≥ 0 for every (x, p) and (y,q) in G(T ). (1.21)

Their graphs are actually maximal in the order of set inclusion among monotone
subsets of X×X∗, and the theory of such maximal monotone operators has been de-
veloped extensively over the last 30 years because of its prevalence in both parabolic
and elliptic PDEs. Most remarkable is the fact – shown in this chapter – that one can
associate to any maximal monotone operator T a self-dual Lagrangian L such that

∂L = T, (1.22)

so that equations involving such operators can be resolved variationally. The ad-
vantages of identifying maximal monotone operators as self-dual vector fields are
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numerous. Indeed, all equations, systems, variational inequalities, and dissipative
initial-value parabolic problems that traditionally involve maximal monotone op-
erators, can now be formulated and resolved variationally. In effect, self-dual La-
grangians play the role of potentials for maximal monotone vector fields in a way
similar to how convex energies are the potentials of their own subdifferentials, and
in particular how the Dirichlet integral is the potential of the Laplacian. These prob-
lems can therefore be analyzed with the full range of methods – computational or
not – that are available for variational settings.

Furthermore, while issues around the superposition of, and other operations on,
maximal monotone operators are often delicate to prove, the class of self-dual La-
grangians possesses remarkable permanence properties that are relatively easy to
establish. It reflects most variational aspects of convex analysis and is stable un-
der similar types of operations making the calculus of self-dual Lagrangians (and
consequently, of maximal monotone operators) as manageable as, yet much more
encompassing than, the one for convex functions.

Part II: Completely self-dual systems and their Lagrangians

This part of the book deals with the variety of boundary value problems and evolu-
tion equations that can be written in the form of a completely self-dual system

0 ∈ ∂L(x) (1.23)

and can therefore be solved by minimizing functionals of the form

I(x) = L(x,0) (1.24)

on a Banach space X , where L is a self-dual Lagrangian on X×X∗. Such functionals
I are always nonnegative, and their main relevance to our study stems from the fact
that – under appropriate conditions on L – their infimum is equal to 0. This property
allows variational formulations and resolutions of several basic differential systems,
which – often for lack of self-adjointness or linearity – cannot be expressed as Euler-
Lagrange equations but can, however, be written in the form (1.23).

Chapter 6: Variational principles for completely self-dual functionals and first
applications

The fact that the infimum of a completely self-dual functional I is zero follows from
the basic duality theory in convex analysis, which in our particular “self-dual case”
leads to a situation where the value of the dual problem is exactly the negative of the
value of the primal problem. This value is zero as soon as there is no duality gap,
which is normally a prerequisite for the attainment of these extrema.
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Several immediate applications follow from this observation coupled with the
remarkable fact that the Lagrangian LΓ (x, p) = L(x,Γ x + p) remains self-dual on
X ×X∗, provided L is and as long as Γ is a skew-symmetric operator. One then
quickly obtains variational formulations and resolutions of the Lax-Milgram theo-
rem, of variational inequalities, of nonself-adjoint semilinear Dirichlet problems, as
well as several other nonpotential operator equations, such as (1.2).

Chapter 7: Semigroups of contractions associated to self-dual Lagrangians

A variational theory for dissipative initial-value problems can be developed via the
theory of self-dual Lagrangians. We consider here semilinear parabolic equations
with homogeneous state-boundary conditions of the form{

−u̇(t)+Γ u(t)+ωu(t) ∈ ∂ϕ(t,u(t)) on [0,T ]
u(0) = u0,

(1.25)

where Γ is an antisymmetric, possibly unbounded, operator on a Hilbert space H,
ϕ is a convex lower semicontinuous function on H, ω ∈ R, and u0 ∈ H. Assuming
for now that ω = 0, the framework proposed above for the stationary case yields a
formulation of (1.25) as a time-dependent self-dual equation on state space,{

−u̇(t) ∈ ∂L(t,u(t))
u(0) = u0,

(1.26)

where the self-dual Lagrangian L(t, ·, ·) on H×H is associated to the convex func-
tional ϕ and the operator Γ in the following way:

L(t,u, p) = ϕ(t,u)+ϕ
∗(t,Γ u+ p). (1.27)

We shall then see that a (time-dependent) self-dual Lagrangian L : [0,T ]×H×H →
R on state space H, “lifts” to a self-dual Lagrangian L on path space A2

H = {u :
[0,T ]→ H; u̇ ∈ L2

H} via the formula

L (u,(p,a)) =
∫ T

0
L(t,u(t)− p(t),−u̇(t))dt + `u0(u(0)−a,u(T )), (1.28)

where (p(t),a) ∈ L2
H ×H, which happens to be a convenient representation for the

dual of A2
H . Here `u0 is the boundary Lagrangian

`u0(x, p) =
1
2
|x|2H −2〈u0,x〉+ |u0|2H +

1
2
|p|2H (1.29)

that is suitable for the initial-value problem (1.26), which can then be formulated as
a stationary equation on path space of the form

0 ∈ ∂L (u). (1.30)



10 1 Introduction

Its solution ū(t) can then be obtained by simply minimizing the completely self-dual
functional I(u) = L (u,0) on the path space A2

H since it can also be written as the
sum of two nonnegative terms:

I(u) =
∫ T

0
{L(t,u(t),−u̇(t))+ 〈u̇(t),u(t)〉}dt +‖u(0)−u0‖2

H .

This provides a variational procedure for associating to a self-dual Lagrangian L
a semigroup of contractive maps (St)t on H via the formula Stu0 := ū(t), yielding
another approach to the classical result associating such semigroups to maximal
monotone operators. This chapter is focused on the implementation of this approach
with a minimal set of hypotheses and on the application of this variational approach
to various standard parabolic equations.

Worth noting is the fact that we now have a one-to-one correspondence be-
tween three fundamental notions of nonlinear analysis: maximal monotone oper-
ators, semigroups of contractions, and self-dual Lagrangians.

Chapter 8: Iteration of self-dual Lagrangians and multiparameter evolutions

Nonhomogeneous boundary conditions reflect the lack of antisymmetry in a differ-
ential system. The iteration of a self-dual Lagrangian on phase space X ×X∗ with
an operator that is skew-adjoint modulo a boundary triplet (H,B,R) needs to be
combined with an R-self-dual function ` on the boundary H in order to restore self-
duality to the whole system. This is done via the Lagrangian LΓ ,` defined in (1.18),
which is then self-dual, and as a consequence one obtains solutions for the boundary
value problem {

Γ x ∈ ∂L(x)
RBx ∈ ∂`(Bx),

(1.31)

by inferring that the infimum on X of the completely self-dual functional I(x) :=
LΓ ,`(x,0) = L(x,Γ x)+`(Bx) is attained and is equal to zero. Moreover, the addition
of the R-self-dual boundary Lagrangian required to restore self-duality often leads
to the natural boundary conditions.

The latter Lagrangian can then be lifted to path space, provided one adds a suit-
able self-dual time-boundary Lagrangian. This iteration can be used to solve initial-
value parabolic problems whose state-boundary values are evolving in time such
as −ẋ(t)+Γtx(t) ∈ ∂L(t,x(t)) for t ∈ [0,T ]

RtBt(x(t)) ∈ ∂`t(Btx(t)) for t ∈ [0,T ]
x(0) = x0,

(1.32)

where L is a time-dependent self-dual Lagrangian on a Banach space X anchored
on a Hilbert space H (i.e., X ⊂ H ⊂ X∗), x0 is a prescribed initial state in X , Γt :
D(Γt) ⊂ X → X∗ is antisymmetric modulo a boundary pair (Ht ,Rt ,Bt) with Bt :
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D(Bt) ⊂ X → Ht as a boundary operator, Rt a self-adjoint automorphism on Ht ,
and `t an Rt -self-dual function on the boundary space Ht . The corresponding self-
dual Lagrangian on L2

X [0,T ]×L2
X∗ [0,T ] is then

L (u, p) =
∫ T

0
LΓt ,`t (t,u(t), p(t)− u̇(t))dt + `x0(u(0),u(T )).

This process can be iterated again by considering the path space L2
X [0,T ] as a new

state space for the newly obtained self-dual Lagrangian, leading to the construction
of multiparameter flows such as

− ∂x
∂ t (s, t)−

∂x
∂ s (s, t) ∈ ∂L

(
(s, t),x(s, t), ∂x

∂ t (s, t)+ ∂x
∂ s (s, t)

)
on [0,S]× [0,T ],

x(0, t) = x0 for t ∈ [0,T ],
x(s,0) = x0 for s ∈ [0,S].

(1.33)
This method is quite general and far-reaching but may be limited by the set of con-
ditions needed to accomplish the above-mentioned iterations. This chapter focuses
on cases where this can be done.

Chapter 9: Direct sum of completely self-dual functionals

If Γ : X → X∗ is an invertible skew-adjoint operator on a reflexive Banach space
X , and if L is a self-dual Lagrangian on X ×X∗, then M(x, p) = L(x +Γ−1 p,Γ x)
is also a self-dual Lagrangian. By minimizing the completely self-dual functional
I(x) = ϕ(x)+ϕ∗(Γ x) over X , one can then find solutions of Γ x ∈ ∂ϕ(x) as long as
ϕ is convex lower semicontinuous and bounded above on the unit ball of X . In other
words, the theory of self-dual Lagrangians readily implies that if the linear system
Γ x = p is uniquely solvable, then the semilinear system Γ x∈ ∂ϕ(x) is also solvable
for slowly growing convex nonlinearities ϕ .

Self-dual variational calculus allows us to extend this observation in the follow-
ing way. Consider bounded linear operators Γi : Z → X∗

i for i = 1, ...,n. If for each
(pi)n

i=1 ∈ X∗
1 ×X∗

2 ...×X∗
n the system of linear equations

Γix = pi (1.34)

can be uniquely solved, then one can solve – variationally – the semilinear system

Γix ∈ ∂ϕi(Aix) for i = 1, ...,n,, (1.35)

provided Ai : Z → Xi are bounded linear operators that satisfy the identity

n
∑

i=1
〈Aix,Γix〉= 0 for all x ∈ Z. (1.36)

The solution is then obtained by minimizing the functional
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I(z) =
n

∑
i=1

ϕi(Aiz)+ϕ
∗
i (Γiz), (1.37)

which is then completely self-dual. This result is then applied to derive variational
formulations and resolutions for various evolution equations.

Chapter 10: Semilinear evolutions with self-dual boundary conditions

One may use self-dual variational principles to construct solutions of evolution
equations that satisfy certain nonlinear boundary conditions. More specifically, we
consider evolutions of the form{

u̇(t) ∈ −∂L
(
t,u(t)

)
∀t ∈ [0,T ]

u(0)+u(T )
2 ∈ −∂`(u(0)−u(T )),

(1.38)

where both L and ` are self-dual Lagrangians. The novelty here is that the self-dual
time-boundary equation we obtain is very general and includes – with judicious
choices for ` – the more traditional ones such as:

• initial-value problems: x(0) = x0;
• periodic orbits: x(0) = x(T );
• antiperiodic orbits: x(0) =−x(T );
• periodic orbits up to an isometry: x(T ) = e−T (ωI+A)x(0), where w ∈ R and A is a

skew-adjoint operator.

Solutions are obtained by minimizing the self-dual functional

I(x) =
∫ T

0
L
(
t,x(t), ẋ(t)

)
dt + `

(
x(0)− x(T ),

x(0)+ x(T )
2

)
.

Worth noting here is that many choices for L are possible when one formulates
parabolic equations such as

−u̇(t)+Γ1u(t)+Γ2u(t)+ωu(t) ∈ ∂ϕ(t,u(t)) on [0,T ]

in a self-dual form as in (1.38). The choices depend on the nature of the skew-adjoint
operators Γi, i = 1,2, on whether the equation contains a diffusive factor or not, or
whether ω is a nonnegative scalar or not.

Part III: Self-dual systems and their antisymmetric Hamiltonians

Many more nonlinear boundary value problems and evolution equations can be writ-
ten in the form

0 ∈Λx+∂L(x) (1.39)
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on a Banach space X , where L is a self-dual Lagrangian on X ×X∗ and Λ : D(Λ)⊂
X → X∗ is an appropriate linear or nonlinear operator. They can be solved by show-
ing that functionals of the form

J(x) = L(x,−Λx)+ 〈x,Λx〉 (1.40)

attain their infimum and that the latter is equal to zero. These are very important
examples in the class of – what we call – self-dual equations. To understand the
connection to the systems studied in the previous part, we note that completely self-
dual functionals can be written as

I(x) = L(x,0) = sup
y∈X

HL(y,x) for all x ∈ X , (1.41)

where L is the corresponding self-dual Lagrangian on X ×X∗ and where HL is the
Hamiltonian associated with L (i.e., the Legendre transform of L but only in the
second variable). These Hamiltonians are concave-convex functions on state space
X ×X and verify the antisymmetry property

HL(x,y) =−HL(y,x), (1.42)

and in particular HL(x,x) = 0. One can easily see that

J(x) = L(x,−Λx)+ 〈x,Λx〉= sup
y∈X

〈x− y,Λx〉+HL(y,x), (1.43)

where M(x,y) = 〈x− y,Λx〉+HL(y,x) is again zero on the diagonal of X ×X .

Chapter 11: The class of antisymmetric Hamiltonians

We are then led to the class of antisymmetric Hamiltonians M on X ×X , which –
besides being zero on the diagonal – are weakly lower semicontinuous in the first
variable and concave in the second. Functionals of the form

I(x) = sup
y∈X

M(x,y), (1.44)

with M being antisymmetric , will be called self-dual functionals as they turn out
to have many of the variational properties of completely self-dual functionals. They
are, however, much more encompassing since they are not necessarily convex, and
they allow for the variational resolution of various nonlinear partial differential
equations. Indeed, the class of antisymmetric Hamiltonians is a convex cone that
contains – Maxwellian – Hamiltonians of the form

M(x,y) = ϕ(x)−ϕ(y),
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with ϕ being convex and lower semicontinuous, as well as their sum with terms of
the form

M(x,y) = 〈Λx,x− y〉,

provided Λ : X → X∗ is a not necessarily linear regular operator that is, a weak-to-
weak continuous operator such that the diagonal map

u → 〈u,Λu〉 is weakly lower semicontinuous. (1.45)

Examples include of course all linear positive operators, but also certain linear but
not necessarily positive operators such as Λu = Ju̇, which is regular on the Sobolev
space H1

per[0,T ] of R2N-valued periodic functions on [0,T ], where J is the sym-
plectic matrix. They also include important nonlinear operators such as the Stokes
operator u → u ·∇u acting on the subspace of H1

0 (Ω ,Rn) consisting of divergence-
free vector fields (up to dimension 4).

Chapter 12: Variational principles for self-dual functionals and first
applications

Here we establish the basic variational principle for self-dual functionals, which
again states that under appropriate coercivity conditions, the infimum is attained and
is equal to zero. Applied to functionals J(x) = L(x,−Λx)+ 〈x,Λx〉, one then gets
solutions to equations of the form 0 ∈Λx+∂L(x), provided we have the following
strong coercivity condition:

lim
‖x‖→+∞

HL(0,x)+ 〈x,Λx〉= +∞. (1.46)

This allows for the variational resolution of a large class of PDEs, in particular
nonlinear Lax-Milgram problems of the type:

Λu+Au+ f ∈ −∂ϕ(u) (1.47)

where ϕ is a convex lower semicontinuous functional, Λ is a nonlinear regular oper-
ator, and A is a linear – not necessarily bounded – positive operator. Immediate ap-
plications include a variational resolution to various equations involving nonlinear
operators, such as nonlinear transport equations, and the stationary Navier-Stokes
equation:  (u ·∇)u+ f = ν∆u−∇p on Ω ⊂ R3,

divu = 0 on Ω ,
u = 0 on ∂Ω ,

(1.48)

where ν > 0 and f ∈ Lp(Ω ;R3). The method is also applicable to nonlinear equa-
tions involving nonlocal terms such as the generalized Choquard-Pekar Schrödinger
equation

−∆u+V (x)u =
(
w∗ f (u)

)
g(u), (1.49)
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where V and w are suitable real functions.

Chapter 13: The role of the co-Hamiltonian in self-dual variational principles

Self-dual functionals of the form I(x) = L(Ax,−Λx) + 〈Ax,Λx〉 have more than
one antisymmetric Hamiltonian associated to them. In this chapter, we shall see
that the one corresponding to the co-Hamiltonian H̃L can be more suitable not only
when the operator A is nonlinear but also in situations where we need a constrained
minimization in order to obtain the appropriate boundary conditions. Furthermore,
and even if both A and Λ are linear, the co-Hamiltonian representation can be more
suitable for ensuring the required coercivity conditions. Applications are given to
solve Cauchy problems for Hamiltonian systems, for doubly nonlinear evolutions,
and for gradient flows of non-convex functionals.

Chapter 14: Direct sum of self-dual functionals and Hamiltonian systems

This chapter improves on the results of Chapter 9. The context is similar, as we
assume that a system of linear equations

Γix = pi, i = 1, ...,n, (1.50)

with each Γi being a linear operator from a Banach space Z into the dual of another
one Xi, can be solved for any pi ∈ X∗. We then investigate when one can solve
variationally the semilinear system of equations

−Γix ∈ ∂ϕi(Aix), (1.51)

where each Ai is a bounded linear operator from Z to Xi. Unlike Chapter 9, where

we require
n
∑

i=1
〈Aiz,Γiz〉 to be identically zero, here we relax this assumption consid-

erably by only requiring that the map

z →
n
∑

i=1
〈Aiz,Γiz〉 is weakly lower semicontinuous, (1.52)

as long as we have some control of the form∣∣∣∣∣ n

∑
i=1
〈Aiz,Γiz〉

∣∣∣∣∣≤ n

∑
i=1

αi‖Γiz‖2, (1.53)

for some αi ≥ 0. In this case, the growth of the potentials ϕi should not exceed a
quadratic growth of factor 1

2αi
. The existence result is then obtained by minimizing

the functional
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I(z) =
n

∑
i=1

ϕi(Aiz)+ϕ
∗
i (−Γiz)+ 〈Aiz,Γiz〉, (1.54)

which is then self-dual. This is then applied to derive self-dual variational resolu-
tions to Hamiltonian systems with nonlinear boundary conditions of the form{

−Ju̇(t) ∈ ∂ϕ
(
t,u(t)

)
−J u(T )+u(0)

2 ∈ ∂ψ
(
u(T )−u(0)

)
,

(1.55)

where for every t ∈ [0,T ], the functions ϕ(t, ·) and ψ are convex lower semicontinu-
ous on R2N and J is the symplectic matrix. By making judicious choices for ψ , these
boundary conditions include the traditional ones, such as periodic, antiperiodic and
skew-periodic orbits. The method also leads to the construction of solutions that
connect two Lagrangian submanifolds associated to given convex lower semicon-
tinuous functions ψ1 and ψ2 on RN ; that is,

ṗ(t) ∈ ∂2ϕ
(

p(t),q(t)
)

t ∈ (0,T )
−q̇(t) ∈ ∂1ϕ

(
p(t),q(t)

)
t ∈ (0,T )

q(0) ∈ ∂ψ1
(

p(0)
)

−p(T ) ∈ ∂ψ2
(
q(T )

)
.

(1.56)

In other words, the Hamiltonian path must connect the graph of ∂ψ1 to the graph of
−∂ψ2, which are typical Lagrangian submanifolds in R2N .

Chapter 15: Superposition of interacting self-dual functionals

We consider situations where functionals of the form

I(x) = L1(A1x,−Λ1x)+ 〈A1x,Λ1x〉+L2(A2x,−Λ2x)+ 〈A2x,Λ2x〉 (1.57)

are self-dual on a Banach space Z, assuming that each Li, i = 1,2 is a self-dual
Lagrangian on the space Xi×X∗

i , and where (Λ1,Λ2) : Z → X∗
1 ×X∗

2 and (A1,A2) :
Z → X1×X2 are operators on Z that may or may not be linear. Unlike the framework
of Chapter 14, the operators A1,A2,Λ1,Λ2 are not totally independent, and certain
compatibility relations between their kernels and ranges are needed for the func-
tional I to become self-dual. One also needs the map x→〈A1x,Λ1x〉+ 〈A2x,Λ2x〉 to
be weakly lower semicontinuous on Z. Under a suitable coercivity condition, I will
attain its infimum, which is zero, at a point x̄ that solves the system{

0 ∈ Λ1x̄+∂L1(A1x̄)
0 ∈ Λ2x̄+∂L2(A2x̄).

(1.58)

This applies for example, to Laplace’s equation involving advection terms and non-
linear boundary conditions, but also nonlinear Cauchy-Riemann equations on a
bounded domain Ω ⊂ R2, of the type
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(

∂u
∂x −

∂v
∂y ,

∂v
∂x + ∂u

∂y

)
∈ ∂ϕ

(
∂v
∂y −

∂u
∂x ,− ∂v

∂x −
∂u
∂y

)
u|∂Ω ∈ ∂ψ

(
nx

∂v
∂y −ny

∂v
∂x

)
,

(1.59)

where ϕ (resp., ψ) are convex functions on R2 (resp., R).

Part IV: Perturbations of self-dual systems

Hamiltonian systems of PDEs, nonlinear Schrödinger equations, and Navier-Stokes
evolutions can be written in the form

0 ∈ Au+Λu+∂L(u), (1.60)

where L is a self-dual Lagrangian on X × X∗, A : D(A) ⊂ X → X∗ is a linear –
possibly unbounded – operator, and Λ : D(Λ)⊂ X → X∗ is a not necessarily linear
map. They can be solved by minimizing the functionals

I(u) = L(u,−Au−Λu)+ 〈Au+Λu,u〉

on X and showing that their infimum is attained and is equal to zero. However,
such functionals are not automatically self-dual functionals on their spaces of def-
inition, as we need to deal with the difficulties arising from the superposition of
the operators A and Λ . We are often led to use the linear operator A to strengthen
the topology on X by defining a new energy space D(A) equipped with the norm
‖u‖2

D(A) = ‖u‖2
X +‖Au‖2

X . In some cases, this closes the domain of A and increases
the chance for Λ to be regular on D(A), but may lead to a loss of strong coercivity
on the new space. We shall present in this part two situations where compactness
can be restored without altering the self-duality of the system:

• If Λ is linear and is almost orthogonal to A in a sense to be made precise in
Chapter 16, one may be able to add to I another functional J in such a way
that Ĩ = I + J is self-dual and coercive. This is applied in the next chapter when
dealing with Hamiltonian systems of PDEs.

• The second situation is when the functional I satisfies what we call the self-dual
Palais-Smale property on the space D(A), a property that is much weaker than
the strong coercivity required in Part III. This method is applied in Chapter 18 to
deal with Navier-Stokes and other nonlinear evolutions.

Chapter 16: Hamiltonian systems of PDEs

While dealing with Hamiltonian systems of PDEs, we encounter the standard dif-
ficulty arising from the fact that – unlike the case of finite-dimensional systems –
the cross product u →

∫ T
0 〈u(t),Ju̇(t)〉dt is not necessarily weakly continuous on
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the Sobolev space H1
X [0,T ] of all absolutely continuous paths valued in an infinite-

dimensional Hilbert space X := H ×H. Such systems can often be written in the
form

Ju̇(t)+ JA u(t) ∈ ∂L
(
t,u(t)

)
,

where J is the symplectic operator, A is an unbounded linear operator on X , and L
is a time-dependent self-dual Lagrangian on [0,T ]×X ×X . The idea is to use the
linear operator A to strengthen the topology on X by considering the space D(A )
equipped with the norm ‖u‖2

D(A ) = ‖u‖2
X +‖A u‖2

X , and a corresponding path space
W [0,T ]. The operator Λu = Ju̇+ JA u becomes regular on the new path space, but
the functional

I(u) = L (u,Ju̇+ JA u)−〈u,Ju̇+ JA u〉, (1.61)

where L is given by formula (1.28), may cease to be coercive. We propose here
a way to restore coercivity by perturbing the functional I without destroying self-
duality. It can be used because Ju̇ is almost orthogonal to JA in a sense described
below. In this case, one adds to I another functional J in such a way that Ĩ = I + J
is self-dual and coercive on W [0,T ]. This will be applied to deal with Hamiltonian
systems of PDEs such as{

−v̇(t)−∆(v+u)+b.∇v = ∂ϕ1(t,u),
u̇(t)−∆(u+ v)+a.∇u = ∂ϕ2(t,v),

(1.62)

with Dirichlet boundary conditions, as well as{
−v̇(t)+∆ 2v−∆v = ∂ϕ1(t,u),

u̇(t)+∆ 2u+∆u = ∂ϕ2(t,v),

with Navier state-boundary conditions, and where ϕi, i = 1,2 are convex functions
on some Lp-space.

Chapter 17: The self-dual Palais-Smale condition for noncoercive functionals

We extend the nonlinear variational principle for self-dual functionals of the form
I(x) = L(x,−Λx)+ 〈x,Λx〉 to situations where I does not satisfy the strong coerciv-
ity condition required in (1.46) but the weaker notion of a self-dual Palais-Smale
property on the functional I. This says that a sequence (un)n is bounded in X , pro-
vided it satisfies

Λun +∂L(un) =−εnDun (1.63)

for some εn → 0. Here D : X → X∗ is the duality map 〈Du,u〉= ‖u‖2.
This is often relevant when dealing with the superposition of an unbounded linear

operator A : D(A) ⊂ X → X∗ with the possibly nonlinear map Λ in an equation of
the form

0 ∈ Au+Λu+∂L(u) (1.64)
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by minimizing the functional I(u) = L(u,−Au−Λu)+ 〈u,Au +Λu〉. Unlike in the
previous chapter, we consider here the case where A is either positive or skew-
adjoint (possibly modulo a boundary operator). This is particularly relevant for the
resolution of nonlinear evolution equations and will be considered in detail in the
next chapter.

Chapter 18: Navier-Stokes and other nonlinear self-dual evolution equations

The nonlinear self-dual variational principle established in Chapter 12, though suf-
ficient and readily applicable in many stationary nonlinear partial differential equa-
tions, does not, however, cover the case of nonlinear evolutions such as those of
Navier-Stokes (1.3). One of the reasons is the prohibitive coercivity condition that
is not satisfied by the corresponding self-dual functional on the relevant path space.
We show here that such a principle still holds for functionals of the form

I(u) =
∫ T

0

[
L(t,u,−u̇−Λu)+ 〈Λu,u〉

]
dt + `

(
u(0)−u(T ),−u(T )+u(0)

2

)
,

where L (resp., `) is a self-dual Lagrangian on state space (resp., boundary space)
and Λ is an appropriate nonlinear operator on path space. As a consequence, we pro-
vide a variational formulation and resolution to evolution equations involving non-
linear operators, including those of Navier-Stokes (in dimensions 2 and 3), with var-
ious boundary conditions. In dimension 2, we recover the well-known solutions for
the corresponding initial-value problem as well as periodic and antiperiodic ones,
while in dimension 3 we get Leray weak solutions for the initial-value problems but
also solutions satisfying u(0) = αu(T ) for any given α in (−1,1). The approach is
quite general and applies to certain nonlinear Schrödinger equations and many other
evolutions.

Final remarks: Before we conclude this introduction, we emphasize that this book
is focused on questions of existence of solutions for a class of PDEs once they have
been formulated as functional equations in suitable energy spaces. It is therefore
solely concerned with “weak solutions”, which just means here that they belong to
whatever apriori function space was considered suitable for our proposed variational
setting. This does not preclude the fact – not discussed here – that self-duality may
be also prove useful in establishing regularity results.

We do not address questions of uniqueness, but it is important to observe that
an immediate consequence of our approach is that – apart from very degenerate
cases – all completely self-dual systems have unique solutions (at least in the func-
tion spaces where they are defined). This is simply because they were obtained as
minima of self-dual convex functionals. This is not, however, the case for general
self-dual functionals, and a more thorough analysis is needed for each separate case.

Many of the equations in the examples we address here are known to have so-
lutions via other methods. We did not, however, make a serious attempt at tracking
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their history and therefore could not credit their original authors. This may be re-
gretful, though we did not find it essential to this project, whose objective is simply
to establish the efficacy, versatility, and unifying features of a new approach for
proving existence results.

Missing from this volume are the following thrusts of current – and potential –
research areas related to this self-dual approach to PDEs.

1. The computational advantages of self-duality in problems as basic as those deal-
ing with numerical resolutions of nonsymmetric linear systems of equations
(Ghoussoub and Moradifam [66]). We also refer to a somewhat related varia-
tional point of view in the case of evolution equations, considered recently by
Mielke, Stefanelli, and their collaborators. See for example [71], [99], [102],
[108], [112], [145], [150], [152].

2. The relevance of the self-dual approach in the introduction of a penalty method
in nonlinear inverse problems, as pioneered by Barbu and Kunisch [20] in the
case of gradient of convex functions, and extended recently by Ghoussoub [60]
and Zaraté [163] to more general monotone nonlinearities.

3. The potential of extending self-duality to certain infinite dimensional manifolds
such as the Wasserstein space, so as to give a variational resolution for gradient
flows of geodesically convex energies, a topic recently addressed in the ground-
breaking book of Ambrosio, N. Gigli, and G. Savare [2].

4. The pertinence of the self-dual approach to second order differential equations
[92], and to parabolic equations with measure data [90].

5. The need to develop a self-dual min-max variational approach to deal with the po-
tential of higher critical levels and the multiplicity of solutions for certain semi-
linear superquadratic elliptic equations involving advection terms.

Finally, we note that while all necessary concepts from functional and convex anal-
ysis are spelled out in this book, the same cannot be said unfortunately about the
material needed in all of the 53 examples of applications that are included herein.
For example, the reader is expected to be somewhat familiar with the basic theory of
Sobolev spaces, vector-valued or not, and with their various embeddings into clas-
sical Lp-spaces and/or spaces of continuous functions. For this material, we refer
the reader to the books of Adams [1], Brézis [26], Evans Ev, Gilbarg and Trudinger
[70], Mawhin and Willem [96], and Maz’ja [97]. We also refer to the books of
Aubin and Cellina [7], Barbu [17] [18], Browder [33], Ekeland [46], Pazy [127], and
Showalter [144], for related topics on evolution equations, Hamiltonian systems and
general differential inclusions. The books of Dautray and Lions [41], Kinderlehrer
and Stampachia [81], Lions and Magenes [88], Roubı́ček [139], Struwe [153], and
Temam [157] are also excellent sources of material related to our chosen examples
of applications to partial differential equations.
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Glossary of notation

The following list of notation and abbreviations will be used throughout this book.
Let Ω be a smooth domain of Rn, and let X be a Banach space.

1. C∞(Ω ,Rn) (resp., C∞
0 (Ω ,Rn) will denote the space of infinitely differentiable

functions (resp., the space of infinitely differentiable functions with compact sup-
port) on Ω .

2. For 1 ≤ p < +∞, Lp
X (Ω) will be the space of all Bochner-integrable functions

u : Ω → X with norm

‖u‖Lp
X

=
(∫

Ω

‖u(x)‖p
X dx
) 1

p

.

3. For 1 ≤ p < +∞, the space W 1,p(Ω) (resp., W 1,p
0 (Ω) is the completion of

C∞(Ω ,Rn) (resp., C∞
0 (Ω ,Rn) for the norm

‖u‖W 1,p(Ω) = ‖u‖p +‖∇u‖p (resp., ‖u‖W 1,p
0 (Ω) = ‖∇u‖p).

We denote the dual of W 1,p(Ω) by W 1,−p(Ω).
4. W 1,2(Ω) (resp., W 1,2

0 (Ω) will be denoted by H1(Ω) (resp., H1
0 (Ω)) and the dual

of H1
0 (Ω) will be denoted by H−1(Ω).

5. Suppose now that H is a Hilbert space, 0 < T < ∞, and 1 < p < +∞. We shall
consider the space W 1,p([0,T ];H) of all functions u : [0,T ]→ H such that there
exists v ∈ Lp

H [0,T ] with the property that, for all t ∈ [0,T ]

u(t) = u(0)+
∫ t

0
v(s)ds.

In this case u is an absolutely continuous function, it is almost everywhere dif-
ferentiable with u̇ = v a.e. on (0,T ), and

lim
h→0

∫ T−h

0
‖u(t +h)−u(t)

h
− u̇(t)‖p

H dt = 0.

See for example the appendix of [25]. The space W 1,p([0,T ];H) is then equipped
with the norm

‖u‖W 1,p([0,T ];H) = (‖u‖p
Lp

H [0,T ]
+‖u̇‖p

Lp
H [0,T ]

)1/p.

More generally, for any reflexive Banach space X , one can associate the space
W 1,p([0,T ];X) = {u : [0,T ]→ X ; u̇ ∈ L2

X [0,T ]} equipped with the norm

‖u‖W 1,p([0,T ];X) = (‖u‖p
Lp

X
+‖u̇‖p

Lp
X
)1/p.
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For simplicity, we shall often denote the space W 1,2([0,T ];X) by A2
X [0,T ], or

simply A2
X , if there is no ambiguity as to the time interval.

6. An important framework for evolution equations involving PDEs is the so-called
evolution triple setting. It consists of a Hilbert space H with 〈 , 〉H as scalar prod-
uct, a reflexive Banach space X , and its dual X∗ in such a way that X ⊂ H ⊂ X∗,
with X being a dense vector subspace of H, while the canonical injection X →H
is continuous. In this case, one identifies the Hilbert space H with its dual H∗ and
can inject it in X∗ in such a way that

〈h,u〉X∗,X = 〈h,u〉H for all h ∈ H and all u ∈ X .

This injection is continuous and one-to-one, and H is also dense in X∗. In other
words, the dual X∗ of X is represented as the completion of H for the dual norm

‖h‖= sup{〈h,u〉H ;‖u‖X ≤ 1}.

One can then associate the space W 1,2([0,T ];X ,H) of all functions u ∈ L2
X [0,T ]

such that u̇ ∈ L2
X∗ [0,T ] equipped with the norm

‖u‖X2,2[0,T ] = (‖u‖2
L2

X
+‖u̇‖2

L2
X∗

)1/2.

For simplicity, we shall often denote this space by X2,2[0,T ], or even X2,2.
7. More generally, we may consider for 1 < p < ∞ and 1

p + 1
q = 1 the space

Xp,q[0,T ] := W 1,p([0,T ];X ,H) = {u; u ∈ Lp
X [0,T ], u̇ ∈ Lq

X∗ [0,T ]}

equipped with the norm

‖u‖W 1,p = ‖u‖Lp
X [0,T ] +‖u̇‖Lq

X∗ [0,T ],

which then leads to a continuous injection Xp,q[0,T ]⊆C([0,T ];H), the latter be-
ing the space of continuous functions u : [0,T ]→H equipped with the supremum
norm ‖u‖= sup

t∈[0,T ]
‖u(t)‖H . Moreover, for any pair u,v in Xp,q[0,T ], the function

t →〈u(t),v(t)〉H is absolutely continuous on [0,T ], and for a.e. t ∈ [0,T ] we have

d
dt
〈u(t),v(t)〉H = 〈u̇(t),v(t)〉X∗,X + 〈u(t), v̇(t)〉X ,X∗ .

Finally, if the inclusion X → H is compact, then Xp,q[0,T ] → Lp
H [0,T ] is also

compact. For details, we refer the reader to Evans [48], or Temam [156].



Part I
CONVEX ANALYSIS ON PHASE SPACE



A large class of stationary and dynamic partial differential equations – which will
be called completely self-dual differential systems – can be written in the form

(p,x) ∈ ∂L(x, p),

where ∂L is the subdifferential of a real-valued convex self-dual Lagrangian L on
phase space X ×X∗, with X being an infinite dimensional reflexive Banach space,
and X∗ its conjugate. Part I of this volume starts with a recollection of the classical
basic concepts and relevant tools of convex analysis that will be used throughout this
book, in particular Fenchel-Legendre duality and its relationship with the notion of
sub-differentiability of convex functions.

The required notions of convex analysis on phase space are introduced, with
a special focus on the basic permanence properties of the class of self-dual La-
grangians and their corresponding self-dual vector fields, including their stabil-
ity under sums, convolutions, tensor products, iterations, compositions with skew-
adjoint operators, superpositions with appropriate boundary Lagrangians, as well as
appropriate liftings to various path spaces.



Chapter 2
Legendre-Fenchel Duality on Phase Space

We start by recalling the basic concepts and relevant tools of convex analysis that
will be used throughout the book. In particular, we review the Fenchel-Legendre
duality and its relationship with subdifferentiability. The material of the first four
sections is quite standard and does not include proofs, which we leave and recom-
mend to the interested reader. They can actually be found in most books on convex
analysis, such as those of Brézis [26], Ekeland and Temam [47], Ekeland [46], and
Phelps [130].

Our approach to evolution equations and partial differential systems, however,
is based on convex calculus on “phase space” X ×X∗, where X is a reflexive Ba-
nach space and X∗ is its dual. We shall therefore consider Lagrangians on X ×X∗

that are convex and lower semicontinuous in both variables. All elements of convex
analysis will apply, but the calculus on state space becomes much richer for many
reasons, not the least of which is the possibility of introducing associated Hamilto-
nians, which are themselves Legendre conjugates but in only one variable.

Another reason for the rich structure will become more evident in the next chap-
ter where the abundance of natural automorphisms on phase space and their inter-
play with the Legendre transform becomes an essential ingredient of our self-dual
variational approach.

2.1 Basic notions of convex analysis

Definition 2.1. A function ϕ : X → R∪{+∞} on a Banach space X is said to be:

1. lower semicontinuous (weakly lower semicontinuous) if, for every r ∈ R, its epi-
graph Epi(ϕ) := {(x,r) ∈ X ×R;ϕ(x) ≤ r} is closed for the norm topology
(resp., weak topology) of X ×R, which is equivalent to saying that whenever
(xα) is a net in X that converges strongly (resp., weakly) to x, then f (x) ≤
liminfα f (xα).

25
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2. convex if, for every r ∈ R, its epigraph Epi(ϕ) is a convex subset of X ×R,
which is equivalent to saying that f (λx + (1− λy) ≤ λ f (x) + (1− λ ) f (y) for
any x,y ∈ X and 0 ≤ λ ≤ 1.

3. proper if its effective domain ( i.e., the set Dom(ϕ) = {x ∈ X ;ϕ(x) < +∞}) is
nonempty, the effective domain being convex whenever ϕ is convex.

We shall denote by C (X) the class of convex lower semicontinuous functions on a
Banach space X .

Operations on convex lower semicontinuous functions

Consider ϕ and ψ to be two functions in C (X). Then,

1. The functions ϕ +ψ and λϕ when λ ≥ 0 are also in C (X).
2. The function x → max{ϕ(x),ψ(x)} is in C (X).
3. The inf-convolution x→ ϕ ?ψ(x) := inf{ϕ(y)+ψ(x−y);y ∈ X} is convex. If ϕ

and ψ are bounded below, then ϕ ?ψ is in C (X) and Dom(ϕ ?ψ) = Dom(ϕ)+
Dom(ψ). Moreover, ϕ ? ψ is continuous at a point x ∈ X if either ϕ or ψ is
continuous at x.

4. If ρ ∈ C (R), then x → ρ(‖x‖X ) is in C (X).

Convex functions enjoy various remarkable properties that make them agreeable to
use in variational problems. We now summarize some of them.

Proposition 2.1. If ϕ : X → R∪{+∞} is a convex function on a Banach space X,
then:

1. ϕ is lower semicontinuous if and only if it is weakly lower semicontinuous, in
which case it is the supremum of all continuous affine functions below it.

2. If ϕ is a proper convex lower semicontinuous function on X, then it is continuous
on the interior D of its effective domain, provided it is nonempty.

We shall often use the immediate implication stating that any convex lower semi-
continuous function that is finite on the unit ball of X is necessarily continuous.
However, one should keep in mind that there exist continuous and convex functions
on Hilbert space that are not bounded on the unit ball [130].

2.2 Subdifferentiability of convex functions

Definition 2.2. Let ϕ : X → R∪{+∞} be a convex lower semicontinuous function
on a Banach space X . Define the subdifferential ∂ϕ of ϕ to be the following set-
valued function: If x ∈ Dom(ϕ), set

∂ϕ(x) = {p ∈ X∗;〈p,y− x〉 ≤ ϕ(y)−ϕ(x) for all y ∈ X}, (2.1)

and if x /∈ Dom(ϕ), set ∂ϕ(x) = /0.
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The subdifferential ∂ϕ(x) is a closed convex subset of the dual space X∗. It can,
however, be empty even though x ∈ Dom(ϕ), and we shall write

Dom(∂ϕ) = {x ∈ X ;∂ϕ(x) 6= /0}. (2.2)

An application of the celebrated Bishop-Phelps theorem due to Brondsted and Rock-
afellar (see [130]) however yields the following useful result.

Proposition 2.2. Let ϕ be a proper convex lower semicontinuous function on X.
Then,

1. Dom(∂ϕ) is dense in Dom(ϕ).
2. Moreover, ∂ϕ(x) 6= /0 at any point x in the interior of Dom(ϕ) where ϕ is contin-

uous.

If x ∈ Dom(ϕ), we define the more classical notion d+ϕ(x) of a “right-derivative”
at x as

〈d+ϕ(x),y〉 := limt→0+
1
t

(
ϕ(x+ ty)−ϕ(x)

)
for any y ∈ X . (2.3)

The relationship between the two types of derivatives is given by

p ∈ ∂ϕ(x) if and only if 〈p,y〉 ≤ 〈d+ϕ(x),y〉 for any y ∈ X . (2.4)

Now ϕ is said to be Gâteaux-differentiable at a point x ∈ Dom(ϕ) if there exists
p ∈ X∗, which will be denoted by DGϕ(x) such that

〈p,y〉= limt→0
1
t

(
ϕ(x+ ty)−ϕ(x)

)
for any y ∈ X . (2.5)

It is then easy to see the following relationship between the two notions.

Proposition 2.3. Let ϕ be a convex function on X.

1. If ϕ is Gâteaux-differentiable at a point x ∈ Dom(ϕ), then ∂ϕ(x) = {DGϕ(x)}.
2. Conversely, if ϕ is continuous at x ∈Dom(ϕ), and if the subdifferential of ϕ at x

is single valued, then ∂ϕ(x) = {DGϕ(x)}.

Subdifferentials satisfy the following calculus.

Proposition 2.4. Let ϕ and ψ be in C (X) and λ ≥ 0. We then have the following
properties:

1. ∂ (λϕ)(x) = λ∂ϕ(x) and ∂ϕ(x)+∂ψ(x)⊂ ∂ (ϕ +ψ)(x) for any x ∈ X.
2. Moreover, equality ∂ϕ(x)+∂ψ(x) = ∂ (ϕ +ψ)(x) holds at a point x∈Dom(ϕ)∩

Dom(ψ), provided either ϕ or ψ is continuous at x.
3. If A : Y → X is a bounded linear operator from a Banach space Y into X, and if

ϕ is continuous at some point in R(A)∩Dom(ϕ), then ∂ (ϕ ◦A)(y) = A∗∂ϕ(Ay)
for every point y ∈ Y .

As a set-valued map, the subdifferential has the following useful properties.

Definition 2.3. A subset G of X ×X∗ is said to be
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1. monotone, provided

〈x− y, p−q〉 ≥ 0 for every (x, p) and (y, p) in G. (2.6)

2. maximal monotone if it is maximal in the family of monotone subsets of X ×X∗

ordered by set inclusion, and
3. cyclically monotone, provided that for any finite number of points (xi, pi)n

i=0 in
G with x0 = xn, we have

n
∑

k=1
〈pk,xk − xk−1〉 ≥ 0. (2.7)

A set-valued map T : X → 2X∗
is then said to be monotone (resp., maximal mono-

tone) (resp., cyclically monotone), provided its graph G(T ) = {(x, p) ∈ X ×X∗; p ∈
T (x)} is monotone (resp., maximal monotone) (resp., cyclically monotone).

The following result was established by Rockafellar. See for example [130].

Theorem 2.1. Let ϕ : X →R∪{+∞} be a proper convex and lower semicontinuous
functional on a Banach space X. Then, its differential map x → ∂ϕ(x) is a maximal
cyclically monotone map.

Conversely, if T : X → 2X∗
is a maximal cyclically monotone map with a

nonempty domain, then there exists a proper convex and lower semicontinuous func-
tional on X such that T = ∂ϕ .

2.3 Legendre duality for convex functions

Let ϕ : X → R∪{+∞} be any function. Its Fenchel-Legendre dual is the function
ϕ∗ on X∗ given by

ϕ
∗(p) = sup{〈x, p〉−ϕ(x);x ∈ X}. (2.8)

Proposition 2.5. Let ϕ : X →R∪{+∞} be a proper function on a reflexive Banach
space. The following properties then hold:

1. ϕ∗ is a proper convex lower semicontinuous function from X∗ to R∪{+∞}.
2. ϕ∗∗ := (ϕ∗)∗ : X → R∪{+∞} is the largest convex lower semicontinuous func-

tion below ϕ . Moreover, ϕ = ϕ∗∗ if and only if ϕ is convex and lower semicon-
tinuous on X.

3. For every (x, p) ∈ X×X∗, we have ϕ(x)+ϕ∗(p)≥ 〈x, p〉, and the following are
equivalent:

i) ϕ(x)+ϕ∗(p) = 〈x, p〉,
ii) p ∈ ∂ϕ(x),
iii) x ∈ ∂ϕ∗(p).

Proposition 2.6. Legendre duality satisfies the following rules:
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1. ϕ∗(0) =− inf
x∈X

ϕ(x).

2. If ϕ ≤ ψ , then ϕ∗ ≥ ψ∗.
3. We have (inf

i∈I
ϕi)∗ = sup

i∈I
ϕ∗

i and (sup
i∈I

ϕi)∗ ≤ inf
i∈I

ϕ∗
i whenever (ϕi)i∈I is a family of

functions on X.
4. For every λ > 0, (λϕ)∗(p) = λϕ∗( 1

λ
p).

5. For every α ∈ R, (ϕ +α)∗ = ϕ∗−α .
6. For a fixed a ∈ X, we have, for every p ∈ X∗, ϕ∗

a (p) = ϕ∗(p) + 〈a, p〉, where
ϕa(x) := ϕ(x−a).

7. If ρ is an even function in C (R), then the Legendre transform of ϕ(x) = ρ(‖u‖X )
is ϕ∗(p) = ρ∗(‖p‖X∗). In particular, if ϕ(x) = 1

α
‖x‖α

X , then ϕ∗(p) = 1
β
‖p‖β

X∗ ,

where 1
α

+ 1
β

= 1.
8. If ϕ and ψ are proper functions, then (ϕ ?ψ)∗ = ϕ∗+ψ∗.
9. Conversely, if Dom(ϕ)−Dom(ψ) contains a neighborhood of the origin, then

(ϕ +ψ)∗ = ϕ∗ ?ψ∗.
10. Let A : D(A)⊂ X →Y be a linear operator with a closed graph, and let ϕ : Y →

R∪{+∞} be a proper function in C (Y ). Then, the dual of the function ϕA defined
on X as ϕA(x) = ϕ(Ax) if x ∈ D(A) and +∞ otherwise, is

ϕ
∗
A(p) = inf{ϕ

∗(q); A∗q = p}.

11. Let h(x) := inf
{

F(x1,x2); x1,x2 ∈ X , x = 1
2 (x1 + x2)

}
, where F is a function on

X ×X. Then, h∗(p) = F∗( p
2 , p

2 ) for every p ∈ X∗.
12. Let g be the function on X×X defined by g(x1,x2)= ‖x1−x2‖2. Then, g∗(p1, p2)=

1
4‖p1‖2 if p1 + p2 = 0 and +∞ otherwise.

The following lemma will be useful in Chapter 5. It can be used to interpolate be-
tween convex functions, and is sometimes called the proximal average.

Lemma 2.1. Let f1, f2 : X → R∪{+∞} be two convex lower semicontinuous func-
tions on a reflexive Banach space X. The Legendre dual of the function h defined for
X ∈ X by

h(x) := inf
{

1
2

f1(x1)+
1
2

f2(x2)+
1
8
‖x1− x2‖2; x1,x2 ∈ X , x =

1
2
(x1 + x2)

}
is given by the function h∗ defined for p ∈ X∗ by

h∗(p) = inf
{

1
2

f ∗1 (p1)+
1
2

f ∗2 (p2)+
1
8
‖p1− p2‖2; p1, p2 ∈ X∗, p =

1
2
(p1 + p2)

}
.

Proof. Note that

h(x) := inf
{

F(x1,x2); x1,x2 ∈ X , x =
1
2
(x1 + x2)

}
,

where F is the function on X ×X defined as F(x1,x2) = g1(x1,x2)+g2(x1,x2) with
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g1(x1,x2) = 1
2 f1(x1)+ 1

2 f2(x2) and g2(x1,x2) = 1
8‖x1− x2‖2.

It follows from rules (10) and (7) in Proposition 2.6 that

h∗(p) = F∗
( p

2
,

p
2

)
= (g1 +g2)∗

( p
2
,

p
2

)
= g∗1 ?g∗2

( p
2
,

p
2

)
.

It is easy to see that

g∗1(p1, p2) =
1
2

f ∗1
( p1

2
)
+

1
2

f ∗2
( p2

2
)
,

while rule (11) of Proposition 2.6 gives that

g∗2(p1, p2) = 2‖p1‖2 if p1 + p2 = 0 and +∞ otherwise.

It follows that

h∗(p) = g∗1 ?g∗2(
p
2
,

p
2
)

= inf
{

1
2

f ∗1 (
p1

2
)+

1
2

f ∗2 (
p2

2
)+2

∥∥∥ p
2
− p1

4

∥∥∥2
; p1, p2 ∈ X∗, p = p1 + p2

}
= inf

{
1
2

f ∗1 (q1)+
1
2

f ∗2 (q2)+2
∥∥∥ p

2
− q1

2

∥∥∥2
; q1,q2 ∈ X∗, p =

1
2
(q1 +q2)

}
= inf

{
1
2

f ∗1 (q1)+
1
2

f ∗2 (q2)+
1
8
‖q2−q1‖2; q1,q2 ∈ X∗, p =

1
2
(q1 +q2)

}
.

The following theorem can be used to prove rule (8) in Proposition 2.6. It will also
be needed in what follows.

Theorem 2.2 (Fenchel and Rockafellar). Let ϕ and ψ be two convex functions on
a Banach space X such that ϕ is continuous at some point x0 ∈Dom(ϕ)∩Dom(ψ).
Then,

inf
x∈X

{ϕ(x)+ψ(x)}= max
p∈X∗

{−ϕ
∗(−p)−ψ

∗(p)} . (2.9)

The theorem above holds, for example, whenever Dom(ϕ)−Dom(ψ) contains a
neighborhood of the origin or more generally if the set IntDom(ϕ)∩Dom(ψ) is
nonempty.

The following simple lemma will be used often throughout this text. Its proof is
left as an exercise.

Lemma 2.2. If ϕ : X 7→ R∪{+∞} is a proper convex and lower semicontinuous
functional on a Banach space X such that −A ≤ ϕ(y) ≤ B

α
‖y‖α

Y +C with A ≥ 0,
C ≥ 0, B > 0, and α > 1, then for every p ∈ ∂ϕ(y)

‖p‖X∗ ≤
{

αB
β

α (‖y‖X +A+C)+1
}α−1

. (2.10)
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2.4 Legendre transforms of integral functionals

Let Ω be a Borel subset of Rn with finite Lebesgue measure, and let X be a separable
reflexive Banach space. Consider a bounded below function ϕ : Ω ×X →R∪{+∞}
that is measurable with respect to the σ -field generated by the products of Lebesgue
sets in Ω and Borel sets in X . We can associate to ϕ a functional Φ defined on
Lα(Ω ,X) (1 ≤ α ≤+∞) via the formula

Φ(x) =
∫

Ω

ϕ(ω,x(ω))dω,

where x ∈ Lα(Ω ,X). We now relate the Legendre transform and subdifferential of
ϕ as a function of its second variable on X to the Legendre transform and subdiffer-
ential of Φ as a function on Lα(Ω ,X). We shall use the following obvious notation.
For ω ∈ Ω , x ∈ X , and p ∈ X∗,

ϕ∗(ω, p) = ϕ(ω, ·)∗(p) and ∂ϕ(ω,x) = ∂ϕ(ω, ·)(x).

The following proposition summarizes the relations between the function ϕ and “its
integral” Φ . A proof can be found in [46].

Proposition 2.7. Assume X is a reflexive and separable Banach space, that 1≤ α ≤
+∞, 1

α
+ 1

β
= 1, and that ϕ : Ω ×X → R∪{+∞} is jointly measurable such that∫

Ω
|ϕ∗(ω, p̄(ω))|dω < ∞ for some p̄ ∈ Lβ (Ω ,X), which holds in particular if ϕ is

bounded below on Ω ×X.

1. If the function ϕ(ω, ·) is lower semicontinuous on X for almost every ω ∈ Ω ,
then Φ is lower semicontinuous on Lα(Ω ,X).

2. If ϕ(ω, ·) is convex on X for almost every ω ∈Ω , then Φ is convex on Lα(Ω ,X).
3. If ϕ(ω, ·) is convex and lower semicontinuous on X for almost every ω ∈ Ω ,

and if Φ(x̄) < +∞ for some x̄ ∈ L∞(Ω ,X), then the Legendre transform of Φ on
Lβ (Ω ,X) is given by

Φ∗(p) =
∫

Ω
ϕ∗(ω, p(ω))dω for all p ∈ Lβ (Ω ,X). (2.11)

4. If
∫

Ω
|ϕ(ω, x̄(ω))|dω < ∞ and

∫
Ω
|ϕ∗(ω, p̄(ω))|dω < ∞ for some x̄ and p̄ in

L∞(Ω ,X), then for every x ∈ Lα(Ω ,X) we have

∂Φ(x) =
{

p ∈ Lβ (Ω ,X); p(ω) ∈ ∂ϕ(ω,x(ω)) a.e.
}

. (2.12)

Exercises 2.A. Legendre transforms of energy functionals

1. Review and prove all the statements in Sections 2.1 to 2.4.
2. Let Ω be a bounded smooth domain in Rn, and define on L2(Ω) the convex lower semicontin-

uous functional



32 2 Legendre-Fenchel Duality on Phase Space

ϕ(u) =
{

1
2
∫

Ω
|∇u|2 on H1

0 (Ω)
+∞ elsewhere.

(2.13)

Show that its Legendre-Fenchel conjugate for the L2-duality is ϕ∗(v) = 1
2
∫

Ω
|∇(−∆)−1v|2dx

and that its subdifferential ∂ϕ =−∆ with domain H1
0 (Ω)∩H2(Ω).

3. Consider the Hilbert space H−1(Ω) equipped with the norm induced by the scalar product
〈u,v〉H−1(Ω) =

∫
Ω

u(−∆)−1vdx. For m ≥ n−2
n+2 , we have Lm+1(Ω) ⊂ H−1, and so we may con-

sider the functional

ϕ(u) =
{ 1

m+1
∫

Ω
|u|m+1 on Lm+1(Ω)

+∞ elsewhere.
(2.14)

Show that its Legendre-Fenchel conjugate is ϕ∗(v) = m
m+1

∫
Ω
|(−∆)−1v| m+1

m dx with subdiffer-
ential ∂ϕ(u) =−∆(um) on D(∂ϕ) = {u ∈ Lm+1(Ω);um ∈ H1

0 (Ω)}.
4. If 0 < m < 1, then (−∆)−1u does not necessarily map Lm+1(Ω) into L

m+1
m , and so we consider

the space X defined as

X = {u ∈ Lm+1(Ω); (−∆)−1u ∈ L
m+1

m (Ω)}

equipped with the norm ‖u‖X = ‖u‖m+1 + ‖(−∆)−1u‖ m+1
m

. Show that the functional ϕ(u) =
1

m+1
∫

Ω
|u|m+1 is convex and lower semicontinuous on X with Legendre-Fenchel transform

equal to

ϕ
∗(v) =

{
m

m+1
∫

Ω
|(−∆)−1v| m+1

m dx if (−∆)−1v ∈ L
m+1

m (Ω)
+∞ otherwise.

(2.15)

2.5 Legendre transforms on phase space

Let X be a reflexive Banach space. Functions L : X×X∗→R∪{+∞} on phase space
X ×X∗ will be called Lagrangians, and we shall consider the class L (X) of those
Lagrangians that are proper convex and lower semicontinuous (in both variables).
The Legendre-Fenchel dual (in both variables) of L is defined at (q,y) ∈ X∗×X by

L∗(q,y) = sup{〈q,x〉+ 〈y, p〉−L(x, p); x ∈ X , p ∈ X∗}.

The (partial) domains of a Lagrangian L are defined as

Dom1(L) = {x ∈ X ;L(x, p) < +∞ for some p ∈ X∗}

and
Dom2(L) = {p ∈ X∗;L(x, p) < +∞ for some x ∈ X}.

To each Lagrangian L on X × X∗, we can define its corresponding Hamiltonian
HL : X ×X → R̄ (resp., co-Hamiltonian H̃L : X∗×X∗ → R) by

HL(x,y) = sup{〈y, p〉−L(x, p); p∈ X∗} and H̃L(p,q) = sup{〈y, p〉−L(y,q);y∈ X},

which is the Legendre transform in the second variable (resp., first variable). Their
domains are

Dom1(HL) : = {x ∈ X ;HL(x,y) >−∞ for all y ∈ X}
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= {x ∈ X ;HL(x,y) >−∞ for some y ∈ X}

and

Dom2(H̃L) : = {q ∈ X∗; H̃L(p,q) >−∞ for all p ∈ X∗}
= {q ∈ X∗; H̃L(p,q) >−∞ for some p ∈ X∗}.

It is clear that Dom1(L) = Dom1(HL) and Dom2(L) = Dom2H̃L.

Remark 2.1. To any pair of proper convex lower semicontinuous functions ϕ and ψ

on a Banach space X , one can associate a Lagrangian on state space X ×X∗ via the
formula L(x, p) = ϕ(x)+ ψ∗(p). Its Legendre transform is then L∗(p,x) = ψ(x)+
ϕ∗(p). Its Hamiltonian is HL(x,y) = ψ(y)−ϕ(x) if x∈Dom(ϕ) and −∞ otherwise,
while its co-Hamiltonian is H̃L(p,q) = ϕ∗(p)−ψ∗(q) if q ∈ Dom(ψ∗) and −∞

otherwise. The domains are then Dom1HL := Dom(ϕ) and Dom2(H̃L) := Dom(ψ∗).
These Lagrangians will be the building blocks of the variational approach developed
in this book.

Operations on Lagrangians

We define on the class of Lagrangians L (X) the following operations:

Scalar multiplication: If λ > 0 and L ∈ L (X), define the Lagrangian λ ·L on
X ×X∗ by

(λ ·L)(x, p) = λ
2L
( x

λ
,

p
λ

)
.

Addition: If L,M ∈L (X), define the sum L⊕M on X ×X∗ by:

(L⊕M)(x, p) = inf{L(x,r)+M(x, p− r);r ∈ X∗}.

Convolution: If L,M ∈L (X), define the convolution L?M on X ×X∗ by

(L?M)(x, p) = inf{L(z, p)+M(x− z, p);z ∈ X}.

Right operator shift: If L ∈L (X) and Γ : X → X∗ is a bounded linear operator,
define the Lagrangian LΓ on X ×X∗ by

LΓ (x, p) := L(x,−Γ x+ p).

Left operator shift: If L ∈ L (X) and if Γ : X → X∗ is an invertible operator,
define the Lagrangian Γ L on X ×X∗ by

Γ L(x, p) := L(x−Γ
−1 p,Γ x).

Free product: If {Li; i ∈ I} is a finite family of Lagrangians on reflexive Banach
spaces {Xi; i ∈ I}, define the Lagrangian L := Σi∈ILi on (Πi∈IXi)× (Πi∈IX∗

i ) by



34 2 Legendre-Fenchel Duality on Phase Space

L((xi)i,(pi)i) = Σi∈ILi(xi, pi).

Twisted product: If L ∈L (X) and M ∈L (Y ), where X and Y are two reflexive
spaces, then for any bounded linear operator A : X → Y ∗, define the Lagrangian
L⊕A M on (X ×Y )× (X∗×Y ∗) by

(L⊕A M)((x,y),(p.q)) := L(x,A∗y+ p)+M(y,−Ax+q).

Antidualization of convex functions: If ϕ,ψ are convex functions on X×Y and
if A is any bounded linear operator A : X →Y ∗, define the Lagrangian ϕ⊕A ψ on
(X ×Y )× (X∗×Y ∗) by

ϕ ⊕A ψ((x,y),(p,q)) = ϕ(x,y)+ψ
∗(A∗y+ p,−Ax+q).

Remark 2.2. The convolution operation defined above should not be confused with
the standard convolution for L and M as convex functions in both variables. Indeed,
it is easy to see that in the case where L(x, p) = ϕ(x)+ϕ∗(p) and M(x, p) = ψ(x)+
ψ∗(p), addition corresponds to taking

(L⊕M)(x, p) = (ϕ +ψ)(x)+ϕ
∗ ?ψ

∗(p),

while convolution reduces to

(L?M)(x, p) = (ϕ ?ψ)(x)+(ϕ∗+ψ
∗)(p).

Proposition 2.8. Let X be a reflexive Banach space. Then,

1. (λ ·L)∗ = λ ·L∗ for any L ∈L (X) and any λ > 0.
2. (L⊕M)∗ ≤ L∗ ?M∗ and (L?M)∗ ≤ L∗⊕M∗ for any L,M ∈L (X).
3. If M is a basic Lagrangian of the form ϕ(Ux)+ψ∗(V ∗p), where ψ is continuous

on X and U,V are two automorphisms of X, then (L ? M)∗ = L∗⊕M∗ for any
L ∈L (X).

4. If L,M ∈L (X) are such that Dom2(L∗)−Dom2(M∗) contains a neighborhood
of the origin, then (L?M)∗ = L∗⊕M∗.

5. If L,M ∈L (X) are such that Dom1(L)−Dom1(M) contains a neighborhood of
the origin, then (L⊕M)∗ = L∗ ?M∗.

6. If L ∈ L (X) and Γ : X → X∗ is a bounded linear operator, then (LΓ )∗(p,x) =
L∗(Γ ∗x+ p,x).

7. If L ∈ L (X) and if Γ : X → X∗ is an invertible operator, then (Γ L)∗(p,x) =
L∗(−Γ ∗x,(Γ−1)∗p+ x).

8. If {Li; i ∈ I} is a finite family of Lagrangians on reflexive Banach spaces {Xi; i ∈
I}, then

(Σi∈ILi)∗((pi)i,(xi)i) = Σi∈IL∗i (pi,xi).

9. If L ∈ L (X) and M ∈ L (Y ), where X and Y are two reflexive spaces, then for
any bounded linear operator A : X → Y ∗, we have

(L⊕A M)∗((p,q),(x,y)) = L∗(A∗y+ p,x)+M∗(−Ax+q,y).
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10. If ϕ and ψ are convex functions on X ×Y and A is any bounded linear op-
erator A : X → Y ∗, then the Lagrangian L defined on (X ×Y )× (X∗×Y ∗) by
L((x,y),(p,q)) = ϕ(x,y)+ψ∗(A∗y+ p,−Ax+q) has a Legendre transform

L∗((p,q),(x,y)) = ψ(x,y)+ϕ
∗(A∗y+ p,−Ax+q).

Proof. (1) is obvious.
To prove (2) fix (q,y) ∈ X∗×X and use the formula (ϕ ? ψ)∗ ≤ ϕ∗+ ψ∗ in one

variable on the functions ϕ(p) = L(z, p) and ψ(p) = M(v, p) to write

(L?M)∗(q,y) = sup{〈q,x〉+ 〈y, p〉−L(z, p)−M(x− z, p);(z,x, p) ∈ X ×X ×X∗}
= sup{〈q,v+ z〉+ 〈y, p〉−L(z, p)−M(v, p);(z,v, p) ∈ X ×X ×X∗}
≤ sup

(z,v)∈X×X
{〈q,v+ z〉+ sup{〈y, p〉−L(z, p)−M(v, p); p ∈ X∗}}

≤ sup
(z,v)∈X×X

{
〈q,v+ z〉+ inf

w∈X
{ sup

p1∈X∗
(〈w, p1〉−L(z, p1))

+ sup
p2∈X∗

(〈y−w, p2〉−M(v, p2))}

}

≤ inf
w∈X

{
sup

(z,p1)∈X×X∗
{〈q,z〉+ 〈w, p1〉−L(z, p1))}

+ sup
(v,p2)∈X×X∗

{〈q,v〉+ 〈y−w, p2〉−M(v, p2)

}
= inf

w∈X
{L∗(q,w)+M∗(q,y−w)}

= (L∗⊕M∗)(q,y).

For (3), assume that M(x, p) = ϕ(Ux) + ψ∗(V ∗p), where ϕ and ψ are convex
continuous functions and U and V are automorphisms of X . Fix (q,y) ∈ X∗×X and
write

(L?M)∗(q,y) = sup{〈q,x〉+ 〈y, p〉−L(z, p)−M(x− z, p);(z,x, p) ∈ X ×X ×X∗}
= sup{〈q,v+ z〉+ 〈y, p〉−L(z, p)−M(v, p);(z,v, p) ∈ X ×X ×X∗}

= sup
p∈X∗

{
〈y, p〉+ sup

(z,v)∈X2
{〈q,v+ z〉−L(z, p)−ϕ(Uv)}−ψ

∗(V ∗p)

}

= sup
p∈X∗

{
〈y, p〉+ sup

z∈X
{〈q,z〉−L(z, p)}

+sup
v∈X

{〈q,v〉−ϕ(Uv)}−ψ
∗(V ∗p)

}
= sup

p∈X∗

{
〈y, p〉+ sup

z∈X
{〈q,z〉−L(z, p)}+ϕ

∗((U−1)∗q)−ψ
∗(V ∗p)

}
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= sup
p∈X∗

sup
z∈X

{〈y, p〉+ 〈q,z〉−L(z, p)−ψ
∗(V ∗p)}+ϕ

∗((U−1)∗q)

= (L+T )∗(q,y)+ϕ
∗((U−1)∗q),

where T (z, p) := ψ∗(V ∗p) for all (z, p) ∈ X ×X∗. Note now that

T ∗(q,y) = sup
z,p

{〈q,z〉+ 〈y, p〉−ψ
∗(V ∗p)}=

{
+∞ if q 6= 0,
ψ((V−1y) if q = 0,

in such a way that by using the duality between sums and convolutions in both
variables, we get

(L+T )∗(q,y) = conv(L∗,T ∗)(q,y)
= inf

r∈X∗,z∈X
{L∗(r,z)+T ∗(−r +q,−z+ y)}

= inf
z∈X

{
L∗(q,z)+ψ(V−1(−z+ y))

}
.

Finally,

(L?M)∗(q,y) = (L+T )∗(q,y)+ϕ
∗((U−1)∗q)

= inf
z∈X

{
L∗(q,z)+ψ(V−1(−z+ y))

}
+ϕ

∗((U−1)∗q)

= inf
z∈X

{L∗(q,z)+(ϕ ◦U)∗(q)+(ψ∗ ◦V ∗)∗(−z+ y)}

= (L∗⊕M∗)(q,y).

For (4), again fix (q,y) ∈ X∗×X , and write

(L?M)∗(q,y) = sup
(z,x,p)∈X×X×X∗

{〈q,x〉+ 〈y, p〉−L(z, p)−M(x− z, p)}

= sup
(z,v,p)∈X×X×X∗

{〈q,v+ z〉+ 〈y, p〉−L(z, p)−M(v, p)}

= sup
(z,v,p)∈X×X×X∗

{−ϕ
∗(−z,−v,−p)−ψ

∗(z,v, p)}

with ϕ∗(z,v, p) = 〈q,z〉+ L(−z,−p) and ψ∗(z,v, p) = −〈y, p〉 − 〈q,v〉+ M(v, p).
Note that now

ϕ(r,s,x) = sup
(z,v,p)∈X×X×X∗

{〈r,z〉+ 〈v,s〉+ 〈x, p〉−〈q,z〉−L(−z,−p)}

= sup
(z,v,p)∈X×X×X∗

{〈r−q,z〉+ 〈v,s〉+ 〈x, p〉−L(−z,−p)}

= sup
v∈X

{〈v,s〉+L∗(q− r,−x)},

which is equal to +∞ whenever s 6= 0. Similarly, we have
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ψ(r,s,x) = sup
(z,v,p)∈X×X×X∗

{〈r,z〉+ 〈v,s〉+ 〈x, p〉+ 〈y, p〉+ 〈v,q〉−M(v, p)}

= sup
(z,v,p)∈X×X×X∗

{〈r,z〉+ 〈v,q+ s〉+ 〈x+ y, p〉−M(v, p)}

= sup
z∈X

{〈z,r〉+M∗(q+ s,x+ y)},

which is equal to +∞ whenever r 6= 0. If now Dom2(L∗)−Dom2(M∗) contains a
neighborhood of the origin, then we apply the theorem of Fenchel and Rockafellar
to get

(L?M)∗(q,y) = sup{−ϕ
∗(−z,−v,−p)−ψ

∗(z,v, p); (z,v, p) ∈ X ×X ×X∗}
= inf{ϕ(r,s,x)+ψ(r,s,x);(r,s,x) ∈ X∗×X∗×X}

= inf
(r,s,x)∈X∗×X∗×X

{
sup
v∈X

{〈v,s〉+L∗(q− r,−x)}

+sup
z∈X

{〈z,r〉+M∗(q+ s,x+ y)}
}

= inf{L∗(q,−x)+M∗(q,x+ y);x ∈ X}
= (L∗⊕M∗)(q,y).

Assertion (5) can be proved in a similar fashion.
For (6), fix (q,y) ∈ X∗×X , set r = Γ x+ p and write

(LΓ )∗(q,y) = sup{〈q,x〉+ 〈y, p〉−L(x,−Γ x+ p);(x, p) ∈ X ×X∗}
= sup{〈q,x〉+ 〈y,r +Γ x〉−L(x,r);(x,r) ∈ X ×X∗}
= sup{〈q+Γ

∗y,x〉+ 〈y,r〉−L(x,r);(x,r) ∈ X ×X∗}
= L∗(q+Γ

∗y,y).

For (7), let r = x−Γ−1 p and s = Γ x and write

(Γ L)∗(q,y) = sup{〈q,x〉+ 〈y, p〉−L(x−Γ
−1 p,Γ x);(x, p) ∈ X ×X∗}

= sup{〈q,Γ−1s〉+ 〈y,s−Γ r〉−L(r,s);(r,s) ∈ X ×X∗}
= sup{〈(Γ−1)∗q+ y,s〉−〈Γ ∗y,r〉−L(r,s);(r,s) ∈ X ×X∗}
= L∗(−Γ

∗y,(Γ−1)∗q+ y).

The proof of (8) is obvious, while for (9) notice that if (z̃, r̃) ∈ (X ×Y )× (X∗×
Y ∗), where z̃ = (x,y) and r̃ = (p,q), we can write

L⊕A M(z̃, r̃) = (L+M)(z̃, Ãz̃+ r̃),

where Ã : X×Y →X∗×Y ∗ is the skew-adjoint operator defined by Ã(z̃)= Ã((x,y))=
(−A∗y,Ax). Now apply (6) and (8) to L+M and Ã to obtain

(L⊕A M)∗((p,q),(x,y)) = (L+M)∗(r̃ + Ã∗z̃, z̃)
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= (L∗+M∗)(r̃− Ãz̃, z̃)
= L∗(A∗y+ p,x)+M∗(−Ax+q,y).

Assertion (10) follows again from (6) since the Lagrangian M((x,y),(p,q)) =
ϕ(x,y) + ψ∗(−A∗y − p,Ax − q) is of the form L((x,y), Ã(x,y) + (p,q)), where
L((x,y),(p,q)) = ϕ(x,y) + ψ∗(p,q) and Ã : X ×Y → X∗×Y ∗ is again the skew-
adjoint operator defined by Ã((x,y)) = (−A∗y,Ax). The Legendre transform is then
equal to L∗((p,q),(x,y)) = ψ(x,y)+ϕ∗(A∗y+ p,−Ax+q).

2.6 Legendre transforms on various path spaces

Legendre transform on the path space Lα([0,T ],X)

For 1 < α < +∞, we consider the space Lα
X [0,T ] of Bochner integrable functions

from [0,T ] into X with norm

‖u‖Lα (X) =
(∫ T

0
‖u(t)‖α

X dt
) 1

α

.

Definition 2.4. Let [0,T ] be a time interval and let X be a reflexive Banach space.
A time-dependent convex function on [0,T ]× X (resp., a time-dependent convex
Lagrangian on [0,T ]× X × X∗) is a function ϕ : [0,T ]× X → R∪ {+∞} (resp.,
L : [0,T ]×X ×X∗ → R∪{+∞}) such that :

1. ϕ (resp., L) is measurable with respect to the σ -field generated by the products
of Lebesgue sets in [0,T ] and Borel sets in X (resp., in X ×X∗).

2. For each t ∈ [0,T ], the function ϕ(t, ·) (resp., L(t, ·, ·)) is convex and lower semi-
continuous on X (resp., X ×X∗).

The Hamiltonian HL of L is the function defined on [0,T ]×X ×X∗ by

HL(t,x,y) = sup{〈y, p〉−L(t,x, p); p ∈ X∗}.

To each time-dependent Lagrangian L on [0,T ]× X × X∗, one can associate the
corresponding Lagrangian L on the path space Lα

X ×Lβ

X∗ , where 1
α

+ 1
β

= 1 to be

L (u, p) :=
∫ T

0
L(t,u(t), p(t))dt,

as well as the associated Hamiltonian on Lα
X ×Lα

X ,

HL (u,v) = sup
{∫ T

0
(〈p(t),v(t)〉−L(t,u(t), p(t)))dt ; p ∈ Lβ

X∗

}
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The Fenchel-Legendre dual of L is defined for any (q,v) ∈ Lβ

X∗ ×Lα
X as

L ∗(q,v) = sup
(u,p)∈Lα

X×Lβ

X∗

∫ T

0
{〈q(t),u(t)〉+ 〈p(t),v(t)〉−L(t,u(t), p(t))}dt.

Proposition 2.7 immediately yields the following.

Proposition 2.9. Suppose that L is a Lagrangian on [0,T ]×X ×X∗, and let L be
the corresponding Lagrangian on the path space Lα

X ×Lβ

X∗ . Then,

1. L ∗(p,u) =
∫ T

0 L∗(t, p(t),u(t))dt.
2. HL (u,v) =

∫ T
0 HL(t,u(t),v(t))dt.

Suppose now that H is a Hilbert space, and consider the space A2
H of all functions

in L2
H such that u̇ ∈ L2

H equipped with the norm

‖u‖A2
H

= (‖u‖2
L2

H
+‖u̇‖2

L2
H
)1/2.

Theorem 2.3. Suppose ` is a convex lower semicontinuous function on H×H, and
let L be a time-dependent Lagrangian on [0,T ]×H×H such that

For each p ∈ L2
H , the map u →

∫ T
0 L(t,u(t), p(t))dt is continuous on L2

H . (2.16)

The map u →
∫ T

0 L(t,u(t),0)dt is bounded on the unit ball of L2
H . (2.17)

−C ≤ `(a,b)≤ 1
2 (1+‖a‖2

H +‖b‖2
H) for all (a,b) ∈ H×H. (2.18)

Consider the following Lagrangian on L2
H ×L2

H :

L (u, p) =
{ ∫ T

0 L(t,u(t), p(t)− u̇(t))dt + `(u(0),u(T )) if u ∈ A2
H

+∞ otherwise.

The Legendre transform of L is then

L ∗(p,u) =
{ ∫ T

0 L∗(t, p(t)− u̇(t),u(t))dt + `∗(−u(0),u(T )) if u ∈ A2
H

+∞ otherwise.

Proof. For (q,v) ∈ L2
H ×A2

H , write

L ∗(q,v) = sup
u∈L2

H

sup
p∈L2

H

{∫ T

0
(〈u(t),q(t)〉+ 〈v(t), p(t)〉−L(t,u(t), p(t)− u̇(t)))dt

−`(u(0),u(T ))
}

= sup
u∈A2

H

sup
p∈L2

H

{∫ T

0
(〈u(t),q(t)〉+ 〈v(t), p(t)〉−L(t,u(t), p(t)− u̇(t)))dt

−`(u(0),u(T ))
}

.
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Make a substitution p(t)− u̇(t) = r(t) ∈ L2
H . Since u and v are both in A2

H , we have∫ T

0
〈v, u̇〉=−

∫ T

0
〈v̇,u〉+ 〈v(T ),u(T )〉−〈v(0),u(0)〉.

Since the subspace A2,0
H = {u ∈ A2

H ; u(0) = u(T ) = 0} is dense in L2
H , and since

u →
∫ T

0 L(t,u(t), p(t))dt is continuous on L2
H for each p, we obtain

L ∗(q,v) = sup
u∈A2

H

sup
r∈L2

H

{∫ T

0
{〈u(t),q(t)〉+ 〈v(t),r(t)+ u̇(t)〉−L(t,u(t),r(t))}dt

−`(u(0),u(T ))}

= sup
u∈A2

H

sup
r∈L2

H

{∫ T

0
{〈u(t),q(t)− v̇(t)〉+ 〈v(t),r(t)〉−L(t,u(t),r(t))}dt

+〈v(T ),u(T )〉−〈v(0),u(0)〉− `(u(0),u(T ))
}

= sup
u∈A2

H

sup
r∈L2

H

sup
u0∈A2,0

H

{∫ T

0
{〈u,q− v̇〉+ 〈v,r〉−L(t,u(t),r(t))}dt

+〈v(T ),(u+u0)(T )〉−〈v(0),(u+u0)(0)〉
}

−`((u+u0)(0),(u+u0)(T ))
}

= sup
w∈A2

H

sup
r∈L2

H

sup
u0∈A2,0

H

{∫ T

0
〈w(t)−u0(t),q(t)+ v̇(t)〉+ 〈v(t),r(t)〉dt

−
∫ T

0
L(t,w(t)−u0(t),r(t))dt

}
+〈v(T ),w(T )〉−〈v(0),w(0)〉− `(w(0),w(T ))

}
= sup

w∈A2
H

sup
r∈L2

H

sup
x∈L2

H

{∫ T

0
{〈x,q− v̇〉+ 〈v(t),r(t)〉−L(t,x(t),r(t))}dt

+〈v(T ),w(T )〉−〈v(0),w(0)〉− `(w(0),w(T ))
}

.

Now, for each (a,b) ∈ H ×H, there is w ∈ A2
H such that w(0) = a and w(T ) = b,

namely the linear path w(t) = (T−t)
T a + t

T b. Since ` is continuous on H, we finally
obtain that

L ∗(q,v) = sup
(a,b)∈H×H

sup
(r,x)∈L2

H×L2
H

{∫ T

0
{〈x,q− v̇〉+ 〈v,r〉−L(t,x(t),r(t))}dt

+〈v(T ),b〉−〈v(0),a〉− `(a,b)
}

= sup
x∈L2

H

sup
r∈L2

H

{∫ T

0
{〈x(t),q(t)− v̇(t)〉+ 〈v(t),r(t)〉−L(t,x(t),r(t))}dt

}
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+ sup
a∈H

sup
b∈H

{〈v(T ),b〉−〈v(0),a〉− `(a,b)
}

=
∫ T

0
L∗(t,q(t)− v̇(t),v(t))dt + `∗(−v(0),v(T )).

If now (q,v) ∈ L2
H × L2

H \ A2
H , then we use the fact that u →

∫ T
0 L(t,u(t),0)dt is

bounded on the unit ball of A2
H and the growth condition on ` to deduce that

L ∗(q,v) ≥ sup
u∈A2

H

sup
r∈A2

H

{∫ T

0
〈u(t),q(t)〉+ 〈v(t),r(t)〉+ 〈v(t), u̇(t)〉−L(t,u(t),r(t))dt

−`(u(0),u(T ))
}

≥ sup
u∈A2

H

sup
r∈A2

H

{
−‖u‖L2

H
‖q‖L2

H
−‖v‖L2

H
‖r‖L2

H
+
∫ T

0
〈v, u̇〉−L(t,u(t),r(t))dt

−`(u(0),u(T ))
}

≥ sup
‖u‖A2

H
≤1

{
−‖q‖2 +

∫ T

0
{〈v(t), u̇(t)〉−L(t,u(t),0)}dt− `(u(0),u(T ))

}

≥ sup
‖u‖A2

H
≤1

{
C +

∫ T

0
〈v(t), u̇(t)〉−L(t,u,0)dt− 1

2
(‖u(0)‖2 +‖u(T )‖2)

}

≥ sup
‖u‖A2

H
≤1

{
D+

∫ T

0
〈v(t), u̇(t)〉dt− 1

2
(‖u(0)‖2

H +‖u(T )‖2
H)
}

.

Since now v does not belong to A2
H , we have that

sup
‖u‖A2

H
≤1

{∫ T

0
〈v(t), u̇(t)〉dt− 1

2
(‖u(0)‖2

H +‖u(T )‖2
H)
}

= +∞,

which means that L ∗(q,v) = +∞.

Legendre transform on spaces of absolutely continuous functions

Consider now the path space A2
H = {u : [0,T ]→H; u̇∈ L2

H} equipped with the norm

‖u‖
A2

H
=
(
‖u(0)‖2

H +
∫ T

0
‖u̇‖2dt

) 1
2
.
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One way to represent the space A
2

H is to identify it with the product space H ×L2
H

in such a way that its dual (A2
H)∗ can also be identified with H×L2

H via the formula

〈u,(p1, p0)〉A2
H ,H×L2

H
= 〈u(0), p1〉H +

∫ T

0
〈u̇(t), p0(t)〉dt, (2.19)

where u ∈ A2
H and (p1, p0) ∈ H×L2

H . With this duality, we have the following the-
orem.

Theorem 2.4. Let L be a time-dependent convex Lagrangian on [0,T ]×H×H and
let ` be a proper convex lower semicontinuous function on H ×H. Consider the
Lagrangian on A2

H × (A2
H)∗ = A2

H × (H×L2
H) defined by

N (u, p) =
∫ T

0
L(t,u(t)− p0(t),−u̇(t))dt + `(u(0)−a,u(T )), (2.20)

where u ∈ A2
H and (p0(t),a) ∈ L2

H ×H represents an element p in the dual of A2
H .

Then, for any (v,q) ∈ A2
H × (A2

H)∗ with q of the form (q0(t),0), we have

N ∗(q,v) =
∫ T

0
L∗(t,−v̇(t),v(t)−q0(t),)dt + `∗(−v(0),v(T )). (2.21)

Proof. For (v,q) ∈ A2
H × (A2

H)∗ with q represented by (q0(t),0), write

N ∗(q,v) = sup
p1∈H

sup
p0∈L2

H

sup
u∈A2

H

{
〈p1,v(0)〉+

∫ T

0
〈p0(t), v̇(t)〉+ 〈q0(t), u̇(t)〉dt

−
∫ T

0
L(t,u(t)− p0(t),−u̇(t))dt− `(u(0)− p1,u(T ))

}
.

Making a substitution u(0)− p1 = a ∈ H and u(t)− p0(t) = y(t) ∈ L2
H , we obtain

N ∗(q,v) = sup
a∈H

sup
y∈L2

H

sup
u∈A2

H

{
〈u(0)−a,v(0)〉− `(a,u(T ))

+
∫ T

0
{〈u(t)− y(t), v̇(t)〉+ 〈q0(t), u̇(t)〉−L(t,y(t),−u̇(t))}dt

}
.

Since u̇ and v̇ ∈ L2
H , we have∫ T

0
〈u, v̇〉=−

∫ T

0
〈u̇,v〉+ 〈v(T ),u(T )〉−〈v(0),u(0)〉,

which implies

N ∗(q,v) = sup
a∈H

sup
y∈L2

H

sup
u∈A2

H

{
〈−a,v(0)〉+ 〈v(T ),u(T )〉− `(a,u(T ))
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0
[−〈y(t), v̇(t)〉+ 〈v(t)−q0(t),−u̇(t)〉−L(t,y(t),−u̇(t))]dt

}
.

Now identify A
2

H with H×L2
H via the correspondence

(b,r) ∈ H×L2
H 7→ b+

∫ T

t
r(s)ds ∈ A

2

H ,

u ∈ A
2

H 7→
(
u(T ),−u̇(t)

)
∈ H×L2

H .

We finally obtain

N ∗(q,v) = sup
a∈H

sup
b∈H

{
〈a,−v(0)〉+ 〈v(T ),b〉− `(a,b)

}
+ sup

y∈L2
H

sup
r∈L2

H

{∫ T

0
−〈y(t), v̇(t)〉+ 〈v(t)−q0(t),r(t)〉−L(t,y(t),r(t))dt

}
=
∫ T

0
L∗(t,−v̇(t),v(t)−q0(t))dt + `∗(−v(0),v(T )).

Legendre transform for a symmetrized duality on spaces of
absolutely continuous functions

Consider again A2
H :=

{
u : [0,T ]→ H; u̇ ∈ L2

H
}

equipped with the norm

‖u‖A2
H

=

{∥∥∥∥u(0)+u(T )
2

∥∥∥∥2

H
+
∫ T

0
‖u̇‖2

H dt

} 1
2

.

We can again identify the space A2
H with the product space H ×L2

H in such a way
that its dual (A2

H)∗ can also be identified with H×L2
H via the formula〈

u,(p1, p0)
〉

A2
H ,H×L2

H

=
〈u(0)+u(T )

2
, p1

〉
+
∫ T

0
〈u̇(t), p0(t)〉dt,

where u ∈ A2
H and (p1, p0(t)) ∈ H×L2

H .

Theorem 2.5. Suppose L is a time-dependent Lagrangian on [0,T ]×H ×H and `
is a Lagrangian on H×H. Consider the following Lagrangian defined on the space
A2

H × (A2
H)∗ = A2

H × (H×L2
H) by

M (u, p) =
∫ T

0
L
(
t,u(t)+ p0(t),−u̇(t)

)
dt + `

(
u(T )−u(0)+ p1,

u(0)+u(T )
2

)
.

The Legendre transform of M on A2
H × (L2

H ×H) is given by
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M ∗(p,u) =
∫ T

0
L∗
(
t,−u̇(t),u(t)+ p0(t)

)
dt + `∗

(u(0)+u(T )
2

,u(T )−u(0)+ p1

)
.

Proof. For (q,v) ∈ A2
H × (A2

H)∗ with q represented by (q0(t),q1), we have

M ∗(q,v) = sup
p1∈H

sup
p0∈L2

H

sup
u∈A2

H

〈
p1,

v(0)+ v(T )
2

〉
+
〈

q1,
u(0)+u(T )

2

〉
−
∫ T

0

[
〈p0(t), v̇(t)〉+ 〈q0(t), u̇〉−L

(
t,u(t)+ p0(t),−u̇(t)

)]
dt

−`
(
u(T )−u(0)+ p1,

u(0)+u(T )
2

)}
.

Making a substitution u(T )− u(0)+ p1 = a ∈ H and u(t)+ p0(t) = y(t) ∈ L2
H , we

obtain

M ∗(q,v) = sup
a∈H

sup
y∈L2

H

sup
u∈A2

H

〈
a−u(T )+u(0),

v(0)+ v(T )
2

〉
+
〈

q1,
u(0)+u(T )

2

〉
−
∫ T

0

[
〈y(t)−u(t), v̇〉+ 〈q0(t), u̇(t)〉−L

(
t,y(t),−u̇(t)

)]
dt

−`
(

a,
u(0)+u(T )

2

)}
.

Again, since u̇ and v̇ ∈ L2
H , we have∫ T

0
〈u(t), v̇(t)〉dt =−

∫ T

0
〈u̇(t),v(t)〉dt + 〈u(T ),v(T )〉−〈v(0),u(0)〉,

which implies

M ∗(q,v) = sup
a∈H

sup
y∈L2

H

sup
u∈A2

H

{〈
a,

v(0)+ v(T )
2

〉
−
〈

u(T ),
v(0)+ v(T )

2
− v(T )

〉
−
〈

u(0),v(0)− v(0)+ v(T )
2

〉
+
〈

q1,
u(0)+u(T )

2

〉
−
∫ T

0

[
〈y(t), v̇〉+ 〈u̇(t),v(t)+q0(t)〉−L

(
t,y(t),−u̇(t)

)]
dt

−`
(

a,
u(0)+u(T )

2

)}
.

Hence,

M ∗(q,v) = sup
a∈H,y∈L2

H ,u∈A2
H

〈
a,

v(0)+ v(T )
2

〉
+
〈

q1 + v(T )− v(0),
u(0)+u(T )

2

〉
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−`
(

a,
u(0)+u(T )

2

)
−
∫ T

0

[
〈y(t), v̇(t)〉+ 〈u̇(t),v(t)+q0(t)〉−L

(
t,y(t),−u̇(t)

)]
dt

}
.

Now identify A2
H with H×L2

H via the correspondence:

(
b, f (t)

)
∈ H×L2

H 7−→ b+
1
2

(∫ T

t
f (s)ds−

∫ t

0
f (s)ds

)
∈ A2

H ,

u ∈ A2
H 7−→

(u(0)+u(T )
2

,−u̇(t)
)
∈ H×L2

H .

We finally obtain

M ∗(q,v) = sup
a∈H

sup
b∈H

{
〈a,

v(0)+ v(T )
2

〉+ 〈q1 + v(T )− v(0),b〉− `(a,b)
}

+ sup
y∈L2

H r∈L2
H

{∫ T

0
−〈y(t), v̇(t)〉+ 〈v(t)+q0(t),r(t)〉−L

(
t,y(t),r(t)

)
dt
}

= `∗
(v(0)+ v(T )

2
,q1 + v(T )− v(0)

)
+
∫ T

0
L∗
(
t,−v̇(t),v(t)+q0(t)

)
dt.

Exercises 2.B. Legendre transforms on path spaces

1. Prove Proposition 2.9.
2. Establish the identification between the Hilbert spaces A2

H [0,T ] and H × L2
H via the isomor-

phism u ∈ A
2

H 7→
(
u(T ),−u̇(t)

)
∈ H×L2

H .
3. Establish the identification between the Hilbert spaces A2

H [0,T ] and H × L2
H via the isomor-

phism u ∈ A
2

H 7→
( u(0)+u(T )

2 ,−u̇(t)
)
∈ H×L2

H .
4. Show that the Legendre transform of the Lagrangian on L2

H ×L2
H

L (u, p) =
{ ∫ T

0 L(t,u(t), p(t)− u̇(t))dt + `
(
u(T )−u(0), u(0)+u(T )

2

)
if u ∈ A2

H
+∞ otherwise

is

L ∗(p,u) =
{ ∫ T

0 L∗(t, p(t)− u̇(t),u(t))dt + `∗
( u(0)+u(T )

2 ,u(T )−u(0)
)

if u ∈ A2
H

+∞ otherwise,

provided the conditions of Theorem 2.3 are satisfied.
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2.7 Primal and dual problems in convex optimization

Consider the problem of minimizing a convex lower semicontinuous function I that
is bounded below on a Banach space X . This is usually called the primal problem:

(P) inf
x∈X

I(x). (2.22)

One can sometimes associate to I a family of perturbed problems in the following
way. Let Y be another Banach space, and consider a convex lower semicontinuous
Lagrangian L : X ×Y → R∪{+∞} such that the following holds:

I(x) = L(x,0) for all x ∈ X . (2.23)

For any p ∈ Y , one can consider the perturbed minimization problem

(Pp) inf
x∈X

L(x, p) (2.24)

in such a way that (P0) is clearly the initial primal problem. By considering the
Legendre transform L∗ of L on the dual space X∗×Y ∗, one can consider the so-
called dual problem

(P∗) sup
p∗∈Y ∗

−L∗(0, p∗). (2.25)

Consider the function h : Y →R∪{+∞} on the space of perturbations Y defined by

h(p) = inf
x∈X

L(x, p) for every p ∈ Y . (2.26)

The following proposition summarizes the relationship between the primal problem
and the behavior of the value function h.

Theorem 2.6. Assume L is a proper convex lower semicontinuous Lagrangian that
is bounded below on X ×Y . Then, the following assertions hold:

1. (Weak duality) −∞ < sup
p∗∈Y ∗

{−L∗(0, p∗)} ≤ inf
x∈X

L(x,0) < +∞.

2. h is a convex function on Y such that h∗(p∗) = L∗(0, p∗) for every p∗ ∈ Y ∗, and

h∗∗(0) = sup
p∗∈Y ∗

{−L∗(0, p∗)}.

3. h is lower semicontinuous at 0 (i.e., (P) is normal) if and only if there is no
duality gap, i.e., if

sup
p∗∈Y ∗

{−L∗(0, p∗)}= inf
x∈X

L(x,0).

4. h is subdifferentiable at 0 (i.e., (P) is stable) if and only if (P) is normal and
(P∗) has at least one solution. Moreover, the set of solutions for (P∗) is equal
to ∂h∗∗(0).
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5. If for some x0 ∈ X the function p → L(x0, p) is bounded on a ball centered at 0
in Y , then (P) is stable and (P∗) has at least one solution.

Proof. (1) For each p∗ ∈ Y ∗, we have

L∗(0, p∗) = sup{〈p∗, p〉−L(x, p); x ∈ X , p ∈ Y}
≥ sup{〈p∗,0〉−L(x,0); x ∈ X}
= − inf{L(x,0); x ∈ X}.

(2) To prove the convexity of h, consider λ ∈ (0,1) and elements p,q ∈ Y such
that h(p) and h(q) are finite. For every a > h(p) (resp., b > h(q)), find u ∈ X (resp.,
v ∈ X) such that

h(p)≤ L(x, p)≤ a and h(q)≤ L(v,q)≤ b.

Now use the convexity of L in both variables to write

h(λ p+(1−λ )q) = inf{L(x,λ p+(1−λ )q); x ∈ X}
≤ L(λu+(1−λ )v,λ p+(1−λ )q)
≤ λL(u, p)+(1−λ )L(v,q)
≤ λa+(1−λ )b,

from which the convexity of h follows.
(3) Note first that the Legendre dual of h can be written for p∗ ∈ Y ∗ as

h∗(p∗) = sup{〈p∗, p〉−h(p); p ∈ Y}

= sup
{
〈p∗, p〉− inf

x∈X
{L(x, p); p ∈ Y}

}
= sup{〈p∗, p〉−L(x, p); p ∈ Y,x ∈ X}
= L∗(0, p∗).

It follows that

sup
p∗∈Y ∗

{−L∗(0, p∗)}= sup
p∗∈Y ∗

−h∗(p∗) = h∗∗(0)≤ h(0) = inf
x∈X

L(x,0). (2.27)

Our claim follows from the fact that h is lower semicontinuous at 0 if and only if
h(0) = h∗∗(0).

For claim 4), we start by establishing that the set of solutions for (P∗) is equal
to ∂h∗∗(0). Indeed, if p∗ ∈ Y ∗ is a solution of (P∗), then

−h∗(p∗) = −L∗(0, p∗)
= sup{−L∗(0,q∗); q∗ ∈ Y ∗}
= sup{−h∗(q∗); q∗ ∈ Y ∗}
= sup{〈0,q∗〉−h∗(q∗); q∗ ∈ Y ∗}
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= h∗∗(0),

which is equivalent to p∗ ∈ ∂h∗∗(0).
Suppose now that ∂h(0) 6= /0. Then, h(0) = h∗∗(0) (i.e., (P) is normal) and

∂h(0) = ∂h∗∗(0) 6= /0, and hence (P∗) has at least one solution. Conversely, if h is
lower semicontinuous at 0, then h(0) = h∗∗(0), and if ∂h∗∗(0) 6= /0, then ∂h(0) =
∂h∗∗(0) 6= /0.
The condition in (5) readily implies that h is bounded above on a neighborhood of
zero in Y ∗, which implies that h is subdifferentiable at 0.

Further comments

The first four sections summarize the most basic concepts and relevant tools of
convex analysis that will be used throughout this text. Proofs are not included, as
they can be found in a multitude of books on convex analysis. We refer to the books
of Aubin and Ekeland [8], Brézis [26], Ekeland and Temam [47], Ekeland [46], and
Phelps [130].

The particularities of convex calculus on phase space were developed in Ghous-
soub [55]. Legendre transforms on path space for the basic action functionals of the
calculus of variations have already been dealt with by Rockafellar [137]. Theorem
2.4 is due to Ghoussoub and Tzou [68], while the new symmetrized duality for A2

H
and the corresponding Legendre transform were first discussed in Ghoussoub and
Moameni [63].



Chapter 3
Self-dual Lagrangians on Phase Space

At the heart of this theory is the interplay between certain automorphisms and Leg-
endre transforms. The main idea originates from the fact that a large class of PDEs
and evolution equations –the completely self-dual differential systems– can be writ-
ten in the form

(p,x) ∈ ∂L(x, p),

where ∂L is the subdifferential of a self-dual Lagrangian L : X ×X∗ → R∪{+∞}
on phase space. This class of Lagrangians is introduced in this chapter, where its
remarkable permanence properties are also established, in particular, their stability
under various operations such as convolution, direct sum, superposition, iteration,
and certain regularizations, as well as their composition with skew-adjoint operators.

3.1 Invariance under Legendre transforms up to an
automorphism

Definition 3.1. Given a bounded linear operator R from a reflexive Banach space
E into its dual E∗, we say that a convex lower semicontinuous functional ` : E →
R∪{+∞} is R-self-dual if

`∗(Rx) = `(x) for any x ∈ E, (3.1)

where here `∗ is the Legendre transform of ` on E.

The following easy proposition summarizes the properties of R-self-dual func-
tions to be used in what follows.

Proposition 3.1. Let ` be an R-self-dual convex functional on a reflexive Banach
space E, where R : E → E∗ is a bounded linear operator. Then,

1. For every x ∈ E, we have `(x)≥ 1
2 〈Rx,x〉.

2. For x̄ ∈ E, we have `(x̄) = 1
2 〈Rx̄, x̄〉 if and only if Rx̄ ∈ ∂`(x̄).

49
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Proof. It is sufficient to combine self-duality with the Fenchel-Legendre inequality
to obtain

2`(x) = `∗(Rx)+ `(x)≥ 〈Rx,x〉 with equality if and only if Rx ∈ ∂`(x).

This leads us to introduce the following definition.

Definition 3.2. The R-core of ` is the set

CR` = {x ∈ E;Rx ∈ ∂`(x)}= (R−∂`)−1{0}.

It is easy to see that the only functional satisfying ϕ∗(x) = ϕ(x) (i.e., when R is the
identity) is the quadratic function ϕ(x) = 1

2‖x‖2. In this case, the I-core of ϕ is the
whole space. On the other hand, by simply considering the operator Rx = −x, we
can see that the notion becomes much more interesting. The following proposition
is quite easy to prove.

Proposition 3.2. Let E be a reflexive Banach space.

1. If R is self-adjoint and satisfies 〈Rx,x〉 ≥ δ‖x‖2 for some δ > 0, then the only
R-self-dual function on E is `(x) = 1

2 〈Rx,x〉. In this case, CR` = E.
2. On the other hand, for every a in a Hilbert space H, the function

`a(x) =
1
2
‖x‖2−2〈a,x〉+‖a‖2

satisfies `∗a(−x) = `a(x) for every x ∈ H. In this case, ∂−I` = {a}.
3. If E = E1×E2 is a product space and R(x1,x2) = (R1x1,R2x2), where Ri : Ei →

E∗
i (i = 1,2), then a function on E1 ×E2 of the form `(x1,x2) = `1(x1)+ `2(x2)

is R-self-dual as long as `1 is R1-self-dual and `2 is R2-self-dual. In this case,
CR` = CR1`1×CR2`2. In particular, for any a in a Hilbert space E2, the function

`(x1,x2) =
1
2
‖x1‖2 +

1
2
‖x2‖2−2〈a,x2〉+‖a‖2

is (I,−I)-self-dual on E1×E2 and C(I,−I)` = E1×{a}.
4. If R(x1,x2) = (x2,x1) and S(x1,x2) = (−x2,−x1) from a Hilbert space H ×H

into itself, then for any convex lower semicontinuous functions ψ on H and any
skew-adjoint operator A : H → H, the function defined for (x1,x2) ∈ E = H2 by

`1(x1,x2) = ψ(x1)+ψ∗(Ax1 + x2) (resp., `2(x1,x2) = ψ(x1)+ψ∗(−Ax1− x2))

is R-self-dual (resp., S-self-dual) on E = H2. In this case,

CR`1 = {(x1,x2) ∈ H×H;x2 ∈ −Ax1 +∂ψ(x1)}

and
CS`2 = {(x1,x2) ∈ H×H;x2 ∈ −Ax1−∂ψ(x1)}.
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Exercises 3.A. R-self-dual functions

1. Establish claims 1- 4 in Proposition 3.2.
2. Give an example of a J-self-dual function where J(x, p) = (−p,x).
3. Are functions of the form `a above the only convex functions satisfying `∗(x) = `(−x)?
4. Is assertion (1) valid without the condition δ > 0?

3.2 The class of self-dual Lagrangians

A rich class of automorphisms appears when E is a phase space X ×X∗, which is
of particular interest when studying partial differential systems. One may consider
the self-adjoint automorphism R : X ×X∗ → X∗×X defined by R(x, p) = (p,x), or
more generally R(x, p) = (B∗p,Bx), where B is any bounded linear operator on X .

The following classes of self-dual convex functionals on phase space will play a
significant role in the sequel.

Definition 3.3. Say that a convex Lagrangian L : X×X∗→R∪{+∞} on a reflexive
Banach space X is a self-dual (resp., antiself-dual) Lagrangian on X ×X∗ if

L∗(p,x) = L(x, p) (resp.,L∗(p,x) = L(−x,−p)) for all (p,x) ∈ X∗×X . (3.2)

Denote by L sd(X) (resp., L asd(X)) the class of self-dual (antiself-dual) Lagrangians.
More generally, given a bounded linear operator B : X → X , say that L is a B-self-

dual Lagrangian if

L∗(B∗p,Bx) = L(x, p) for all (p,x) ∈ X∗×X . (3.3)

We denote by L sd(X ;B) the class of B-self-dual Lagrangians.

The basic B-self-dual Lagrangians

Following are the first examples of B-self-dual Lagrangians. More elaborate exam-
ples will be devised later, though all constructions will be based on these important
building blocks. The proofs are easy and will be left to the interested reader.

1. Any convex lower semicontinuous function on X defines a self-dual (resp.,
antiself-dual) Lagrangian on E = X ×X∗ via the formula

L(x, p) = ϕ(x)+ϕ∗(p) (resp., L(x, p) = ϕ(x)+ϕ∗(−p).)

2. If B is a bounded linear operator on X and ϕ is a convex lower semicontinuous
function, then a typical B-self-dual Lagrangians is given by L(x, p) = ϕ(Bx)+
ϕ∗(p), provided that B is either an onto operator on X or has dense range, while
ϕ is continuous.
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3. Another way to construct a B-self-dual Lagrangian is to consider L(x, p) =
ϕ(x)+ϕ∗(B∗p) again, provided B∗ is either an onto operator on X∗, or has dense
range and ϕ∗ is continuous.

4. As seen below, one can iterate the procedure above to construct new self-dual
Lagrangians from old ones. Indeed, if B,C : X → X are such that B and C∗ are
onto, then N(x, p) = ϕ(Bx)+ϕ∗(C∗p) is a C ◦B-self-dual Lagrangian.

5. Furthermore, if Γ : X → X∗ is a bounded linear operator such that Γ ∗ ◦C ◦B
is a skew-adjoint operator, then NΓ (x, p) = ϕ(Bx)+ ϕ∗(C∗Γ x +C∗p) is again a
C ◦B-self-dual Lagrangian.

These examples can be checked directly, but they also follow from the following
propositions that summarize the permanence properties enjoyed by self-dual La-
grangians and will be frequently used (and extended) in the sequel.

Permanence properties of the class of self-dual Lagrangians

The proof of the following proposition is straightforward.

Proposition 3.3. Let L be a B-self-dual Lagrangian on a reflexive Banach space X,
where B is a bounded linear operator on X.

1. If C : X → X is an onto bounded linear operator or if C has dense range and L
is continuous in the first variable, then M(x, p) = L(Cx, p) is a B ◦C-self-dual
Lagrangian.

2. If D : X → X is a bounded linear operator such that D∗ is onto or if D∗ has dense
range and L is continuous in the second variable, then N(x, p) = L(x,D∗p) is a
D◦B-self-dual Lagrangian.

Proof. Indeed, fix (q,y) ∈ X∗×X and write

M∗(C∗B∗q,BCy) = sup{〈C∗B∗q,x〉+ 〈BCy, p〉−L(Cx, p);(x, p) ∈ X ×X∗}
= sup{〈B∗q,Cx〉+ 〈BCy, p〉−L(Cx, p);(x, p) ∈ X ×X∗}
= sup{〈B∗q,z〉+ 〈BCy, p〉−L(z, p);(z, p) ∈ X ×X∗}
= L∗(B∗q,BCy)
= L(Cy,q) = M(y,q).

The proof of the rest is similar.
The following proposition summarizes some of the most useful permanence

properties of B-self-dual Lagrangians.

Proposition 3.4. Let B be a bounded linear operator on a reflexive Banach space
X. The following properties hold:

1. If L is in L sd(X ;B) and if λ > 0, then λ ·L also belongs to L sd(X ;B).
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2. If L is in L sd(X ;B), then for any y ∈ X and q ∈ X∗, the translated Lagrangians
My and Np defined respectively by My(x, p) = L(x+y, p)−〈By, p〉 and Nq(x, p) =
L(x, p+q)−〈x,B∗q〉 are also in L sd(X ;B).

3. If L ∈L sd(X ;B) for some automorphism B of X and if M(x, p) = ϕ(Bx)+ϕ∗(p)
or ϕ(x) + ϕ∗(B∗p), where ϕ is a convex finite function on X, then the La-
grangians L⊕M and L?M also belong to L sd(X ;B).

4. If L,M ∈ L sd(X ;B) are such that Dom1(L)−Dom1(M) contains a neighbor-
hood of the origin, then L?M and L⊕M are also in L sd(X ;B).

5. If U is a unitary operator (U−1 = U∗) on a Hilbert space X that commutes with
B and if L is in L sd(X ;B), then M(x, p) = L(Ux,U p) also belongs to L sd(X ;B).

6. If Li ∈L sd(Xi;Bi), where Bi is a bounded operator on a reflexive Banach space
Xi for each i ∈ I, then Σi∈ILi is in L sd(Πi∈IXi,(Bi)i∈I).

7. If L ∈L sd(X ;B) and if Γ : X → X∗ is a bounded linear operator such that Γ ∗B
is skew-adjoint, then the Lagrangian LΓ is also in L sd(X ;B).

8. If L ∈L sd(X ;B) and if Γ : X → X∗ is an invertible operator such that B∗Γ and
Γ−1B∗ are skew-adjoint, then the Lagrangian Γ L is also in L sd(X ;B).

9. If L ∈ L sd(X ;B1) and M ∈ L sd(Y ;B2), then for any bounded linear operator
A : X → Y ∗ such that AB1 = B∗2A, the Lagrangian L⊕A M belongs to L sd(X ×
Y ;(B1,B2)) on X ×Y .

10. If ϕ is a convex continuous function on X ×Y , B = (B1,B2) is a dense range
operator on X ×Y and A : X → Y ∗ is such that AB1 = B∗2A, then the Lagrangian
L defined on (X ×Y )× (X∗×Y ∗) by

L((x,y),(p,q)) = ϕ(B1x,B2y)+ϕ
∗(A∗y+ p,−Ax+q)

is in L sd(X ×Y ;B).

Proof. (1) and (2) are straightforward.
To prove (3), use Proposition 2.8 (3) to get that (L?M)∗ = L∗⊕M∗. On the other

hand, note that

L∗⊕M∗(B∗q,By) = inf{L∗(B∗q,r)+M∗(B∗q,By− r);r ∈ X}
= inf{L∗(B∗q,Bt)+M∗(B∗q,By−Bt); t ∈ X}
= inf{L(t,q)+M(y− t,q); t ∈ X}
= L?M(y,q).

The proof of (4) is similar, provided one uses Proposition 2.8.(4) and (5).
The proofs of (5) and (6) are straightforward, while those of (7) and (8) readily

follow from (6) and (7) in Proposition 2.8.
For (9), it is enough to note that for (z̃, r̃) ∈ (X ×Y )× (X∗ ×Y ∗), where z̃ =

(x,y) ∈ X ×Y and r̃ = (p,q) ∈ X∗×Y ∗, we can write

L⊕A M(z̃, r̃) = L(x,A∗y+ p)+M(y,−Ax+q) = (L+M)(z̃, Ãz̃+ r̃),
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where Ã : X×Y → X∗×Y ∗ is defined by Ã(z̃) = Ã((x,y)) = (A∗y,−Ax). The condi-
tions ensure that the operator (Ã)∗ ◦ (B1,B2) is a skew-adjoint operator, so that the
assertion follows from (7) above.

Assertion (10) follows again from Proposition 3.3 and (7) above since again the
operator (Ã)∗ ◦ (B1,B2) is skew-adjoint.

Self-duality and orthogonal decompositions

Proposition 3.5. Let L be a self-dual Lagrangian on a Hilbert space E, and let
E =Y ⊕Y⊥ be a decomposition of E into two orthogonal subspaces, with π : E →Y
denoting the orthogonal projection onto Y and π⊥ = I−π . The Lagrangian

M(u, p) = L(π(u)+π
⊥(p),π(p)+π

⊥(u)) (3.4)

is then self-dual on E×E.

Proof. Fix (v,q) ∈ E ×E. Note that if we set r = π(u) + π⊥(p) and s = π(p) +
π⊥(u), then p = π(s)+π⊥(r) and u = π(r)+π⊥(s) and therefore

M∗(q,v) = sup
{
〈q,u〉+ 〈p,v〉−L(π(u)+π

⊥(p),π(p)+π
⊥(u)); u ∈ E, p ∈ E

}
= sup

{
〈q,π(r)+π

⊥(s)〉+ 〈π(s)+π
⊥(r),v〉−L(r,s);r ∈ E,s ∈ E

}
= sup

{
〈π(q)+π

⊥(v),r〉+ 〈π(v)+π
⊥(q),s〉−L(r,s);r ∈ E,s ∈ E

}
= L∗(π(q)+π

⊥(v),π(v)+π
⊥(q))

= L(π(v)+π
⊥(q),π(q)+π

⊥(v))
= M(v,q).

Exercises 3.C. Fenchelian and subself-dual Lagrangians

1. Show that if L is a B-self-dual Lagrangian on X ×X∗, then

L∗(B∗p,Bx)≥ L(x, p)≥ 〈Bx, p〉 for all (p,x) ∈ X∗×X . (3.5)

Any Lagrangian L that satisfies (3.5) will be called B-subself-dual. It is said to be B-Fenchelian
if it only satisfies

L(x, p)≥ 〈Bx, p〉 for all (p,x) ∈ X∗×X . (3.6)

Denote by L sd
+ (X ;B) the class of B-subself-dual Lagrangians and by L sd

+ (X) the class cor-
responding to when B is the identity operator. Similarly, denote by F (X ,B) the class of B-
Fenchelian Lagrangians on X ×X∗.

2. Let ϕ be a finite convex lower semicontinuous function on X and Γ : X → X∗ be any bounded
linear operator, and define the following Lagrangian on X ×X∗:

L(x, p) = ϕ(x)+ϕ
∗(−Γ x+ p)+ 〈Γ x,x〉.
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Show that if Γ is nonnegative (i.e., 〈Γ x,x〉 ≥ 0 for all x ∈ X), then L is Fenchelian on X ×X∗,
and M(x, p) = L∗(p,x) is subself-dual on X ×X∗.

3. Establish the following permanence properties for the classes L sd
+ (X ;B) and F (X ,B).

a. If L is in L sd
+ (X ;B) (resp., F (X ,B)) and if λ > 0, then λ ·L also belongs to L sd

+ (X ,B)
(resp., F (X ,B)).

b. If L is in L sd
+ (X ;B) (resp., F (X ,B)), then for any y ∈ X and q ∈ X∗, the translated La-

grangians My and Np defined respectively by My(x, p) = L(x+y, p)−〈By, p〉 and Nq(x, p) =
L(x, p+q)−〈x,B∗q〉 are also in L sd

+ (X ;B) (resp., F (X ,B)).
c. If L∈L sd

+ (X ;B) (resp., F (X ,B)) for some automorphism B of X , and if M(x, p) = ϕ(Bx)+
ϕ∗(p) or ϕ(x)+ϕ∗(B∗p), then the Lagrangians L⊕M and L?M also belong to L sd

+ (X ;B)
(resp., F (X ,B)).

d. If L,M ∈L sd
+ (X ;B) (resp., F (X ,B)) are such that Dom1(L)−Dom1(M) contains a neigh-

borhood of the origin, then L?M and L⊕M are also in L sd
+ (X ;B) (resp., F (X ,B)).

e. If U is a unitary operator (U−1 = U∗) on a Hilbert space X that commutes with B, and if
L is in L sd

+ (X ;B) (resp., F (X ,B)), then M(x, p) = L(Ux,U p) also belongs to L sd
+ (X ;B)

(resp., F (X ,B)).
f. If Li ∈L sd

+ (Xi,Bi) (resp., F (Xi,Bi)), where Bi is a bounded operator on a reflexive Banach
space Xi for each i ∈ I, then Σi∈ILi is in L sd

+ (Πi∈IXi,(Bi)i∈I) (resp., F (Πi∈IXi,(Bi)i∈I)).
g. If L ∈L sd

+ (X ;B) (resp., F (X ,B)) and if Γ : X → X∗ is a bounded linear operator, then the
Lagrangian LΓ is in L sd

+ (X ;B) (resp., F (X ,B)), provided B∗Γ is skew-adjoint (resp., B∗Γ
is positive).

h. If L ∈L sd
+ (X ;B1) (resp., F (X ,B1)) and M ∈L sd

+ (Y : B2) (resp., F (X ,B2)), then for any
bounded linear operator A : X → Y ∗ such that AB1 = B∗2A the Lagrangian L⊕A M belongs
to L sd

+ (X ×Y ;(B1,B2)) (resp., F (X ×Y,(B1,B2))).
i. If L is in L sd

+ (X ;B) (resp., F (X ,B)), then for any onto operator C : X → X , or if C has
dense range and L is continuous in the first variable (resp., for any linear operator C), the
Lagrangian M(x, p) = L(Cx, p) is in L sd

+ (X ;B◦C) (resp., F (X ,B◦C)).
j. If L is in L sd

+ (X ;B) (resp., F (X ,B)), then for any D : X → X such that D∗ is onto, or if D∗

has dense range and L is continuous in the second variable (resp., for any D), the Lagrangian
N(x, p) = L(x,D∗p) is in L sd

+ (X ;D◦B) (resp., F (X ,D◦B)).

3.3 Self-dual Lagrangians on path spaces

We now present two different ways to “lift” a B-self-dual Lagrangian from a Hilber-
tian state space to path space.

Self-dual Lagrangians on A2
H × (H×L2

H)

Let H be a Hilbert space, and consider again the space A2
H equipped with the equiv-

alent norm

‖u‖A2
H

=
{∥∥∥u(0)+u(T )

2

∥∥∥2

H
+
∫ T

0
‖u̇‖2

H dt
} 1

2
.

The space A2
H can be identified with the product space H×L2

H in such a way that its
dual (A2

H)∗ can also be identified with H×L2
H via the formula
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u,(p1, p0)

〉
A2

H ,H×L2
H

=
〈u(0)+u(T )

2
, p1

〉
+
∫ T

0
〈u̇(t), p0(t)〉dt,

where u ∈ A2
H and (p1, p0(t)) ∈ H×L2

H .

Proposition 3.6. Let B be a self-adjoint bounded linear operator on H, and suppose
L is a time-dependent B-self-dual Lagrangian on [0,T ]×H ×H and that ` is a B-
self-dual Lagrangian on H ×H. The Lagrangian defined on A2

H × (A2
H)∗ = A2

H ×
(H×L2

H) by

L (u, p) =
∫ T

0
L
(
t,u(t)+ p0(t),−u̇(t)

)
dt + `

(
u(T )−u(0)+ p1,

u(0)+u(T )
2

)
.

is then a B̄-self-dual Lagrangian on A2
H × (A2

H)∗, where B̄ is defined on A2
H by

(B̄u)(t) = B(u(t)).

Proof. This follows immediately from Theorem 2.5, which states that the Legendre
transform of L on A2

H × (L2
H ×H) is given by

L ∗(p,u) =
∫ T

0
L∗
(
t,−u̇(t),u(t)+ p0(t)

)
dt + `∗

(u(0)+u(T )
2

,u(T )−u(0)+ p1

)
.

Self-dual Lagrangians on L2
H ×L2

H

Theorem 3.1. Let B be a bounded linear operator on a Hilbert space H, and sup-
pose ` is a (−B,B)-self-dual function on H ×H. Let L be a time-dependent B-self-
dual Lagrangian on H×H such that:

For each p ∈ L2
H , the map u →

∫ T
0 L(t,u(t), p(t))dt is continuous on L2

H . (3.7)

The map u →
∫ T

0 L(t,u(t),0)dt is bounded on the balls of L2
H . (3.8)

−C ≤ `(a,b)≤C(1+‖a‖2
H +‖b‖2

H) for all (a,b) ∈ H×H. (3.9)

The Lagrangian defined on L2
H ×L2

H by

L (u, p) =
{ ∫ T

0 L(t,u(t), p(t)− u̇(t))dt + `(u(0),u(T )) if u ∈ A2
H

+∞ otherwise

is then B̄-self-dual, where B̄ is defined on L2
H by (B̄u)(t) = B(u(t)).

Proof. This follows immediately from Theorem 2.3, which states that the Legendre
transform of L on L2

H ×L2
H is given by

L ∗(p,u) =
{ ∫ T

0 L∗(t, p(t)− u̇(t),u(t)dt + `∗(−u(0),u(T )) if u ∈ A2
H

+∞ otherwise.
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Remark 3.1. Note the differences between the two ways of lifting self-dual La-
grangians to path space. For one we need more boundedness hypotheses on L and `
in the case of L2

H . Moreover, in the case of A2
H , the boundary Lagrangian ` needs to

be a B-self-dual Lagrangian (i.e., `∗(B∗p,Bx) = `(x, p)), while for the case of L2
H ,

` needs to be a (−B,B)-self-dual function (i.e., `∗(−Bx,Bp) = `(x, p)) and B need
not be self-adjoint.

3.4 Uniform convexity of self-dual Lagrangians

We shall need the following notion of uniform convexity for Lagrangians since it
will yield certain regularity properties for the solutions of evolution equations driven
by such Lagrangians.

Definition 3.4. Say that a Lagrangian L on X ×X∗ is uniformly convex in the first
variable (resp., uniformly convex in both variables) if for some ε0 > 0 (resp., for
some ε0 > 0 and δ0 > 0), the function

M(x, p) := L(x, p)− ε‖x‖2 (resp., M(x, p) := L(x, p)− ε‖x‖2−δ‖p‖2)

is convex on X ×X∗ for all 0 < ε < ε0 (resp., for all 0 < ε < ε0 and 0 < δ < δ0).

Lemma 3.1. Let F : H →R∪{+∞} be a convex and lower semicontinuous function
on a Hilbert space such that its Legendre dual F∗ is uniformly convex. Then, for
every x ∈ H, the subdifferential ∂F(x) is nonempty and single valued and the map
x → ∂F(x) is Lipschitz on H.

Proof. Since F∗ is uniformly convex, then F∗(x) = G(x) + ε‖x‖2

2 for some con-
vex lower semicontinuous function G and some ε > 0. It follows that F∗(x)≥C +

〈a,x〉+ ε‖x‖2

2 for some a ∈ H and C > 0, and hence F(x) = F∗∗(x) ≤C(1 +‖x‖2),
which means that F is subdifferentiable for all x ∈ H.

Consider now p j ∈ ∂F(x j) for j = 1,2 in such a way that x j ∈ ∂F∗(p j) =
∂G(p j) + ε p j. By monotonicity, we have 0 ≤ 〈p1 − p2,∂G(p1)− ∂G(p2)〉 =
〈p1 − p2,x1 − ε p1 − x2 + ε p2〉, which yields that ε‖p1 − p2‖ ≤ ‖x1 − x2‖ and we
are done.

Proposition 3.7. Assume that L : H×H → R∪{+∞} is a Lagrangian on a Hilbert
space H such that both L and L∗ are uniformly convex in both variables. Then, for
all x,u∈H, there exists a unique v∈H, denoted v = R(u,x), such that x = ∂2L(u,v).
Moreover, the map (u,x)→ R(u,x) is jointly Lipschitz on H×H.

Proof. Since L is uniformly convex, then L(x, p) = M(x, p)+ε

(
‖x‖2

2 + ‖p‖2

2

)
, where

M is convex lower semicontinuous in such a way that x = ∂2L(u,v) if and only if
0 ∈ ∂2M(u,v)+ εv− x if and only if v is the solution to the minimization problem
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min
p

{
M(u, p)+

ε‖p‖2

2
−〈x, p〉

}
.

But for each fixed u and x, the map p 7→ M(u, p)−〈x, p〉 majorizes a linear func-
tional, and therefore the minimum is attained uniquely at v by strict convexity and
obviously x = ∂2L(u,v).

To establish the Lipschitz property, write

R(u1,x1)−R(u2,x2) = R(u1,x1)−R(u1,x2)+R(u1,x2)−R(u2,x2).

We first bound ‖R(u1,x1)−R(u1,x2)‖ as follows. Since

x1 = ∂2L
(
u1,R(u1,x1)

)
, x2 = ∂2L

(
u1,R(u1,x2)

)
, and L(u1,v) = M(u1,v)+ ε‖v‖2

2 for
some M convex and lower semicontinuous, it follows that x j = ∂2M

(
u1,R(u1,x j)

)
+

εR(u1,x j) for j = 1,2, so by monotonicity we get

0 ≤
〈
R(u1,x1)−R(u1,x2),∂M

(
u1,R(u1,x1)

)
−∂M

(
u1,R(u1,x2)

)〉
= 〈R(u1,x1)−R(u1,x2),x1− εR(u1,x1)− x2 + εR(u1,x2)〉 ,

which yields that

ε‖R(u1,x1)−R(u1,x2)‖2 ≤ ‖R(u1,x1)−R(u1,x2)‖‖x1− x2‖

and therefore
‖R(u1,x1)−R(u1,x2)‖ ≤

1
ε
‖x1− x2‖. (3.10)

Now we bound ‖R(u1,x2)−R(u2,x2)‖. For that we let x2 = ∂2L
(
u j,R(u j,x2)

)
=

∂2M
(
u j,R(u j,x2)

)
+ εR(u j,x2) for j = 1,2, and note that

0 ≤
〈
R(u1,x2)−R(u2,x2),∂2M

(
u1,R(u1,x2)

)
−∂2M

(
u1,R(u2,x2)

)〉
by monotonicity. Setting p j = R(u j,x2), we have with this notation

〈p1− p2,∂2M(u1, p2)−∂2M(u2, p2)〉 ≤ 〈p1− p2,∂2M(u1, p1)−∂2M(u2, p2)〉
= 〈p1− p2,x2− ε p1− x2 + ε p2〉
= −ε‖p1− p2‖2,

so that ε‖p1− p2‖2 ≤‖p1− p2‖‖∂2M(u1, p2)−∂2M(u2, p2)‖. Since ∂2M(u j, p2) =
∂2L(u j, p2)− ε p2, we get that

ε‖p1− p2‖ ≤ ‖∂2L(u1, p2)−∂2L(u2, p2)‖ ≤ ‖∂L(u1, p2)−∂L(u2, p2)‖

since L∗ is also uniformly convex. We then apply Lemma 3.1 to get

‖∂L(u, p)−∂L(u′, p′)‖ ≤C
(
‖u−u′‖+‖p− p′‖

)
,

from which follows that ‖p1− p2‖ ≤ C
ε
‖u1−u2‖, and hence,
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‖R(u1,x2)−R(u2,x2)‖ ≤
C
ε
‖u1−u2‖. (3.11)

Combining estimates (3.10) and (3.11), we finally get

‖R(u1,x1)−R(u2,x2)‖ ≤
1
ε
(1+C)(‖u1−u2‖+‖x1− x2‖) .

We can now deduce the following regularity result for certain flows driven by uni-
formly convex self-dual Lagrangians.

Corollary 3.1. Assume L : H×H → R∪{+∞} is a Lagrangian on a Hilbert space
H such that both L and L∗ are uniformly convex in both variables. Suppose the
paths v,x,u : [0,T ]→ H are such that x,u ∈C([0,T ];H) and x(t) = ∂2L

(
u(t),v(t)

)
for almost all t ∈ [0,T ]. Then, v ∈ C([0,T ];H) and x(t) = ∂2L

(
u(t),v(t)

)
for all

t ∈ [0,T ].

Exercises 3.D. Uniform convexity of self-dual Lagrangians

1. Show that the Lagrangian L(x, p) = ϕ(x) + ϕ∗(p) is uniformly convex in the first variable
(resp., uniformly convex in both variables) on X ×X∗, provided ϕ is a (resp., ϕ and ϕ∗ are)
uniformly convex function.

2. Prove the following analogue of Corollary 3.7, where the Hilbert space H is replaced by a
reflexive Banach space X : If L is a self-dual Lagrangian on X ×X∗ that is uniformly convex in
both variables, then there exists C > 0 and a map R : X ×X → X∗ such that R(x,y)≤C(‖x‖+
‖y‖) and y = ∂2L(x,R(x,y)) for every (x,y) ∈ X ×X .
Hint: Use the fact that X then has an equivalent locally uniformly convex norm [42], from
which it follows that the duality map between X and X∗, D(x) = {p ∈ X∗; 〈p,x〉 = ‖x‖2}, is
single valued and linear.

3.5 Regularization of self-dual Lagrangians

We now describe three ways of regularizing a self-dual Lagrangian. The first one
ensures that it becomes bounded on bounded sets in the first variable, while the sec-
ond guarantees coercivity in that variable. The third regularization is a combination
of the first two and leads to both properties being satisfied. What is remarkable is
that the regularized Lagrangians remain self-dual. It is worth comparing these regu-
larization procedures to the inf-convolution operations on convex functions but also
to the regularization by resolvents in Yosida’s theory for operators (see Exercise
5.B). This should not be surprising, as self-dual Lagrangians include convex lower
semicontinuous potentials, skew-adjoint operators and their superpositions.
Now it is clear that the most basic and the most regular self-dual Lagrangian on a
Banach space X is Mλ (x, p) = ‖x‖2

2λ
+ λ‖p‖2

2 , where λ > 0. We shall use it to regu-
larize other self-dual Lagrangians.
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Lemma 3.2. For L : X ×X∗ → R∪{+∞}, define the following Lagrangians. For
(x,r) ∈ X ×X∗, set

L1
λ
(x,r) = inf

{
L(y,r)+

‖x− y‖2
X

2λ
+

λ‖r‖2
X∗

2
;y ∈ X

}

L2
λ
(x,r) = inf

{
L(x,s)+

‖r− s‖2
X∗

2λ
+

λ‖x‖2
X

2
;s ∈ X∗

}
and

L1,2
λ

(x,r) = inf
y∈X ,s∈X∗

{
L(y,s)+

1
2λ

‖x− y‖2
X +

λ

2
‖r‖2

X∗ +
1

2λ
‖s− r‖2

X∗ +
λ

2
‖y‖2

X

}
.

If L is a self-dual (or antiself-dual) Lagrangian on X ×X∗, then the following prop-
erties hold:

1. L1
λ

, L2
λ

and L1,2
λ

are also self-dual (or antiself-dual) Lagrangians on X ×X∗.
2. L1

λ
(resp., L2

λ
) (resp., L1,2

λ
) is bounded on bounded sets in the first variable (resp.,

in the second variable) (resp., in both variables).
3. Suppose L is bounded from below. If xλ ⇀ x and pλ ⇀ p weakly in X and X∗

respectively, as λ → 0, and if Li
λ
(xλ , pλ ) is bounded from above for i = 1 or 2,

then L(x, p)≤ liminfλ→0 Li
λ
(xλ , pλ ). The same holds for L1,2

λ
.

Proof. It suffices to note that L1
λ

= L?Mλ and L2
λ

= L⊕Mλ , where the Lagrangian
Mλ (x,r) = ψλ (x)+ ψ∗

λ
(r) with ψλ (x) = 1

2λ
‖x‖2. Note that L1,2

λ
= (L⊕Mλ ) ? Mλ

with Mλ (x,r) = 1
2λ
‖x‖2 + λ

2 ‖r‖2. The fact that they are self-dual Lagrangians fol-
lows from the calculus of self-dual Lagrangians developed in Chapter 2 and Propo-
sition 3.4. The rest is straightforward and is left as an exercise.

For (x, p) ∈ X ×X∗, we denote by Jλ (x, p) the minimizer in (3.12), that is,

L1
λ
(x, p) = L(Jλ (x, p), p)+

‖x− Jλ (x, p)‖2

2λ
+

λ‖p‖2

2

= inf
{

L(z, p)+
‖x− z‖2

2λ
+

λ‖p‖2

2
;z ∈ X

}
,

in such a way that for all (x, p) ∈ X ×X∗

∂1L1
λ
(x, p) =

x− Jλ (x, p)
λ

∈ ∂1L
(
Jλ (x, p), p

)
. (3.12)

We shall need the following proposition, which relates the properties of a La-
grangian to those of its λ -regularization.

Lemma 3.3. Let L : X ×X∗ → R∪ {+∞} be a convex lower semicontinuous La-
grangian and consider for each λ > 0 its λ -regularizations L1

λ
and L2

λ
.
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1. If L is uniformly convex in the first variable (resp., the second variable), then L1
λ

(resp., L2
λ

) is uniformly convex (in both variables) on X ×X∗.
2. If L is self-dual and uniformly convex in the first variable, then L1

λ
and (L1

λ
)∗ are

self-dual and uniformly convex in both variables, and the map (x, p) 7→ Jλ (x, p)
is Lipschitz on X ×X∗.

Proof. (1) For each λ > 0, there exists ε > 0 such that M(x, p) := L(x, p)− ε‖x‖2

λ 2 is

convex. Pick δ =
1− 1

1+ε

λ
so that 1+ ε = 1

1−λδ
and note that the quantity

Nλ ,δ (x, p) := L1
λ
(x, p)− λ‖p‖2

2
−δ

‖x‖2

2

can be written as

Nλ ,δ (x, p) = inf
z

{
L(z, p)+

‖x− z‖2

2λ
− δ‖x‖2

2

}
= inf

z

{
L(z, p)+

‖x‖2

2λ
− 〈x,z〉

λ
+
‖z‖2

2λ
− δ‖x‖2

2

}

= inf
z

L(x, p)+

∥∥∥√ 1
λ
−δx

∥∥∥2

2
− 〈x,z〉

λ
+
‖z‖2

2λ


= inf

z

{
L(z, p)+

∥∥√1−λδx
∥∥2

2λ
−
〈
√

1−λδx, z√
1−λδ

〉
λ

+
‖z‖2

2λ

}

= inf
z

{
M(z, p)+

ε‖z‖2

2λ
+

∥∥√1−λδx
∥∥2

2λ
−
〈
√

1−λδx, z√
1−λδ

〉
λ

+
‖z‖2

2λ

}

= inf
z

{
M(z, p)+

(1+ ε)‖z‖2

2λ
−
〈
√

1−λδx, z√
1−λδ

〉
λ

+

∥∥√1−λδx
∥∥2

2λ

}

= inf
z

M(z, p)+

∥∥∥ z√
1−λδ

−
√

1−λδx
∥∥∥2

2λ

 .

This means that (z, p,x) 7→ M(z, p)+

∥∥∥ z√
1−λδ

−
√

1−λδx
∥∥∥2

2λ
is convex and therefore the

infimum in z is convex, which means that L1
λ
(x, p)− λ‖p‖2

2 −δ
‖x‖2

2 is itself convex
and hence, L1

λ
is uniformly convex in both variables. The same proof shows that if L

is uniformly convex in the second variable, then L2
λ

= L⊕Mλ is uniformly convex
in both variables.

For (2), apply (1) to L∗, which is then uniformly convex in the second variable,
and use Proposition 3.4 (3), to get that both L1

λ
= L ? Mλ and (L1

λ
)∗ = (L ? Mλ )∗ =

L∗⊕Mλ = (L∗)2
λ

are self-dual and uniformly convex in both variables. From Lemma
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3.1, we get that (x, p) 7→ ∂L1
λ
(x, p) is Lipschitz, which yields – in view of (3.12)

above – that Jλ (x, p) = x−λ∂1Lλ (x, p) is Lipschitz as well.

Exercises 3.E. More on regularizations of self-dual Lagrangians

1. Assume p > 1 and 1
p + 1

q = 1. For a Lagrangian L : X ×X∗ → R∪ {+∞}, define for every
(x,r) ∈ X ×X∗

L1
λ ,p(x,r) = inf

{
L(y,r)+

‖x− y‖p

λ p
+

λ q−1‖r‖q

q
;y ∈ X

}
(3.13)

and

L2
λ ,p(x,r) = inf

{
L(x,s)+

‖r− s‖q

λq
+

λ p−1‖x‖p

p
;s ∈ X∗

}
. (3.14)

Show that L1
λ ,p and L2

λ ,p satisfy most of the claims in Lemma 3.2 and 3.3.
2. Consider a self-dual Lagrangian of the form L(x, p) = ϕ(x)+ϕ∗(Ax+ p), where ϕ is a convex

lower semicontinuous function on a reflexive Banach space X and A : X → X∗ is a bounded
skew-adjoint operator. Compare the self-dual Lagrangian L1

λ
(resp., L2

λ
) with the self-dual La-

grangians

M1
λ
(x, p) = ϕλ (x)+(ϕλ )∗(Ax+ p) (resp., M2

λ
(x, p) = ϕ(x)+ λ

2 ‖x‖2 +(ϕ∗)λ (Ax+ p)),

where, for any λ > 0, the λ -inf-convolution of a function ψ is defined as

ψλ (x) := inf
{

ψ(y)+
λ

2
‖x− y‖2; y ∈ X

}
.

3.6 Evolution triples and self-dual Lagrangians

A common framework for PDEs and evolution equations is the so-called evolution
triple setting. It consists of a Hilbert space H with 〈 , 〉H as its scalar product, a
reflexive Banach space X , and its dual X∗ in such a way that X ⊂ H ⊂ X∗, with
X being a dense vector subspace of H, while the canonical injection X → H is
continuous. In this case, one identifies the Hilbert space H with its dual H∗ and can
inject it in X∗ in such a way that

〈h,u〉X∗,X = 〈h,u〉H for all h ∈ H and all u ∈ X .

This injection is continuous and one-to-one, and H is also dense in X∗. In other
words, the dual X∗ of X is represented as the completion of H for the dual norm
‖h‖= sup{〈h,u〉H ;‖u‖X ≤ 1}.

1. A typical example of an evolution triple is H1
0 (Ω) ⊂ L2(Ω) ⊂ H−1(Ω), where

Ω is a smooth bounded domain in Rn.
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2. Another example that is relevant for evolution equations is A2
H [0,T ]⊂ L2

H [0,T ]⊂
(A2

H [0,T ])∗, where H is a Hilbert space and T > 0.
3. More generally, for any evolution triple X ⊂ H ⊂ X∗, one can associate an evo-

lution triple of path spaces such as A2
X [0,T ] ⊂ L2

H [0,T ] ⊂ (A2
X [0,T ])∗, where

A2
X [0,T ] = {u : [0,T ] → X ; u̇ ∈ L2

X [0,T ]} equipped with the norm ‖u‖A2
X

=

(‖u‖2
L2

X
+‖u̇‖2

L2
X
)1/2.

4. Another choice is X2,2[0,T ] ⊂ L2
H [0,T ] ⊂ X ∗

2,2[0,T ], where X2,2[0,T ] is the
space of all functions in L2

X [0,T ] such that u̇ ∈ L2
X∗ [0,T ], equipped with the norm

‖u‖X2,2 = (‖u‖2
L2

X
+‖u̇‖2

L2
X∗

)1/2.

5. More generally, we may consider for 1 < p < ∞ and 1
p + 1

q = 1 the space

Xp,q := W 1,p(0,T ;X ,H) = {u; u ∈ Lp(0,T : X), u̇ ∈ Lq(0,T : X∗)}

equipped with the norm ‖u‖W 1,p = ‖u‖Lp(0,T :X) +‖u̇‖Lq(0,T :X∗), which leads to a
continuous injection W 1,p(0,T ;X ,H)⊆C(0,T : H).

The following useful lemma relates self-dual Lagrangians on X×X∗ to those on the
intermediate Hilbert space H.

Lemma 3.4. Let X ⊂ H ⊂ X∗ be an evolution triple, and suppose L : X ×X∗ →
R∪{+∞} is a self-dual (resp., antiself-dual) Lagrangian on the Banach space X.
Assume the following two conditions:

1. For all x ∈ X, the map L(x, ·) : X∗ → R∪{+∞} is continuous on X∗.
2. There exists x0 ∈ X such that p→ L(x0, p) is bounded on the bounded sets of X∗.

Then, the Lagrangian defined on H×H by

M(x, p) :=
{

L(x, p) x ∈ X
+∞ x ∈ H\X

is self-dual (resp., antiself-dual) on the Hilbert space H×H.
In particular, the result holds for any self-dual (resp., antiself-dual) Lagrangian

L on X ×X∗ that satisfies for some C1,C2 > 0 and r1 ≥ r2 > 1

C1(‖x‖r2
X −1)≤ L(x,0)≤C2(1+‖x‖r1

X ) for all x ∈ X. (3.15)

Proof. Assume L is self-dual on X ×X∗. For (x̃, p̃) ∈ X ×H, write

M∗(p̃, x̃) = sup
x∈X
p∈H

{〈x̃, p〉H + 〈p̃,x〉H −L(x, p)}

= sup
x∈X

sup
p∈X∗

{〈x̃, p〉X ,X∗ + 〈x, p̃〉X ,X∗ −L(x, p)}

= L(x̃, p̃).

If x̃ ∈ H\X , then
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M∗(p̃, x̃) = sup
x∈X
p∈H

{〈x̃, p〉H + 〈p̃,x〉H −L(x, p)} ≥ 〈p̃,x0〉+ sup
p∈H

{〈x̃, p〉H −L(x0, p)} .

Since x̃ /∈ X , we have sup{〈x̃, p〉; p ∈ H,‖p‖X∗ ≤ 1} = +∞. Since p → L(x0, p) is
bounded on the bounded sets of X∗, it follows that

M∗(p̃, x̃)≥ 〈p̃,x0〉+ sup
p∈H

{〈x̃, p〉H −L(x0, p)}= +∞,

and we are done.
To prove the second part, one can use Lemma 3.5 below to get that for some

C1,C2 > 0 and for 1
ri

+ 1
si

= 1, i = 1,2,

C1(‖p‖s1
X∗ +‖x‖r2

X −1)≤ L(x, p)≤C2(1+‖x‖r1
X +‖p‖s2

X∗),

and therefore it satisfies the required continuity properties for M to be self-dual (or
antiself-dual) on H×H.

The following easy lemma establishes how boundedness in one of the variables
of a self-dual Lagrangian, relates to coercivity in the other variable and vice-versa.

Lemma 3.5. Let L be a self-dual (or an antiself-dual) Lagrangian on a reflexive
Banach space X ×X∗.

1. Assume that for some r > 1 we have L(x,0) ≤C(1 + ‖x‖r
X ) for all x ∈ X. Then,

there exist D > 0 such that

L(x,q)≥ D(‖q‖s
X∗ −1) for every (x,q) ∈ X ×X∗, where 1

r + 1
s = 1. (3.16)

2. Assume that for C1,C2 > 0 and r1 ≥ r2 > 1 such that

C1(‖x‖r2
X −1)≤ L(x,0)≤C2(1+‖x‖r1

X ) for all x ∈ X . (3.17)

Then, there exist D1,D2 > 0 such that

D1(‖p‖s1
X∗ +‖x‖r2

X −1)≤ L(x, p)≤ D2(1+‖x‖r1
X +‖p‖s2

X∗), (3.18)

where 1
ri

+ 1
si

= 1 for i = 1,2, and L is therefore continuous in both variables.

Proof. For (x,q) ∈ X ×X∗, we have

L(x,q) = sup
(y,p)∈X×X∗

{〈x, p〉+ 〈y,q〉−L∗(p,y)}

= sup
(y,p)∈X×X∗

{〈x, p〉+ 〈y,q〉−L(y, p)}

≥ sup
y∈X

{〈y,q〉−L(y,0)}

≥ sup
y∈X

{〈y,q〉−C(1+‖y‖r
X )}
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= C1‖q‖s
X∗ −C2

for some positive constants C1 and C2. Part (2) then follows by duality.

Remark 3.2. It is clear that Lemma 3.5 holds for any B-self-dual Lagrangian L, pro-
vided B is a bounded linear operator on the Hilbert space H such that its restriction
to X is also a bounded linear operator on X that satisfies Bx ∈ X if and only if x ∈ X .

Remark 3.3. We shall need the following extension of property 5) in Proposition 3.4
above to the setting of an evolution triple X ⊂ H ⊂ X∗, where X is reflexive and H
is a Hilbert space. Also assume that there exists a linear and symmetric duality map
D between X and X∗ in such a way that ‖x‖2 = 〈x,Dx〉. We can then consider X and
X∗ as Hilbert spaces with the following inner products:

〈u,v〉X×X := 〈Du,v〉 and 〈u,v〉X∗×X∗ := 〈D−1u,v〉. (3.19)

A typical example is the evolution triple X = H1
0 (Ω) ⊂ H := L2(Ω) ⊂ X∗ =

H−1(Ω), where the duality map is given by D =−∆ .
If now S̄ is an isometry on X∗, then S = D−1S̄D is also an isometry on X in such

a way that
〈u, p〉= 〈Su, S̄p〉 for all u ∈ X and p ∈ X∗. (3.20)

Indeed, we have

〈Su, S̄p〉= 〈DSu, S̄p〉X∗×X∗ = 〈S̄Du, S̄p〉X∗×X∗ = 〈Du, p〉X∗×X∗ = 〈u, p〉,

from which we can deduce that

‖Su‖2
X = 〈Su,Su〉X×X = 〈Su,DSu〉= 〈Su, S̄Du〉= 〈u,Du〉= ‖u‖2

X .

Moreover, if L is a self-dual Lagrangian on X ×X∗, then LS := L(Su, S̄p) is also a
self-dual Lagrangian on X ×X∗ since

L∗S(p,u) = sup{〈v, p〉+ 〈u,q〉−LS(v,q);(v,q) ∈ X ×X∗}
= sup{〈Sv, S̄p〉+ 〈Su, S̄q〉−L(Sv, S̄q);(v,q) ∈ X ×X∗}
= L∗(S̄p,Su) = L(Su, S̄p) = LS(u, p).

Further comments

The basic properties of the class of B-self-dual Lagrangians were exhibited in
Ghoussoub [55]. Their various regularizations appeared in [68], [64], and [65].
Since self-dual Lagrangians represent extensions of both convex functions and
skew-adjoint operators, their λ -regularization can be seen as an extension of both
Yosida’s resolvent theory for operators and the inf-convolution procedure often used
to regularize convex functions.





Chapter 4
Skew-Adjoint Operators and Self-dual
Lagrangians

If L is a self-dual Lagrangian on a reflexive Banach space X and if Γ : X → X∗ is
a skew-adjoint operator, we have seen that the Lagrangian defined by LΓ (x, p) =
L(x,Γ x + p) is then also self-dual on X . In this chapter, we deal with the more
interesting cases of unbounded antisymmetric operators and with nonhomogeneous
problems where operators may be skew-adjoint modulo certain boundary terms nor-
mally given by a Green-Stokes type formula of the type:

〈x,Γ y〉+ 〈y,Γ x〉+ 〈Bx,RBy〉= 0 for every x,y ∈ D(Γ ),

where B : D(B)⊂ X →H is a boundary operator into a Hilbert space H and R is a
self-adjoint automorphism on the “boundary” space H. In this case, a suitable self-
dual boundary Lagrangian – namely an R-self-dual convex function ` on H – should
be added to restore self-duality to the whole system. Under appropriate boundedness
conditions, the following Lagrangian is then again self-dual on X ×X∗:

LΓ ,`(x, p) =
{

L(x,Γ x+ p)+ `(Bx) if x ∈ D(Γ )∩D(B)
+∞ if x /∈ D(Γ )∩D(B).

4.1 Unbounded skew-symmetric operators and self-dual
Lagrangians

Definition 4.1. Let B be a bounded linear operator on a reflexive Banach space X ,
and let Γ : D(Γ )⊂ X → X∗ be a – not necessarily bounded – linear operator with a
domain D(Γ ) that is dense in X . We consider the set

D∗(B,Γ ) = {x ∈ X ; sup{〈Bx,Γ y〉;y ∈ D(Γ ),‖y‖X ≤ 1}< +∞},

which – in the case where B is the idendity on X – is nothing but the domain of the
adjoint operator Γ ∗ of Γ .

67
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1. The pair (B,Γ ) is said to be nonnegative if

〈Bx,Γ x〉 ≥ 0 for every x ∈ D(Γ ). (4.1)

2. (B,Γ ) is said to be antisymmetric if

〈Bx,Γ x〉= 0 for every x ∈ D(Γ ). (4.2)

3. The pair (B,Γ ) is said to be skew-adjoint if in addition to being antisymmetric it
satisfies

D(Γ ) = D∗(B,Γ ). (4.3)

When B is the identity, we shall simply say that Γ is nonnegative (resp. antisym-
metric , resp., skew-adjoint), provided the pair (I,Γ ) is nonnegative (resp. antisym-
metric , resp., skew-adjoint).

Exercises 4.A. Examples of antisymmetric operators

1. The Schrödinger operator: Let Ω be an open subset of Rn.
(i) Consider the Sobolev space H := H−1(Ω ;C) = H−1(Ω)+ iH−1(Ω) endowed with its real

Hilbert space structure. Show that the operator Γ : D(Γ )⊂ H−1(Ω ;C)→ H−1(Ω ;C) defined as

Γ u = i∆u with domain D(Γ ) = H1
0 (Ω ,C)

is a skew-adjoint operator on H−1(Ω ;C).
(ii) Consider the Hilbert space H := L2(Ω ;C) = L2(Ω)+ iL2(Ω) endowed with its real Hilbert

structure. Show that the operator Γ : D(Γ )⊂ L2(Ω ;C)→ L2(Ω ;C) defined as

Γ u = i∆u with domain D(Γ ) = {u ∈ H1
0 (Ω ,C);∆u ∈ L2(Ω ;C)}

is a skew-adjoint operator on L2(Ω ;C).
(iii) On the other hand, if p 6= 2, show that the operator Γp : D(Γ )⊂H−1(Ω ;C)→H−1(Ω ;C)

defined as
Γpu = i∆u with domain D(Γp) = W 1,p

0 (Ω ,C)

is antisymmetric but not necessarily skew-adjoint.
2. The transport operator: Let a : Ω → Rn be a smooth function on a bounded domain Ω of Rn.

(i) Show that the first-order linear operator Γ : D(Γ )⊂ H−1(Ω)→ H−1(Ω)

Γ v = a ·∇v = Σ n
i=1ai

∂v
∂xi

with domain D(Γ ) = H1
0 (Ω)

is skew-adjoint whenever div(a) = 0.
(ii) On the other hand, if p 6= 2, show that the operator Γp : D(Γ )⊂ H−1(Ω ;C)→ H−1(Ω ;C)

defined as
Γpu = a ·∇v with domain D(Γp) = W 1,p

0 (Ω ,C)

is antisymmetric but not necessarily skew-adjoint.
(iii) If a : Ω → Rn has compact support and div(a) = 0, show that for p ≥ 1 the operator

Γ : D(Γ )⊂ Lp(Ω)→ Lp(Ω) defined by

Γ v = a ·∇v with domain D(Γ ) = {u ∈ Lp(Ω); a ·∇v ∈ Lp(Ω)}
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is also skew-adjoint.
3. The wave operator: Let Ω be an open subset of Rn.

(i) Show that the operator Γ : D(Γ ) ⊂ H := L2(Ω)×H−1(Ω) → L2(Ω)×H−1(Ω) defined
by

Γ (u,v) = (v,∆u) with domain D(Γ ) = H1
0 (Ω)×L2(Ω)

is skew-adjoint.
(ii) Similarly, show that the operator Γ : D(Γ )⊂ H := H1

0 (Ω)×L2(Ω)→ H1
0 (Ω)×L2(Ω)

Γ (u,v) = (v,∆u) with domain D(Γ ) = {(u,v) ∈ H; ∆u ∈ L2(Ω),v ∈ H1
0 (Ω)}

is skew-adjoint.
4. The Klein-Gordon operator: Let Ω be an open subset of Rn, and let λ < λ1(Ω), the first eigen-

value of the Laplacian on H1
0 (Ω). In this case, the operator −∆ −λ I : H1

0 (Ω) → H−1(Ω) is in-
vertible and we set Tλ = (−∆ −λ I)−1. Now consider H := L2(Ω)×H−1(Ω), equipped with the
equivalent scalar product

〈(u1,v1),(u2,v2)〉=
∫

Ω

∇(Tλ u1) ·∇(Tλ u2)dx−λ

∫
Ω

Tλ u1 ·Tλ u2 dx+
∫

Ω

v1v2 dx.

(i) Show that the operator Γ : D(Γ ) ⊂ H := L2(Ω)×H−1(Ω) → L2(Ω)×H−1(Ω) defined
by

Γ (u,v) = (v,∆u+λu) with domain D(Γ ) = H1
0 (Ω)×L2(Ω)

is skew-adjoint.
(ii) Similarly, show that the operator Γ : D(Γ )⊂ H := H1

0 (Ω)×L2(Ω)→ H1
0 (Ω)×L2(Ω)

Γ (u,v) = (v,∆u+λu) with domain D(Γ ) = {(u,v) ∈ H; ∆u ∈ L2(Ω),v ∈ H1
0 (Ω)}

is skew-adjoint.
5. The Airy operator defined on L2(R) by

Γ (u) =− d3u
dx3 with domain D(Γ ) = H3(R)

is clearly skew-adjoint.
6. The Maxwell operator: Consider the Hilbert space H = (L2(R3))3 × (L2(R3))3 and its sub-

space H0 = {(E,H) ∈ H; ∇ ·E = ∇ ·H = 0}, where the differential operator ∇ is defined in the
sense of distributions. Show that the Maxwell operator Γ : D(Γ )⊂ H0 → H0 defined by

Γ (E,H) = (−c∇×H,c∇×E) with domain D(Γ ) = {(E,H) ∈ H0; Γ (E,H) ∈ H0}

is skew-adjoint.

Definition 4.2. We say that a Lagrangian L is B-standard if for every y ∈ X \
Dom1(L), there is x ∈ B−1(Dom1(L)) such that HL(Bx,y) = +∞, where HL is the
Hamiltonian associated to L.

Note that any basic self-dual Lagrangian of the form L(x, p) = ϕ(x) + ϕ∗(p),
where ϕ is a proper convex lower semicontinuous function, is B-standard when-
ever B−1(Dom(ϕ)) 6= /0. Indeed, we have then HL(Bx,y) = ϕ(y)−ϕ(Bx) whenever
Bx ∈ Dom(ϕ).

The following permanence propery is the extension of Proposition 3.4.7) to the
setting of unbounded linear operators.
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Proposition 4.1. Let B be a bounded linear operator on a reflexive Banach space X
with dense range, L : X×X∗→R∪{+∞} a Lagrangian in L (X) that is continuous
in the first variable, and Γ : D(Γ )⊂ X → X∗ a linear operator with dense domain.
Assume one of the following two conditions:

1. The pair (B,Γ ) is antisymmetric , L is B-standard, and B−1(Dom1(L))⊂ D(Γ ),
or

2. the pair (B,Γ ) is skew-adjoint, and the function x → L(x, p0) is bounded on the
balls of X for some p0 ∈ X∗.

Then, the Legendre dual of the Lagrangian

LΓ (x, p) =
{

L(Bx,Γ x+ p) if x ∈ D(Γ )
+∞ if x /∈ D(Γ )

satisfies

L∗Γ (B∗p,Bx) =
{

L∗(Γ x+ p,Bx) if x ∈ D(Γ )
+∞ if x /∈ D(Γ ).

It follows that LΓ is B-self-dual whenever L is a self-dual Lagrangian on X ×X∗.

Proof. Assume first that the pair (B,Γ ) is antisymmetric and that L is a Lagrangian
that is continuous on X in the first variable. We first consider the case where y ∈
D(Γ ). Indeed, write

L∗Γ (B∗q,By) = sup{〈By, p〉+ 〈x,B∗q〉−L(Bx,Γ x+ p); x ∈ D(Γ ), p ∈ X∗} .

Substituting r = Γ x+ p and since for y ∈D(Γ ) we have 〈By,Γ x〉=−〈Bx,Γ y〉, and
using that L is continuous in the first variable, we obtain

L∗Γ (B∗q,By) = sup
x∈D(Γ )
r∈X∗

{〈By,r−Γ x〉+ 〈Bx,q〉−L(Bx,r)}

= sup
x∈D(Γ )
r∈X∗

{
〈Bx,Γ y〉+ 〈By,r〉+ 〈Bx,q〉−L(Bx,r)

}

= sup
{
〈Bx,Γ y+q〉+ 〈By,r〉−L(Bx,r);x ∈ D(Γ ),r ∈ X∗

}
= sup

{
〈z,Γ y+q〉+ 〈By,r〉−L(z,r);z ∈ X ,r ∈ X∗

}
= L∗(Γ y+q,By).

If now y /∈ D(Γ ), we shall distinguish the two cases.

Case 1. Under condition (1), we have that By /∈ Dom1(L). Hence, since L is B-
standard, we have for some Bx0 ∈ Dom1(L) that HL(Bx0,By) = +∞ and therefore,
since x0 ∈ B−1(Dom1(L))⊂ D(Γ ), we have:
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L∗Γ (B∗q,By) = sup
x∈Dom1(L)

r∈X∗

{〈By,r−Γ x〉+ 〈Bx,q〉−L(Bx,r)}

≥ sup
r∈X∗

{〈By,r〉+ 〈By,−Γ x0〉+ 〈Bx0,q〉−L(Bx0,r)}

= HL(Bx0,y)+ 〈By,−Γ x0〉+ 〈Bx0,q〉
= +∞.

Case 2. Under condition (2), write

L∗Γ (B∗q,By) = sup
x∈D(Γ )
r∈X∗

{〈By,r−Γ x〉+ 〈Bx,q〉−L(Bx,r)}

≥ sup
x∈D(Γ )

‖Bx‖X <1

{〈−By,Γ x〉+ 〈Bx,q〉+ 〈By, p0〉−L(Bx, p0)} .

Since by assumption L(Bx, p0)≤K whenever ‖x‖X ≤ 1, we obtain since y /∈D(Γ ) =
D∗(B,Γ ) that

L∗Γ (B∗q,By)≥ sup
x∈D(Γ )
‖x‖X <1

〈By,Γ x〉−‖B‖‖q‖+ 〈By, p0〉−K = +∞.

The formula is then verified for all (y,q) ∈ X ×X∗, and the proposition is proved.

Remark 4.1. Unlike the case of a bounded skew-adjoint operator, the conditions in
Theorem 4.1 are essential to conclude that LΓ is self-dual. Here is a counterexample:
Let H = L2[0,1], and consider the operator Γ = d

dt on H with domain

D(Γ ) =
{

x ∈ A2
H [0,1]; x(0) = x(1)

}
.

Note that y ∈ D(Γ ) if and only if y ∈ L2 and x →
∫ 1

0 〈ẋ(t),y(t)〉dt is bounded on
D(Γ ), i.e., for some C > 0,∣∣∣∫ 1

0 〈ẋ(t),y(t)〉dt
∣∣∣≤C‖x‖L2 for all x ∈ D(Γ ).

Hence,−Γ ∗ =Γ and D(Γ ∗) = D(Γ ), meaning that Γ is skew-adjoint. Now consider
the convex lower semicontinuous function ϕ on H defined by

ϕ(x) =
{ 1

2‖ẋ‖2
L2 if x ∈ A2

H
+∞ otherwise,

and let L be the self-dual Lagrangian L(x, p) = ϕ(x) + ϕ∗(p). We claim that the
Lagrangian defined by

LΓ (x, p) =
{

L(x,Γ x+ p) if x ∈ D(Γ )
+∞ otherwise
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is not self-dual on H×H.
Indeed, if x̃ /∈ D(Γ ) but x̃ ∈ A2

H , then

L∗Γ (p̃, x̃) = sup
x∈D(Γ )

sup
z∈H

{〈p̃,x〉+ 〈z−Γ x, x̃〉−ϕ(x)−ϕ
∗(z)}

= sup
x∈D(Γ )z∈H

{
〈p̃,x〉+ 〈z− ẋ, x̃〉− ‖ẋ‖L2

2
−ϕ

∗(z)
}

= sup
x∈D(Γ )
z∈H

{∫ 1

0

∫ t

0
p̃(s) ẋ(t)dsdt +

∫ 1

0
p̃(s)ds+ 〈z− ẋ, x̃〉− ‖ẋ‖2

2
−ϕ

∗(z)
}

≤ sup
v∈H
z∈H

{〈∫ t

0
p̃(s)ds− x̃,v

〉
+ 〈z, x̃〉− ‖v‖2

2
2

−ϕ
∗(z)

}
+
∫ 1

0
p̃(s)ds

=
1
2

∥∥∥∥∫ t

0
p̃(s)ds− x̃

∥∥∥∥2

L2
+ϕ(x̃)+

∫ 1

0
p̃(s)ds < ∞,

and so LΓ is not a self-dual Lagrangian.
More generally, suppose Γ : D(Γ ) → H is any skew-adjoint operator such that

D(Γ ) ⊆ X ⊆ H ⊆ X∗ and ‖Γ x‖X∗ ≤ C‖x‖X for all x ∈ D(Γ ). Consider on H the
convex lower semicontinuous function

ϕ(x) =

{
‖x‖2

X
2 if x ∈ X

+∞ if x ∈ H\X

and its Legendre transform ϕ∗ on H. Let LΓ be the Lagrangian defined by

LΓ (x, p) =
{

ϕ(x)+ϕ∗(Γ x+ p) if x ∈ D(Γ )
+∞ otherwise.

We show that if D(Γ ) 6= X , then LΓ cannot be self-dual on H × H. Indeed,
LΓ (x̃, p) = +∞ for x̃ ∈ X\D(Γ ), while

L∗Γ (p̃, x̃) = sup
x∈D(Γ )
z∈H

{(p̃,x)+(z−Γ x, x̃)−ϕ(x)−ϕ
∗(z)}

≤ sup
x∈D(Γ )
z∈H

{
‖p̃‖X∗‖x‖X +‖Γ x‖X∗‖x̃‖X +‖z‖X∗‖x̃‖X −

‖x‖2
X

2
− ‖z‖2

X∗

2

}
.

Using that ‖Γ x‖X∗ ≤C‖x‖X , we get

L∗Γ (p̃, x̃) ≤ sup
x∈D(Γ )z∈H

{(
‖ p̃‖X∗ +C‖x̃‖X

)
‖x‖X +‖x̃‖X‖z‖X∗ − ‖x‖2

X
2

− ‖z‖2
X∗

2

}

=

(
‖ p̃‖X∗ +C‖x̃‖X

)2

2
+
‖x̃‖2

X
2

< ∞.
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Exercise 4.B. Properties of LΓ when Γ is not skew-adjoint

1. Assume L : X ×X∗ → R is a self-dual B-standard Lagrangian that is continuous in the first
variable. Suppose Γ : D(Γ ) ⊂ X → X∗ is such that the pair (B,Γ ) is a nonnegative linear
operator with dense domain such that Dom1(L)⊂ D(Γ ). Show that the following Lagrangian

LΓ (x, p) =
{

L(Bx,−Γ x+ p)+ 〈Bx,Γ x〉 if x ∈ D(Γ )
+∞ if x /∈ D(Γ )

is B-Fenchelian, while the Lagrangian MΓ (x, p) = L∗
Γ
(B∗p,Bx) is B-subself-dual on X ×X∗.

4.2 Green-Stokes formulas and self-dual boundary Lagrangians

We now consider operators that are antisymmetric modulo boundary terms. The
following framework covers many concrete situations.

Definition 4.3. Let X be a Banach space (the “state space”). A boundary triplet
(H,R,B) associated to X consists of a Hilbert space H (the “boundary space”), a
self-adjoint automorphism R on H, and a linear “boundary operator” B : D(B) ⊂
X → H with a dense range and a dense domain.

Consider a bounded linear operator B on X and a linear operator Γ : D(Γ )⊂X →
X∗.
• The pair (B,Γ ) is said to be antisymmetric modulo the boundary triplet (H,R,B)
if the following properties are satisfied:

1. The image of the space X0 := Ker(B)∩D(Γ ) by B is dense in X .
2. The image of the space X1 := D(Γ )∩D(B) by B is dense in H.
3. For every x ∈ X1, we have that 〈Bx,Γ x〉+ 1

2 〈Bx,RBx〉= 0.

• The pair (B,Γ ) is said to be skew-adjoint modulo the boundary triplet (H,R,B)
if it is antisymmetric modulo (H,R,B) and if in addition it satisfies for C > 0

4. X1 =
{

y ∈ X ; sup{〈By,Γ x〉−C‖Bx‖2;x ∈ X1,‖x‖X ≤ 1}< +∞
}

.

As Theorem 4.2 below will show, skew-adjoint operators modulo boundary triplets
allow the building of new self-dual Lagrangians from old ones, provided one super-
poses a suitable boundary Lagrangian. First, we give a few examples of antisym-
metric operators modulo a boundary.

Exercises 4.C. Antisymmetric operators modulo a boundary

1. The operator du
dt : Let H be a Hilbert space, and consider the space X = L2

H [0,T ] and the
operator Γ : D(Γ )⊂ X → X defined by

Γ u = du
dt with domain D(Γ ) = A2

H [0,T ].
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In view of the identity∫ T

0

(
u̇(t)v(t)+u(t)v̇(t)

)
dt + 〈u(0),v(0)〉−〈u(T ),v(T )〉= 0,

which holds for any u,v in A2
H [0,T ], show that the operator Γ is skew-adjoint modulo a boundary

triplet (H×H,R,B) in two different ways:

• The boundary operator B : D(B) ⊂ L2
H [0,T ] → H ×H can be defined as Bu =

(
u(0),u(T )

)
with domain A2

H [0,T ], while the automorphism R1 is defined on H×H by R1(a,b) = (a,−b).
In other words,∫ T

0
u̇(t)u(t)dt +

1
2
〈Bu,R1Bu〉=

∫ T

0
u̇(t)u(t)dt +

1
2
〈(

u(0),u(T )
)
,
(
u(0),−u(T )

)〉
= 0.

• The boundary operator C : D(C )⊂L2
H [0,T ]→H×H can also be written as C u =(C1u,C2u

)
=(

u(0)−u(T ), u(0)+u(T )
2

)
with domain A2

H [0,T ], while the automorphism R2 is defined on H×H
by R2(a,b) = (b,a). In other words,∫ T

0
u̇(t)u(t)dt +

1
2
〈C u,R2C u〉=

∫ T

0
u̇(t)u(t)dt +

1
2
〈(

C1u,C2u
)
,
(
C2u,C1u

)〉
= 0.

2. The transport operator: We shall adopt the framework of [21], and in particular all conditions
imposed there on the smooth vector field a defined on a neighborhood of a C∞ bounded open set
Ω in Rn. Consider the space X = Lp(Ω) with 1 ≤ p < +∞, and the operator Γ : D(Γ )⊂ X → X∗

defined by

Γ u = a ·∇u+ (∇·a)
2 u with domain D(Γ ) =

{
u ∈ Lp(Ω);a ·∇u+ (∇·a)

2 u ∈ Lq(Ω)
}

into Lq(Ω),

where 1
p + 1

q = 1. Observe that D(Γ ) is a Banach space under the norm

‖u‖D(Γ ) = ‖u‖p +‖a ·∇u‖q.

In view of Green’s formula∫
Ω

(a ·∇u)u+
1
2
(diva)|u|2dx− 1

2

∫
∂Ω

|u|2 n̂ ·adσ = 0,

which holds for all u,v ∈C∞(Ω̄) and where n̂ is the outer normal to ∂Ω , we define

Σ± = {x ∈ ∂Ω ;±a(x) · n̂(x)≥ 0} to be the entrance and exit sets of the transport operator a ·∇,

the corresponding Hilbert spaces H1 = L2(Σ+; |a · n̂|dσ), H2 = L2(Σ−; |a · n̂|dσ), and the boundary
(trace) operators Bu = (B1u,B2u) = (u|Σ+ ,u|Σ− ) : Lp(Ω)→ H := H1×H2, whose domain is

D(B) = {u ∈ Lp(Ω);(u|Σ+ ,u|Σ− ) ∈ H1×H2}.

Observe that X1 := D(Γ )∩D(B) is also a Banach space under the norm

‖u‖X1 = ‖u‖p +‖a ·∇u‖q +‖u|Σ+‖L2(Σ+;|a·n̂|dσ)

and that under our assumptions on the vector field a and Ω , we have that

C∞(Ω̄)⊂ D(Γ )∩D(B)⊂ D(Γ )

and that C∞(Ω̄) is dense in both spaces (see Bardos [21]). Conclude the exercise by using the
following lemma.
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Lemma 4.1. The operator Γ is skew-adjoint modulo the boundary triplet (H1 ⊕
H2,R,B), where R is the automorphism on H1×H2 defined by R(h,k) = (−h,k).

Proof. We check the four criteria of Definition 4.3. For (1) it suffices to note that
C∞

0 (Ω)⊂Ker(B)∩D(Γ ) in such a way that Ker(B)∩D(Γ ) is dense in X . Criterion
(2) follows by a simple argument with coordinate charts, as it is easy to show that
for all (v+,v−)∈C∞

0 (Σ+)×C∞
0 (Σ−) there exists u∈C∞(Ω̄) such that (u|Σ+ ,u|Σ−) =

(v+,v−). The embedding of C∞
0 (Σ±)⊂ L2(Σ±; |a · n̂|dσ) is dense, and therefore the

image of C∞(Ω̄)⊂ D(Γ )∩D(B) under B is dense in H1×H2.
For (3), note that by Green’s theorem we have∫

Ω

(a ·∇u)v+
1
2
(diva)uvdx =−

∫
Ω

(a·∇v)u+
1
2
(diva)uvdx+

∫
∂Ω

uv n̂ ·adσ

for all u,v ∈C∞(Ω̄), and the identity on X1 follows since C∞(Ω̄) is dense in X1 for
the norm ‖u‖X1 .

For (4), we need to check that if u ∈ X , then it belongs to X1 := D(Γ )∩D(B) if
and only if

sup
{
〈u,Γ v〉− 1

2
(‖B1(v)‖2

H1
+‖B2(v)‖2

H2
);v ∈ X1,‖v‖X < 1

}
< ∞. (4.4)

The “only if” direction follows directly from Green’s theorem and the fact that
C∞(Ω̄) is dense in the Banach space X1 under the norm ‖u‖X1 .

For the reverse implication, suppose that (4.4) holds. Then, we clearly have that
sup
{
〈u,Γ v〉;v ∈C∞

0 (Ω),‖v‖X < 1
}

, which means that a ·∇u+ ∇·a
2 u∈ Lq(Ω) in the

sense of distribution and therefore u ∈ D(Γ ). Now, to show that u ∈ D(B), we
observe that if u ∈ X and u ∈ D(Γ ), then u|Σ+ ∈ L2

loc(Σ+; |a · n̂|dσ). To check that
u|Σ+ ∈ L2(Σ+; |a · n̂|dσ), a simple argument using Green’s theorem shows that (4.4)
implies that

sup
{∫

Σ+
uv|a · n̂|dσ ;v ∈C∞

0 (Σ+),
∫

Σ+
|v|2|a · n̂|dσ ≤ 1

}
< +∞,

which means that u|Σ+ ∈ L2(Σ+; |a · n̂|dσ) and u ∈ D(B1). The same argument
works for u|Σ− , and (4) is therefore satisfied. Note that∫

∂Ω

uv n̂ ·adσ =
∫

Σ+
uv|n̂ ·a|dσ −

∫
Σ−

uv|n̂ ·a|dσ

= 〈(u|Σ+ ,u|Σ−),(v|Σ+ ,−v|Σ−)〉
= −〈Bu,RBv〉,

where R(h,k) = (−h,k).
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Self-dual Lagrangians associated to skew-adjoint operators modulo
a boundary

Proposition 4.2. Let B : X → X be a bounded linear operator on a reflexive Banach
space X with dense range, and let Γ : D(Γ ) ⊂ X → X∗ be a linear operator such
that the pair (B,Γ ) is antisymmetric modulo a boundary triplet (H,R,B). Let L :
X ×X∗ → R be a convex Lagrangian that is continuous in the first variable, and
let ` : H → R∪{+∞} be a convex continuous function on H such that one of the
following two conditions holds:

1. L is B-standard, B−1(Dom1(L)) ⊂ D(Γ )∩D(B), and B(Dom1(L))∩Dom(`)
is nonempty.

2. The pair (B,Γ ) is skew-adjoint modulo (H,R,B), the map x → L(x, p0) is
bounded on the balls of X for some p0 ∈ X∗, and `(s)≤C(1+‖s‖2) for s ∈ H.

(i) The Lagrangian on X ×X∗

LΓ ,`(x, p) =
{

L(Bx,Γ x+ p)+ `(Bx) if x ∈ D(Γ )∩D(B)
+∞ if x /∈ D(Γ )∩D(B)

has a Legendre transform L∗
Γ ,` that satisfies

L∗Γ ,`(B
∗q,By) =

{
L∗(Γ y+q,By)+ `∗(RBy) if y ∈ D(Γ )∩D(B)
+∞ if y /∈ D(Γ )∩D(B) (4.5)

(ii) In particular, if L is a self-dual Lagrangian on X and ` is an R-self-dual function
on H, then LΓ ,` is a B-self-dual Lagrangian on X.

Proof. Assume first that (B,Γ ) is antisymmetric modulo the boundary triplet
(H,R,B) and that, for every p ∈ X∗, the function x → L(x, p) is continuous on
X . We shall first prove formula (4.5) in the case where y ∈ X1 := D(Γ )∩D(B).
Indeed, we can then write

L∗
(Γ ,`)

(B∗q,By) = sup{〈By, p〉+ 〈x,B∗q〉−L(Bx,Γ x+ p)− `(Bx); x ∈ X1, p ∈ X∗} .

Substituting r = Γ x + p, and since for y ∈ X1, 〈By,Γ x〉=−〈Bx,Γ y〉−〈Bx,RBy〉,
we obtain

L∗
(Γ ,`)

(B∗q,By) = sup
x∈X1
r∈X∗

{〈By,r−Γ x〉+ 〈Bx,q〉−L(Bx,r)− `(Bx)}

= sup
x∈X1
r∈X∗

{
〈Bx,Γ y〉+ 〈Bx,RBy〉+ 〈By,r〉+ 〈Bx,q〉

−L(Bx,r)− `(Bx)
}

= sup
{
〈Bx,Γ y+q〉+ 〈B(x+ x0),RBy〉+ 〈By,r〉−L(Bx,r)
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−`(B(x+ x0)); x ∈ X1,r ∈ X∗,x0 ∈ Ker(B)∩D(Γ )
}

.

Since X1 is a linear space, we may set w = x+ x0 and write

L∗
(Γ ,`)

(B∗q,By) = sup
{
〈B(w− x0),Γ y+q〉+ 〈Bw,RBy〉+ 〈By,r〉−L(B(w− x0),r)

−`(Bw); w ∈ X1,r ∈ X∗,x0 ∈ Ker(B)∩D(Γ )
}

.

Now, for each fixed w∈X1 and r∈X∗, the supremum over Bx0 where x0 ∈Ker(B)∩
D(Γ ) can be taken as a supremum over z ∈ X since the image of Ker(B)∩D(Γ )
by B is dense in X and all terms involving Bx0 are continuous in that variable.
Furthermore, since L is continuous in the first variable, we can for each fixed w∈ X1
and r ∈ X∗ replace the supremum over z ∈ X of the terms w− z by a supremum over
v ∈ X , where v = w− z. We therefore get

L∗
(Γ ,`)

(B∗q,By) = sup
{
〈v,Γ y+q〉+ 〈Bw,RBy〉+ 〈By,r〉−L(v,r)

−`(Bw);v ∈ X ,r ∈ X∗,w ∈ X1

}
= sup

v∈X
sup
r∈X∗

{〈v,Γ y+q〉+ 〈By,r〉−L(v,r)}

+ sup
w∈X1

{〈Bw,RBy〉− `(Bw)}

= L∗(Γ y+q,By)+ sup
w∈X1

{〈Bw,RBy〉− `(Bw)} .

Since the range of B : X1 → H is dense and ` is continuous, the boundary term can
be written as

sup
a∈H

{〈a,RBy〉− `(a)}= sup
a∈H

{〈a,RBy〉− `(a)}= `∗(RBy).

If now y /∈ X1, we shall distinguish the two cases.

Case 1. Under condition (1), we have that y /∈ B−1(Dom1(L)), and since L is
B-standard, we have for some x0 ∈ X with Bx0 ∈ Dom1(L) and Bx0 ∈ Dom(`)
that HL(Bx0,By) = +∞, where HL is the Hamiltonian associated to L. Since x0 ∈
B−1(Dom1(L))⊂ D(Γ ), we can write

L∗
(Γ ,`)

(B∗q,By) = sup
Bx∈Dom1(L)

r∈X∗

{〈By,r−Γ x〉+ 〈Bx,q〉−L(Bx,r)− `(Bx)}

≥ sup
r∈X∗

{〈By,r〉−L(Bx0,r)}−〈By,Γ x0〉+ 〈Bx0,q〉− `(Bx0)

= HL(Bx0,By)−C.
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Case 2. Under condition (2), write

L∗
(Γ ,`)

(B∗q,By) = sup
x∈X1
r∈X∗

{〈By,r−Γ x〉+ 〈Bx,q〉−L(Bx,r)− `(Bx)}

≥ sup
x∈X1

‖x‖X <1

{〈−By,Γ x〉+ 〈Bx,q〉+ 〈By, p0〉−L(Bx, p0)

−C(1+‖B(x)‖2)
}

.

Since by assumption L(Bx, p0)≤ K whenever ‖x‖X ≤ 1, we obtain since y /∈ X1 that

L∗
(Γ ,`)

(B∗q,By) ≥ sup
x∈X1

‖x‖X≤1

{
〈−By,Γ x〉−‖B‖‖q‖+ 〈By, p0〉−K−C(1+‖B(x)‖2)

}
= C sup

x∈X1
‖x‖X <1

{
〈Bỹ,Γ x〉−‖B(x)‖2}+C′

= +∞

since ỹ = − y
C /∈ X1. The formula is then verified for all (y,q) ∈ X ×X∗, and the

proposition is proved.

4.3 Unitary groups associated to skew-adjoint operators and
self-duality

We now apply Proposition 4.2 to lift self-dual Lagrangians on state space to self-
dual Lagrangians on the path space Lα

X . For that, we shall consider an evolution
triple X ⊂ H ⊂ X∗, where H is a Hilbert space equipped with 〈,〉 as scalar product
and where X is a dense vector subspace of H that is a reflexive Banach space once
equipped with its own norm ‖ · ‖. Let [0,T ] be a fixed real interval, and consider for
α,β > 1 such that 1

α
+ 1

β
= 1 the Banach space Xα,β of all functions in Lα

X such

that u̇ ∈ Lβ

X∗ equipped with the norm

‖u‖Xα,β
= ‖u‖Lα

X
+‖u̇‖

Lβ

X∗
.

Proposition 4.3. Consider an evolution triple X ⊂ H ⊂ X∗, and let B be an auto-
morphism of H whose restriction to X is also an automorphism of X. Suppose ` is
a (−B,B)-self-dual function on H ×H, and let L be a time-dependent B-self-dual
Lagrangian on X ×X∗ such that:

For each p ∈ Lβ

X∗ , the map u →
∫ T

0 L(t,u(t), p(t))dt is continuous on Lα
X . (4.6)

The map u →
∫ T

0 L(t,u(t),0)dt is bounded on the balls of Lα
X . (4.7)
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−C ≤ `(a,b)≤C(1+‖a‖2
H +‖b‖2

H) for all (a,b) ∈ H×H. (4.8)

The Lagrangian defined by

L (u, p) =
{ ∫ T

0 L(t,u(t), p(t)− u̇(t))dt + `(u(0),u(T )) if u ∈Xα,β

+∞ otherwise

is then B-self-dual on Lα
X ×Lβ

X∗ .

Proof. This follows immediately from Proposition 4.2 applied to the B-self-dual La-
grangian L̃(u, p) :=

∫ T
0 L(t,u(t), p(t))dt on Lα

X ×Lβ

X∗ , the linear unbounded operator
u→−u̇ that is skew-adjoint modulo the boundary operator B : D(B) : Lα

X →H×H
defined by Bu = (u(0),u(T )), and where the automorphism is R(a,b) = (−a,b)
since for u and v in Xα,β we have∫ T

0
〈v, u̇〉=−

∫ T

0
〈v̇,u〉+ 〈v(T ),u(T )〉−〈v(0),u(0)〉.

Note that the subspace X 0
α,β = {u ∈Xα,β ; u(0) = u(T ) = 0} is dense in Lα

X . More-
over, for each (a,b) ∈ X ×X , there is w ∈Xα,β such that w(0) = a and w(T ) = b,

namely the linear path w(t) = (T−t)
T a+ t

T b. Since X is also dense in H and ` is con-
tinuous on H, all the required hypotheses of Proposition 4.2 are satisfied.

There are several possible ways to associate to a skew-adjoint operator Γ :
D(Γ ) ⊂ X → X∗, a self-dual Lagrangian on path space, and we shall see later that
each choice can be dictated by the hypothesis on the parabolic equation involv-
ing such a skew-adjoint operator. Start with a given time-dependent self-dual La-
grangian L on X ×X∗.

First choice: Use Proposition 4.1 to deduce that the Lagrangian

LΓ (t,x, p) =
{

L(t,x,Γ x+ p) if x ∈ D(Γ )
+∞ if x /∈ D(Γ ).

is also a time-dependent self-dual Lagrangian on [0,T ]×X ×X∗ and then Proposi-
tion 4.3 above to conclude that

L (u, p) =
{ ∫ T

0 L(t,u(t),Γ u(t)+ p(t)− u̇(t))dt + `(u(0),u(T )) if u ∈Xα,β

+∞ otherwise

is then a self-dual Lagrangian on Lα
X ×Lβ

X∗ .

Second choice: Skew-adjoint operators on Hilbert spaces can be seen as infinitesi-
mal generators of certain groups of unitary operators. Indeed, we recall the follow-
ing and we refer to [127] for details.
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Definition 4.4. A C0-group on H is a family of bounded operators S = {St}t∈R sat-
isfying

(i) StSs = St+s for each t,s ∈ R.
(ii) S(0) = I.
(iii) The function (t,x)→ Stx is jointly continuous from R×H → H.

We recall the following celebrated result of Stone.

Proposition 4.4. An operator Γ : D(Γ ) ⊂ H → H on a Hilbert space H is skew-
adjoint if and only if it is the infinitesimal generator of a C0-group of unitary oper-
ators (St)t∈R on H. In other words, we have Γ x = lim

t↓0
St x−x

t for every x ∈ D(Γ ).

More generally, assume that X ⊂H ⊂ X∗ is an evolution triple such that there exists
a linear and symmetric duality map D between X and X∗ in such a way that ‖x‖2 =
〈x,Dx〉. As mentioned in Remark 3.3, we can then consider X and X∗ as Hilbert
spaces with the following inner products:

〈u,v〉X×X := 〈Du,v〉 and 〈u,v〉X∗×X∗ := 〈D−1u,v〉.

We then use Stone’s theorem on Γ as a skew-adjoint operator on the Hilbert space
X∗ to associate a C0-group of unitary operators S̄t on X∗. Then, by Remark 3.3,
St = D−1S̄tD is also a C0-group of unitary operators on X in such a way that

LS(t,u, p) := L(t,Stu, S̄t p)

is also a time-dependent self-dual Lagrangian on [0,T ]×X×X∗. We again conclude
by Theorem 4.3 above that the Lagrangian

L (u, p) =
{ ∫ T

0 L(t,Stu(t), S̄t p(t)− S̄t u̇(t))dt + `(u(0),u(T )) if u ∈Xα,β

+∞ otherwise

is then self-dual on Lα
X ×Lβ

X∗ .

Mixed choice: We may of course use the first approach on a skew-adjoint operator
Γ1 and the second on Γ2 to associate to the sum Γ1 +Γ2, the self-dual Lagrangian

L (u, p) =
{ ∫ T

0 L(t,Stu,Γ1Stu+ S̄t p− S̄t u̇)dt + `(u(0),u(T )) if u ∈Xα,β

+∞ otherwise,

where St is the C0-unitary group associated to the skew-adjoint operator Γ2.

Further comments

The stability of self-dual Lagrangians under iteration with bounded skew-adjoint
operators was noted by Ghoussoub [55] and was verified in the unbounded case
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by Ghoussoub and Tzou [68]. The general case of a skew-adjoint operator modulo
boundary terms were given in Ghoussoub [58]. Applications to nonhomogeneous
boundary value problems and differential systems will be given in Chapter 8.





Chapter 5
Self-dual Vector Fields and Their Calculus

We introduce the concept of self-dual vector fields and develop their functional cal-
culus. Given a function on phase space L : X ×X∗ → R∪{+∞}, its symmetrized
vector field at x ∈ X is defined as the - possibly empty - subset of X∗ given by

∂L(x) = {p ∈ X∗;L(x, p)+L∗(p,x) = 2〈x, p〉}.

If L is convex and lower semicontinuous on X ×X∗, then

∂L(x) = {p ∈ X∗;(p,x) ∈ ∂L(x, p)}.

If now L is a self-dual Lagrangian, then

∂L(x) = {p ∈ X∗;L(x, p)−〈x, p〉= 0}.

A self-dual vector field is any map of the form ∂L, where L is a self-dual La-
grangian. A key point is that self-dual Lagrangians on phase space necessarily sat-
isfy L(x, p) ≥ 〈p,x〉 for all (p,x) ∈ X∗×X , and therefore the zeros v of a self-dual
vector field (i.e., 0 ∈ ∂L(v)) can be obtained by simply minimizing the functional
I(x) = L(x,0) and proving that the infimum is actually zero.

Self-dual vector fields are natural extensions of subdifferentials of convex lower
semicontinuous functions as well as their sum with skew-adjoint operators. Most re-
markable is the fact – shown in this chapter – that one can associate to any maximal
monotone operator T a self-dual Lagrangian L in such a way that T = ∂L, so that
equations involving these operators can be resolved variationally. In effect, self-dual
Lagrangians play the role of potentials of maximal monotone vector fields in a way
similar to how convex energies are the potentials of their own subdifferentials. This
representation reduces the often delicate calculus of maximal monotone operators
to the more manageable standard convex analysis of self-dual Lagrangians on phase
space. Moreover, all equations involving maximal monotone operators can now be
analyzed with the full range of methods – computational or not – that are available
for variational settings.

83
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5.1 Vector fields derived from self-dual Lagrangians

Definition 5.1. Let B be a bounded linear operator on a reflexive Banach space X
and let L : X ×X∗ → R∪{+∞} be a proper convex lower semicontinuous function
on X ×X∗.

1) The symmetrized B-vector fields of L at x ∈ X (resp., p ∈ X∗) are the possibly
empty sets

∂ BL(x) := {p ∈ X∗; (B∗p,Bx) ∈ ∂L(x, p)},

resp.
∂̃BL(p) := {x ∈ X ; (B∗p,Bx) ∈ ∂L(x, p)}.

2) The domains of these vector fields are the sets

Dom(∂ BL) = {x ∈ X ;∂LB(x) 6= /0}, resp. Dom(∂̃BL) = {p ∈ X∗; ∂̃BL(p) 6= /0}.

3) The graph of a symmetrized B-vector field ∂ BL is the following subset of phase
space X ×X∗:

MB(L) = {(x, p) ∈ X ×X∗;(B∗p,Bx) ∈ ∂L(x, p)}.

Remark 5.1. The vector fields defined above should not be confused with the subd-
ifferential ∂L of L as a convex function on X ×X∗. It is only in the case where the
Lagrangian is of the form L(x, p) = ϕ(x) + ϕ∗(p), where ϕ is convex and lower
semicontinuous, that the field x → ∂L(x) is identical to the subdifferential map
x → ∂ϕ(x).

Proposition 5.1. For any convex lower semicontinuous Lagrangian L on X ×X∗,
the map x → ∂L(x) is monotone.

Proof. Indeed, if p ∈ ∂L(x) and q ∈ ∂L(y), then

〈p−q,x− y〉=
1
2
〈(p,x)− (q,y),(x, p)− (y,q)〉 ≥ 0

since we have that (p,x) ∈ ∂L(x, p) and (q,y) ∈ ∂L(y,q).
We shall denote by δBL the vector field

δBL(x) =: {p ∈ X∗; L(x, p)−〈Bx, p〉= 0}. (5.1)

It is clear that ∂ BL = δBL whenever L is a B-self-dual Lagrangian. The following
summarizes their relationship for more general Lagrangians.

Proposition 5.2. Let L be a B-Fenchelian Lagrangian on X ×X∗. Then,

1. δBL(x)⊂ ∂ BL(x) for any x ∈ X.
2. If L is B-subself-dual, then δBL(x) = ∂ BL(x) for any x ∈ X.
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Proof. (1) Assuming L(x, p)−〈Bx, p〉= 0, consider (y,q) ∈ X ×X∗ and write

L(x+ y, p+q)−L(x, p) ≥ t−1[L(x+ ty, p+ tq)−L(x, p)
]

≥ t−1[〈B(x+ ty), p+ tq〉−〈Bx, p〉
]

≥ 〈Bx,q〉+ 〈y,B∗p〉+ t〈By,q〉.

Letting t → 0+, we get that L(x + y, p + q)− L(x, p) ≥ 〈Bx,q〉+ 〈y,B∗p〉, which
means that we have (B∗p,B∗x) ∈ ∂L(x, p).

For (2), we assume that p ∈ ∂ BL(x) and use Legendre-Fenchel duality to write

0 = L(x, p)−〈Bx, p〉+L∗(B∗p,Bx)−〈Bx, p〉.

We can conclude since L(x, p)≥ 〈Bx, p〉 and L∗(B∗p,Bx)≥ L(x, p)≥ 〈Bx, p〉.

For self-dual Lagrangians, the relationship between the various notions is more
transparent.

Proposition 5.3. Let L be a B-self-dual Lagrangian on phase space X ×X∗. Then,
the following assertions are equivalent:

1. p ∈ ∂ BL(x).
2. x ∈ ∂̃LB(p).
3. 0 ∈ ∂ BLp(x), where Lp is the B-self-dual Lagrangian Lp(x,q) = L(x, p + q) +
〈Bx, p〉.

4. The infimum of the functional Ip(u) = L(u, p)−〈Bu, p〉 is zero and is attained at
x ∈ X.

Proof. Assertions (1) and (2) are readily equivalent. It is clear that (3) is a reformu-
lation of (1) in view of Proposition 3.4 (2). For the equivalence with (3) and (4), use
the definition of B-self-duality and Legendre-Fenchel duality to write

2〈Bx, p〉= L(x, p)+L∗(B∗p,Bx)≥ 〈x,B∗p〉+ 〈p,Bx〉= 2〈Bx, p〉,

and therefore L(x, p)−〈Bx, p〉= 0 if and only if L(x, p)+L∗(B∗p,Bx) = 〈x,B∗p〉+
〈p,Bx〉, which is equivalent to (B∗p,Bx) ∈ ∂L(x, p).

The following vector fields are central to the subject of this book.

Definition 5.2. A set-valued function F : Dom(F) ⊂ X → 2X∗
is said to be a B-

self-dual vector field if there exists a B-self-dual Lagrangian on X ×X∗ such that
F(x) = ∂ BL(x) for every x ∈ Dom(F).
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5.2 Examples of B-self-dual vector fields

1. Vector fields associated to convex energy functionals

For a basic self-dual Lagrangian of the form L(x, p) = ϕ(x)+ ϕ∗(p), where ϕ is a
convex lower semicontinuous function, and ϕ∗ is its Legendre conjugate on X∗, it
is clear that

∂L(x) = ∂ϕ(x) while ∂̃L(p) = ∂ϕ∗(p).

The corresponding variational problem reduces to minimizing the convex functional
I(x) = L(x,0) = ϕ(x)+ϕ∗(0) in order to solve equations of the form 0∈ ∂ϕ(x). The
associated self-dual Lagrangian submanifold is then the graph of ∂ϕ , which is

MI,ϕ = {(x, p) ∈ X ×X∗; p ∈ ∂ϕ(x)}.

2. Superposition of conservative and dissipative vector fields

More interesting examples of self-dual Lagrangians are of the form L(x, p) = ϕ(x)+
ϕ∗(−Γ x + p), where ϕ is a convex and lower semicontinuous function on X and
Γ : X → X∗ is a skew-symmetric operator. The corresponding self-dual vector fields
are then

∂L(x) = Γ x+∂ϕ(x) while ∂̃L(p) = (Γ +∂ϕ)−1(p).

More generally, if the operator Γ is merely nonnegative (i.e., 〈Γ x,x〉 ≥ 0), then one
can still write the vector field Γ + ∂ϕ as ∂L for some self-dual Lagrangian L on
X×X∗. Indeed, denoting by C (X) the cone of bounded below, proper convex lower
semicontinuous functions on X and by Γ ∈ A (X) the cone of nonnegative linear
operators from X into X∗, we can show the following proposition.

Proposition 5.4. To any pair (ϕ,Γ ) ∈ C (X)×A (X), one can associate a self-dual
Lagrangian L := L(ϕ,Γ ) such that for p ∈ X∗ the following are equivalent:

1. The equation Γ x+∂ϕ(x) = p has a solution x̄ ∈ X.
2. The functional Ip(x) = L(x, p)−〈x, p〉 attains its infimum at x̄∈ X with Ip(x̄) = 0.
3. p ∈ ∂L(x̄).

Proof. Let L(x, p) = ψ(x)+ψ∗(−Γ asx+ p), where ψ is the convex function ψ(x) =
1
2 〈Γ x,x〉+ ϕ(x), and where Γ as = 1

2 (Γ −Γ ∗) is the antisymmetric part of Γ and
Γ sym = 1

2 (Γ +Γ ∗) is its symmetric part. The fact that the minimum of I(x) = ψ(x)+
ψ∗(−Γ asx+ p)−〈x, p〉 is equal to 0 and is attained at some x̄∈X means that ψ(x̄)+
ψ∗(−Γ asx̄+ p) = 〈Γ asx̄+ p, x̄〉, which yields, in view of Legendre-Fenchel duality,
that −Γ asx̄+ p ∈ ∂ψ(x̄) = Γ symx̄+∂ϕ(x̄), and hence, x̄ solves p ∈ Γ x+∂ϕ(x).
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4. Superposition of dissipative vector fields with skew-adjoint operators
modulo a boundary

Now let Γ : D(Γ )⊂X →X∗ be an antisymmetric operator modulo a boundary triplet
(H,R,B). Let L : X ×X∗→R be a self-dual Lagrangian and let ` : H →R∪{+∞}
be an R-self-dual convex continuous function on H. Then, the self-dual vector field
associated to the Lagrangian LΓ ,` on X ×X∗

LΓ ,`(x, p) =
{

L(x,Γ x+ p)+ `(Bx) if x ∈ D(Γ )∩D(B)
+∞ if x /∈ D(Γ )∩D(B)

– which is self-dual, for example under the hypotheses of Proposition 4.2 – is given
by

p ∈ ∂LΓ ,`(x) if and only if
{

p ∈ ∂L(x)−Γ x
0 ∈ ∂`(Bx)−RBx.

(5.2)

Indeed, if L(Γ ,`)(x, p)−〈x, p〉= 0, we write

L(Γ ,`)(x, p)−〈x, p〉 = L(x,Γ x+ p)+ `(Bx)−〈x, p〉−〈x,Γ x〉− 1
2
〈Bx,RBx〉

= L(x,Γ x+ p)−〈x,Γ x+ p〉− 1
2
〈Bx,RBx〉+ `(Bx).

Since L(x, p)≥ 〈x, p〉 and `(s)≥ 1
2 〈s,Rs〉, we get{

L(x,Γ x+ p) = 〈x,Γ x+ p〉
`(Bx) = 1

2 〈Bx,RBx〉, (5.3)

and we are done.

4. Maximal monotone operators

The vector fields of the form Γ + ∂ϕ above are actually very particular but impor-
tant examples of maximal monotone operators. It turns out that this latter class of
operators coincides with the class of self-dual vector fields. This remarkable result
is only of theoretical value since the corresponding self-dual Lagrangians are not
given by an explicit formula as in the case of the vector fields Γ + ∂ϕ . We shall
postpone its proof until the next section.

5. AntiHamiltonian vector fields

By considering a basic B-self-dual Lagrangian of the form L(x, p) = ϕ(Bx)+ϕ∗(p),
where ϕ is convex lower semicontinuous and B is onto (or ϕ continuous and B has
dense range), we obtain a B-self-dual vector field of the form
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∂ BL(x) = ∂ϕ(Bx) while ∂̃L(p) = B−1∂ϕ∗(p).

In the case where B is the symplectic matrix J(x,y) = (−y,x), these correspond to
vector fields of the form J∂H that appear in Hamiltonian systems. In other words,
the J-self-dual Lagrangian associated to the vector field J∂H, where H is a convex
lower semicontinuous function on Rn×Rn, is

L((x,y),(p,q)) = H(x,y)+H∗(q,−p).

If A : X → X∗ is a bounded linear operator, then the operator J∗ ◦ (A∗,A) is skew-
adjoint, which means that the Lagrangian

M((x,y),(p,q)) = H(x,y)+H∗(Ay+q,−A∗x− p)

is J-self-dual and the vector field (A∗,A)+ J∂H is J-self-dual. This means that if A
is self-adjoint, then solving the system

(Ax,Ay) ∈ J∂H(x,y) (5.4)

reduces to minimizing the functional E(x,y) = H(x,y)+H∗(Ay,−Ax). This simple
case will be used in Chapter 7 to solve certain convex-concave Hamiltonian systems.
This is, however, not the case for Hamiltonian evolutions where A = d

dt , which is
essentially skew-adjoint. In this case and in order to solve (Ax,Ay) ∈ −J∂H(x,y),
we are led to minimize the more complicated functional

Ẽ(x,y) = H(x,y)+H∗(Ay,−Ax)−2〈Ay,x〉.

This will warrant an extension of our results on J-self-dual functionals and will be
considered in Part III of this book.

5.3 Operations on self-dual vector fields

The following proposition summarizes the elementary properties of the operator ∂ B
on self-dual Lagrangians.

Proposition 5.5. Let B be a bounded linear operator on a reflexive Banach space X
and let L be a B-self-dual Lagrangian on X ×X∗. The following properties hold:

1. If λ > 0, then the vector field associated to the Lagrangian (λ · L)(x, p) :=
λ 2L( x

λ
, p

λ
) is

∂ B(λ ·L)(x) = λ∂ BL
( x

λ

)
.

2. For y ∈ X and q ∈ X∗, consider My and Np to be the translated Lagrangians
defined respectively by My(x, p) = L(x + y, p)−〈By, p〉 and Nq(x, p) = L(x, p +
q)−〈x,B∗q〉. Then,
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∂ BMy(x) = ∂ BL(x+ y) and ∂ BNq(x) = ∂ BL(x)−q.

3. If X is a Hilbert space, U is a unitary operator (U−1 = U∗) on X that commutes
with B, and if M(x, p) := L(Ux,U p), then

∂ BM(x) = U∗
∂ BL(Ux).

4. If Bi is a bounded operator on a reflexive Banach space Xi for each i ∈ I and if Li
is a convex lower semicontinuous Lagrangian on Xi, then on the product space
Πi∈IXi, we have

∂ B(Σi∈ILi) = Πi∈I∂ BiLi.

5. If Γ : X → X∗ is any skew-adjoint operator and LΓ (x, p) = L(x,−Γ x+ p), then

∂ BLΓ = ∂ BL+Γ .

6. If Γ : X → X∗ is an invertible skew-adjoint operator and Γ L(x, p) = L(x +
Γ−1 p,Γ x), then

∂ B(Γ L)(x) = Γ ∂̃LB(Γ x)−Γ x.

7. If L ∈L (X) and M ∈L (Y ), B1 (resp., B2) is a linear operator on X (resp., Y )
and A : X → Y ∗ is such that AB1 = B∗2A, then setting B = (B1,B2) on X ×Y , and
writing J for the symplectic operator J(x,y) = (−y,x), we have

∂ B(L⊕A M) = (∂ B1L,∂ B2M)+(A∗,A)◦ J.

8. If ϕ is a convex continuous function on X ×Y , B1, B2, and A are as in (7),
and if L is the Lagrangian on (X ×Y )× (X∗×Y ∗) defined by L((x,y),(p,q)) =
ϕ(B1x,B2y)+ϕ∗(A∗y+ p,−Ax+q), then

∂ BL = ∂ϕ(B1,B2)+(A∗,A)◦ J.

Proposition 5.6. Let B be a bounded linear operator on a reflexive Banach space
X. The following properties hold for any B-self-dual Lagrangians L and M:

1. ∂ B(L⊕M)⊂ ∂ B(L)+∂ B(M).
2. If Dom1(L)−Dom1(M) also contains a neighborhood of the origin, then ∂ B(L⊕

M) = ∂ B(L)+∂ B(M).
3. If M(x, p) = ϕ(Bx)+ϕ∗(p) with ϕ convex and finite on X, then ∂ B(L⊕M)(x) =

∂ BL(x)+∂ϕ(Bx).
4. If B = Id and p ∈ ∂L1

λ
(x), then p ∈ ∂L(Jλ (x, p)), where Jλ is defined in (3.12).

5. For each x ∈ X, we have sup
{
‖p‖; p ∈ ∂L1

λ
(x)
}
≤ inf

{
‖q‖;q ∈ ∂L(x)

}
.

Proof. The proofs of (1), (2) and (3) are left as exercises. For (4), we assume
Lλ (x, p) = 〈x, p〉 and write

2〈x, p〉 = Lλ (x, p)+Lλ (x, p)
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= 2
(

L
(
Jλ (x, p), p

)
+
‖x− Jλ (x, p)‖2

X
2λ

+
λ‖p‖2

X∗

2

)
= L∗

(
p,Jλ (x, p)

)
+L
(
Jλ (x, p), p

)
+2
(
‖x− Jλ (x, p)‖2

X
2λ

+
λ‖p‖2

X∗

2

)
≥ 2〈p,Jλ (x, p)〉+2〈x− Jλ (x, p), p〉
= 2〈x, p〉.

The second to last inequality is deduced by applying the Legendre-Fenchel inequal-
ity to the first two terms and the last two terms. The chain of inequality above shows
that all inequalities are equalities. This implies, again by the Legendre-Fenchel in-
equality, that

(
p,Jλ (x, p)

)
∈ ∂L

(
Jλ (x, p), p

)
.

For (5), if pλ ∈ ∂L1
λ
(x), then (pλ ,x) = ∂Lλ (x, pλ ), and we get from (3.12) that

pλ =
x− Jλ (x, pλ )

λ
∈ ∂1L

(
Jλ (x, pλ ), pλ

)
,

and from property (4) that(
pλ ,Jλ (x, pλ )

)
∈ ∂L

(
Jλ (x, pλ ), pλ

)
.

If now p∈ ∂L(x), then setting vλ = Jλ (x, pλ ) and using that
(

pλ ,vλ

)
∈ ∂L

(
vλ , pλ

)
,

we get from monotonicity and the fact that pλ = x−vλ

λ

0 ≤
〈
(x, p)− (vλ , pλ ),

(
∂1L(x, p),∂2L(x, p)

)
− (pλ ,vλ )

〉
=
〈

(x, p)− (vλ , pλ ),(p,x)− (
x− vλ

λ
,vλ )

〉
= −‖x− vλ‖2

X
λ

+ 〈x− vλ , p〉+ 〈p,x− vλ 〉−〈pλ ,x− vλ 〉

= −2
‖x− vλ‖2

X
λ

+2〈x− vλ , p〉,

which yields that ‖x−vλ ‖X
λ

≤ ‖p‖X∗ and finally the desired bound ‖pλ‖ ≤ ‖p‖ for all
λ > 0.

Exercises 5.A. More on self-dual vector fields

1. Prove claims (1) - (8) in Proposition 5.5 and show that they hold for any convex lower semi-
continuous Lagrangian on X ×X∗.

2. Prove claims (1), (2) and (3) in Proposition 5.6, and show that it suffices to assume that L and
M are Fenchelian.

3. Assume p > 1, 1
p + 1

q = 1, D : X → X∗ is a duality map, and let L be a self-dual Lagrangian on

X ×X∗. Prove that, for every x ∈ X and λ > 0, we have ∂̄L2
λ ,p(x) = ∂̄L(x)+λ p−1‖x‖p−2Dx.
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4. Show also that, for every x ∈ X , we have ∂̄L1
λ ,p(x) = ∂̄L(x + λ q−1‖r‖q−2D−1r), where r =

∂L(x).

5.4 Self-dual vector fields and maximal monotone operators

We now show that self-duality is closely related to a more familiar notion in nonlin-
ear analysis. The following establishes a one-to-one correspondence between max-
imal monotone operators and self-dual vector fields.

Theorem 5.1. If T : D(T ) ⊂ X → 2X∗
is a maximal monotone operator with a

nonempty domain, then there exists a self-dual Lagrangian L on X ×X∗ such that
T = ∂L. Conversely, if L is a proper self-dual Lagrangian L on a reflexive Banach
space X ×X∗, then the vector field x → ∂L(x) is maximal monotone.

We shall need the following two lemmas.

Lemma 5.1. Let T : D(T ) ⊂ X → 2X∗
be a monotone operator, and consider on

X ×X∗ the Lagrangian LT defined by

LT (x, p) = sup{〈p,y〉+ 〈q,x− y〉; (y,q) ∈ G(T )} (5.5)

1. If Dom(T ) 6= /0, then LT is a convex and lower semicontinuous function on X×X∗

such that, for every x ∈ Dom(T ), we have T x ⊂ ∂L(x)∩ δL(x). Moreover, we
have

L∗T (p,x)≥ LT (x, p) for every (x, p) ∈ X ×X∗. (5.6)

2. If T is maximal monotone, then T = ∂L = δL and LT is Fenchelean, that is

LT (x, p)≥ 〈x, p〉 for all (x, p) ∈ X ×X∗. (5.7)

Proof. (1) If x ∈ Dom(T ) and p ∈ T x, then the monotonicity of T yields for any
(y,q) ∈ G(T )

〈x, p〉 ≥ 〈y, p〉+ 〈x− y,q〉

in such a way that LT (x, p)≤ 〈x, p〉. On the other hand, we have

LT (x, p)≥ 〈x, p〉+ 〈p,x− x〉= 〈x, p〉,

and therefore p ∈ δL(x). Write now for any (y,q) ∈ X ×X∗,

LT (x+ y, p+q)−LT (x, p) = sup{〈p+q,z〉+ 〈r,x+ y〉−〈z,r〉; (z,r) ∈ G(T )}
−LT (x, p)

≥ 〈p+q,x〉+ 〈p,x+ y〉−〈p,x〉−〈p,x〉
= 〈q,x〉+ 〈p,y〉,

which means that (p,x) ∈ ∂L(x, p) and therefore p ∈ ∂L(x).
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Note that LT (x, p) = H∗
T (p,x), where HT is the Lagrangian on X×X∗ defined by

HT (x, p) =
{
〈x, p〉 if (x, p) ∈ G(T )
+∞ otherwise. (5.8)

Since LT (x, p) = 〈x, p〉= HT (x, p) whenever (x, p) ∈G(T ), it follows that LT ≤HT
on X ×X∗ and so L∗T (p,x)≥ H∗

T (p,x) = LT (x, p) everywhere.
For (2), if now T is maximal, then necessarily T x = δLT (x)∩∂LT (x) = ∂LT (x)

since x → ∂LT (x) is a monotone extension of T . In order to show (5.7), assume to
the contrary that LT (x, p) < 〈x, p〉 for some (x, p) ∈ X ×X∗. Then,

〈p,y〉+ 〈q,x− y〉< 〈p,x〉 for all (y,q) ∈ G(T ),

and therefore
〈p−q,x− y〉> 0 for all (y,q) ∈ G(T ).

But since T is maximal monotone, this means that p ∈ T x. But then p ∈ δLT (x) by
the first part, leading to LT (x, p) = 〈x, p〉, which is a contradiction.

Finally, note that since LT is now subself-dual, we have from Proposition 5.2 that
T x = ∂LT (x) = δLT (x).

Proposition 5.7. Let X be a separable reflexive Banach space, and let L be a convex
lower semicontinuous Lagrangian on X ×X∗ that satisfies

L∗(p,x)≥ L(x, p)≥ 〈x, p〉 for every (x, p) ∈ X ×X∗. (5.9)

Then, there exists a self-dual Lagrangian N on X ×X∗ such that ∂L = ∂N and

L∗(p,x)≥ N(x, p)≥ L(x, p) for every (x, p) ∈ X ×X∗. (5.10)

Proof. The Lagrangian N is simply the proximal average – as defined in Proposition
2.6 – of L and L̃, where L̃(x, p) = L∗(p,x). It is defined as

N(x, p) : = inf
{

1
2

L(x1, p1)+
1
2

L∗(p2,x2)

+
1
8
‖x1− x2‖2 +

1
8
‖p1− p2‖2; (x, p) =

1
2
(x1, p1)+

1
2
(x2, p2)

}
.

It is easy to see that L(x, p) ≤ N(x, p) ≤ L∗(p,x), and in view of (11) in Propo-
sition 2.6, N is clearly a self-dual Lagrangian on X ×X∗. It remains to show that
∂L(x) = ∂N(x). Indeed, first it is clear that ∂N(x)⊂ ∂L(x). On the other hand, since
L is sub-self-dual, we have from Lemma 5.2 that δ̄L(x) = ∂L(x), which means that
if p∈ ∂L(x), then (p,x)∈ ∂L(x, p) and therefore L(x, p)+L∗(p,x) = 2〈x, p〉. Again,
since p∈ ∂L(x), this implies that L∗(p,x) = 〈x, p〉 and therefore N(x, p) = 〈x, p〉 and
p ∈ ∂N(x).
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Proof of Theorem 5.1: First, assume T is a maximal monotone operator, and asso-
ciate to it the sub-self-dual Lagrangian LT via Lemma 5.1,

T = ∂LT and L∗T (p,x)≥ LT (x, p)≥ 〈x, p〉.

Now apply the preceding proposition to LT to find a self-dual Lagrangian NT such
that LT (x, p)≤ NT (x, p)≤ L∗T (p,x) for every (x, p) ∈ X ×X∗ and T x = ∂NT (x) for
any x ∈ D(T ).

For the converse, we shall use a result that we establish in the next chapter
(Proposition 6.1). Consider a self-dual Lagrangian L and denote by D : X → 2X∗

the duality map between X and X∗,

D(x) = {p ∈ X∗; 〈p,x〉= ‖x‖2}.

It suffices to show that the vector field ∂L+D is onto [130]. In other words, we need
to find for any p ∈ X∗ an x ∈ X such that p = (∂L+D)(x). For that, we consider the
following Lagrangian on X ×X∗:

M(x, p) = inf
{

L(x, p− r)+
1
2
‖x‖2

X +
1
2
‖r‖2

X∗ ; r ∈ X∗
}

.

It is a self-dual Lagrangian according to Proposition 3.4. Moreover, assuming with-
out loss of generality that the point (0,0) is in the domain of L, we get the estimate
M(0, p) ≤ L(0,0) + 1

2‖p‖2
X∗ , and therefore Proposition 6.1 applies and we obtain

x̄ ∈ X so that p ∈ ∂M(x̄). This means that

M(x̄, p)−〈x̄, p〉 = inf
{

L(x̄, p− r)−〈x̄, p− r〉+ 1
2
‖x̄‖2

X +
1
2
‖r‖2

X∗ −〈x̄,r〉; r ∈ X∗
}

= 0.

In other words, there exists r̄ ∈ D(x̄) such that p− r̄ ∈ ∂L(x̄) and we are done.

Exercises 5.B. Operations on maximal monotone operators via the
corresponding Lagrangian calculus

Let T : D(T ) ⊂ X → 2X∗
be a monotone operator, and consider on X ×X∗ the “Fitzpatrick La-

grangian” FT ,
FT (x, p) = sup{〈p,y〉+ 〈q,x− y〉; (y, p) ∈ G(T )},

and let LT be the self-dual Lagrangian obtained by the proximal average of FT and F∗
T . We shall

then say that LT is a self-dual potential for T .

1. Show that ∂LT is a maximal monotone extension of T .
2. Assuming that T satisfies for all x ∈ X

‖T x‖ ≤C(1+‖x‖) and 〈T x,x〉 ≥ α‖x‖2−β , (5.11)
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show that we then have for all (x, p) ∈ X ×X∗,

FT (x, p)≤ (C‖x‖+‖p‖)2

2α
+C‖x‖−β .

3. For a given maximal monotone operator T : D(T )⊂ X → X∗, show the following

• If λ > 0, then the vector field λ ·T defined by (λ ·T )(x) = λT ( x
λ
) is maximal monotone

with self-dual potential given by (λ ·LT )(x, p) := λ 2LT ( x
λ
, p

λ
).

• For y ∈ X and q ∈ X∗, the vector field T 1,y (resp., T 2,q) given by T 1,y(x) = T (x + y) (resp.,
T 2,q(x) = T (x)− q) is maximal monotone with self-dual potential given by My(x, p) =
LT (x+ y, p)−〈y, p〉 (resp., Nq(x, p) = LT (x, p+q)−〈x,q〉).

• If X is a Hilbert space and U is a unitary operator (UU∗ = U∗U = I) on X , then the vector
field TU given by TU (x) = U∗T (Ux) is maximal monotone with self-dual potential given by
M(x, p) := LT (Ux,U p).

• If Λ : X →X∗ is any bounded skew-adjoint operator, then the vector field T +Λ is a maximal
monotone operator with self-dual potential given by M(x, p) = LT (x,−Λx+ p).

• If Λ : X → X∗ is an invertible skew-adjoint operator, then the vector field ΛT−1Λ −Λ is
maximal monotone with self-dual potential given by M(x, p) = LT (x+Λ−1 p,Λx).

4. If ϕ is a convex lower semicontinuous function on X ×Y , where X ,Y are reflexive Banach
spaces, if A : X → Y ∗ is any bounded linear operator, and if J is the symplectic operator on
X ×Y defined by J(x,y) = (−y,x), then the vector field ∂ϕ +(A∗,A)◦ J is maximal monotone
on X ×Y with self-dual potential given by L((x,y),(p,q)) = ϕ(x,y)+ϕ∗(A∗y+ p,−Ax+q).

5. If Ti is maximal monotone on a reflexive Banach space Xi for each i ∈ I, then the vector field
Πi∈ITi on Πi∈IXi given by (Πi∈ITi)((xi)i) = Πi∈ITi(xi) is maximal monotone with self-dual
potential M((xi)i,(pi)i) = Σi∈ILTi (xi, pi).

6. If T1 (resp., T2) is a maximal operator on X (resp., Y ), then for any bounded linear operator
A : X →Y ∗, the vector field defined on X×Y by T = (T1,T2)+(A∗,A)◦J is maximal monotone
with self-dual potential given by L((x,y),(p.q)) := LT1 (x,A

∗y+ p)+LT2 (y,−Ax+q).
7. If T and S are two maximal monotone operators on X such that D(T−1)−D(S−1) contains

a neighborhood of the origin in X∗, then the vector field T + S is maximal monotone with
potential given by LT ⊕LS.

8. If T and S are two maximal monotone operators on X such that D(T )−D(S) contains a neigh-
borhood of the origin in X , then the vector field T ? S whose potential is given by LT ? LS is
maximal monotone.

Exercises 5.C. Maximal monotone operators on path spaces via the
corresponding Lagrangian calculus

Let I be any finite time interval, which we shall take here without loss of generality, to be [0,1],
and let X be a reflexive Banach space. A time-dependent – possibly set-valued – monotone map on
[0,1]×X (resp., a time-dependent convex Lagrangian on [0,1]×X ×X∗) is a map T : [0,1]×X →
2X∗

(resp., a function L : [0,1]×X ×X∗ → R∪{+∞}) such that:

• T (resp., L) is measurable with respect to the σ -field generated by the products of Lebesgue
sets in [0,1] and Borel sets in X (resp., in X ×X∗).

• For each t ∈ [0,1], the map Tt := T (t, ·) is monotone on X (resp., the Lagrangian L(t, ·, ·) is
convex and lower semicontinuous on X ×X∗).

1. If T is a time-dependent maximal monotone operator on [0,1]×X , then the function LT (t,x, p)=
LTt (x, p) is a time-dependent self-dual Lagrangian LT on [0,1]×X ×X∗.
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2. If T satisfies

‖T (t,x)‖ ≤C(t)(1+‖x‖) and 〈T (t,x),x〉 ≥ α(t)‖x‖2−β (t) (5.12)

for C(t), α−1(t) in L∞([0,1]), and β (t) ∈ L1([0,1]), then for some K > 0 we have for any u in
L2

X [0,1] and p in L2
X∗ [0,1]

LT (u, p) =
∫ 1

0
LT (t,u(t), p(t))dx ≤ K(1+‖u‖2

2 +‖p‖2
2), (5.13)

and the operator T̄ defined on L2
X by T̄ (u(t)t) = (T (t,u(t)))t is maximal monotone with poten-

tial given by L (u, p) =
∫ 1

0 LTt (u(t), p(t))dt.
3. Let T be a time-dependent maximal monotone operator on [0,1]×H, where H is a Hilbert

space, and let S be a maximal monotone operator on H. Then, the operator

T u =
(

u̇+Tt u,S(u(0)−u(1))+
u(0)+u(1)

2

)
is maximal monotone on A2

H , with its potential given by the self-dual Lagrangian defined on
A2

H × (A2
H)∗ = A2

H × (H×L2
H) by

L (u, p) =
∫ 1

0
LTt

(
u(t)+ p0(t),−u̇(t)

)
dt +LS

(
u(1)−u(0)+ p1,

u(0)+u(1)
2

)
.

Here, the dual of the space A2
H :=

{
u : [0,1]→ H; u̇ ∈ L2

H
}

is identified with H × L2
H via the

duality formula

〈u,(p1, p0)〉A2
H ,H×L2

H
=
〈

u(0)+u(1)
2

, p1

〉
+
∫ 1

0
〈u̇(t), p0(t)〉dt,

where u ∈ A2
H and (p1, p0(t)) ∈ H×L2

H .

Further comments

It is natural to investigate the relationship between maximal monotone operators and
self-dual vector fields since both could be seen as extensions of the superposition of
subgradients of convex functions with skew-symmetric operators. An early indica-
tion was the observation we made in [55] that self-dual vector fields are necessarily
maximal monotone. We suggested calling them then “integrable maximal monotone
fields”, not suspecting that one could eventually prove that all maximal monotone
operators are integrable in the sense that they all derive from self-dual Lagrangians
[57]. This surprising development actually occurred when we realized through the
book of Phelps [130] that Krauss [82] and Fitzpatrick [50] had done some work in
this direction in the 1980’s, and had managed to associate to a maximal monotone
operator T a “convex potential” on phase space. In our terminology, their potential
is Fenchelian and sub-self-dual.

The question of whether one can establish the existence of a truly self-dual La-
grangian associated to T was actually one of the original questions of Kirkpatrick
[50]. We eventually announced a proof of the equivalence in [57], where we used
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Asplund’s averaging technique between the sub-self-dual Lagrangian L given by
Fitzpatrick and its Legendre dual L∗. This turned out to require a boundedness as-
sumption that could be handled by an additional approximation argument. Later, and
upon seeing our argument, Bauschke and Wang [22] gave an explicit formula for the
Lagrangian by using the proximal interpolation between L and L∗. It is this formula
that we use here. Almost one year later, we eventually learned that the sufficient
condition in the equivalence had been established earlier with completely different
methods by R.S. Burachek and B. F. Svaiter in [35], while the necessary condition
was shown by B. F. Svaiter in [154]. Most of the material in this chapter is taken
from Ghoussoub [60].



Part II
COMPLETELY SELF-DUAL SYSTEMS

AND THEIR LAGRANGIANS



Many boundary value problems and evolution equations can be written in the form

0 ∈ ∂L(x),

where L is a self-dual Lagrangian on phase space X×X∗ and X is a reflexive Banach
space. These are the completely self-dual systems. They can be solved by minimiz-
ing functionals of the form

I(x) = L(x,0).

These are the completely self-dual functionals. They are convex lower semicontin-
uous and nonnegative , and under appropriate coercivity conditions they attain their
infimum. Their main relevance, though, stems from the fact that this infimum is
equal to 0. This property allows for variational formulations and resolutions of sev-
eral basic differential equations and systems, which – often because of lack of self-
adjointness – cannot be expressed as Euler-Lagrange equations, but can be written
as a completely self-dual system.

This framework contains all known equations involving maximal monotone op-
erators since they are shown to be self-dual vector fields. Issues of existence and
uniqueness of solutions of such equations are easily deduced from the considera-
tions above, with the added benefit of associating to these problems new, completely
self-dual energy functionals.

The functional calculus on phase space – developed in Part I – allows for natural
constructions of such functionals in many situations where the theory of maximal
monotone operators proved delicate. The remarkable permanence properties of self-
dual Lagrangians, lead to a fairly large class of completely self-dual equations to
which the proposed variational theory applies.



Chapter 6
Variational Principles for Completely Self-dual
Functionals

Our basic premise is that many boundary value problems and evolution equations
can be solved by minimizing completely self-dual functionals of the form

Ip(x) = L(x, p)−〈Bx, p〉,

where L is a B-self-dual Lagrangian. Since such functionals Ip are always nonnega-
tive , their main relevance to our study stems from the fact that their infimum is actu-
ally equal to 0. This property allows for variational formulations and resolutions of
several basic differential systems, which – often because of lack of self-adjointness
or linearity – cannot be expressed as Euler-Lagrange equations but can be written in
the form

p ∈ ∂ BL(x).

The fact that the infimum of a completely self-dual functional I is zero follows
from the basic duality theory in convex analysis, which in our particular – yet so
natural and so encompassing – self-dual setting leads to a situation where the value
of the dual problem is exactly the negative of the value of the primal problem, hence
leading to zero as soon as there is no duality gap.

Several immediate applications follow from this observation coupled with the
remarkable fact that the Lagrangian LΓ (x, p) = L(x,Γ x + p) remains self-dual on
X ×X∗, provided L is and as long as Γ is a skew-symmetric operator. One then
quickly obtains variational formulations and resolutions of the Lax-Milgram theo-
rem, variational inequalities, nonself-adjoint semilinear Dirichlet problems, certain
differential systems, and other nonpotential operator equations.

99
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6.1 The basic variational principle for completely self-dual
functionals

We consider the problem of minimizing self-dual functionals. It is covered by the
following very simple – yet far-reaching – proposition. Actually, we shall only need
the following relaxed version of self-duality.

Definition 6.1. Given a bounded linear operator B : X →X and a convex Lagrangian
L in L (X), we shall say that:

1. L is partially B-self-dual if

L∗(0,Bx) = L(x,0) for all x ∈ X . (6.1)

2. L is B-self-dual on the graph of a map Γ : D(Γ )⊂ X into X∗ if

L∗(B∗Γ x,Bx) = L(x,Γ x) for all x ∈ D(Γ ). (6.2)

3. More generally, if Y ×Z is a subset of X ×X∗, we shall say that L is self-dual on
Y ×Z if

L∗(B∗p,Bx) = L(x, p) for all (x, p) ∈ Y ×Z. (6.3)

We start by noting that if L is partially B-self-dual, then again

I(x) = L(x,0)≥ 0 for every x ∈ X (6.4)

and
I(x̄) = inf

x∈X
I(x) = 0 if and only if 0 ∈ ∂ BL(x̄). (6.5)

This leads to the following definition.

Definition 6.2. A function I : X → R∪{+∞} is said to be a completely self-dual
functional on the Banach space X if there exists a bounded linear operator B on
X and a partially B-self-dual Lagrangian L on X ×X∗ such that I(x) = L(x,0) for
x ∈ X .

We now give sufficient conditions to ensure that the infimum of completely self-dual
functionals is zero and is attained.

Proposition 6.1. Let L be a convex lower semi continuous functional on a reflexive
Banach space X ×X∗ and let B be a bounded linear operator on X. Assume that
L is a partially B-self-dual Lagrangian and that for some x0 ∈ X the function p →
L(x0, p) is bounded above on a neighborhood of the origin in X∗.

1. If B is onto, then there exists x̄ ∈ X such that{
L(x̄,0) = inf

x∈X
L(x,0) = 0,

0 ∈ ∂ BL(x̄).
(6.6)
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2. If B has dense range and L∗ is continuous in the second variable, then there exists
ȳ ∈ X such that

L∗(0, ȳ) = inf
x∈X

L∗(0,x) = inf
x∈X

L(x,0) = 0. (6.7)

Moreover, if lim
‖x‖→∞

L(x,0) = +∞, then (6.6) also holds with ȳ = Bx̄.

Proof. This follows from the basic duality theory in convex optimization de-
scribed in Section 2.7. Indeed, if (Pp) is the primal minimization problem h(p) =
inf
x∈X

L(x, p) in such a way that (P0) is the initial problem h(0) = inf
x∈X

L(x,0), then the

dual problem (P∗) is supy∈X −L∗(0,y), and we have the weak duality formula

infP0 := inf
x∈X

L(x,0)≥ sup
y∈X

−L∗(0,y) := supP∗.

From the “partial B-self-duality” of L, we get

inf
x∈X

L(x,0)≥ sup
y∈X

−L∗(0,y)≥ sup
z∈X

−L∗(0,Bz) = sup
z∈X

−L(z,0). (6.8)

Note that h is convex on X∗ and that its Legendre conjugate satisfies h∗(By) =
L∗(0,By) = L(y,0) on X .

If now for some x0 ∈ X the function p → L(x0, p) is bounded above on a neigh-
borhood of the origin in X∗, then h(p) = inf

x∈X
L(x, p) ≤ L(x0, p) and therefore h is

subdifferentiable at 0 (i.e., the problem (P0) is then stable). Any point ȳ ∈ ∂h(0) is
then a minimizer for x → L∗(0,x) on X , and we have two cases.

(1) If B is onto, then ȳ = Bx̄ ∈ ∂h(0) and h(0)+h∗(Bx̄) = 0, which means that

− inf
x∈X

L(x,0) =−h(0) = h∗(Bx̄) = L∗(0,Bx̄) = L(x̄,0)≥ inf
x∈X

L(x,0).

It follows that infx∈X L(x,0) = −L(x̄,0) ≤ 0, and in view of (6.5), we get that the
infimum of (P) is zero and attained at x̄, while the supremum of (P∗) is attained
at Bx̄. In this case, we have

L(x̄,0)+L∗(0,Bx̄) = 0,

which yields in view of the limiting case of Legendre duality that (0,Bx̄) ∈ ∂L(x̄,0)
or 0 ∈ ∂ BL(x̄).

(2) If B has dense range and L∗ is continuous in the second variable, we then get
for any sequence (Bxn)n going to ȳ

− inf
x∈X

L(x,0) = −h(0) = h∗(ȳ) = L∗(0, ȳ) = lim
n

L∗(0,Bxn) = lim
n

L(xn,0)

≥ inf
x∈X

L(x,0).

It follows that again infx∈X L(x,0) = L∗(0, ȳ) = infx∈X L∗(0,x) = 0.
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Finally, if lim
‖x‖→∞

L(x,0) = +∞, then (xn)n is necessarily bounded and a subse-

quence converges weakly to x̄ ∈ X . The rest follows from the lower semicontinuity
of I.

Remark 6.1. (i) If B is onto or if B has a dense range and L∗ is continuous in the
second variable, then (6.6) holds under the condition that x → L(x,0) is coercive in
the following sense:

lim
‖x‖→∞

L(x,0)
‖x‖

= +∞. (6.9)

Indeed, since h∗(By) = L∗(0,By) = L(y,0) on X , we get that h∗ is coercive on X ,
which means that h is bounded above on neighborhoods of zero in X∗.

Here is an immediate application of Proposition 6.1.

Corollary 6.1. Let L be a B-self-dual Lagrangian on a reflexive Banach space
X ×X∗, where B is a surjective operator on X. Suppose that, for some x0 ∈ X, the
function p → L(x0, p) is bounded on the balls of X∗. Then, for each p ∈ X∗, there
exists x̄ ∈ X such that{

L(x̄, p)−〈Bx̄, p〉 = inf
x∈X

{L(x, p)−〈Bx, p〉}= 0,

p ∈ ∂ BL(x̄).
(6.10)

Proof. We simply apply Proposition 6.1 to the translated Lagrangian M(x,q) =
L(x, p+q)−〈Bx, p〉, which is also self-dual on X ×X∗.

The following corollary already leads to many applications.

Corollary 6.2. Let B : X → X be bounded linear on a reflexive Banach space X
and let Γ : X → X∗ be an operator such that Γ ∗ ◦B is skew-adjoint. Let L be a
Lagrangian on X ×X∗ that is B-self-dual on the graph of Γ . Then, I(x) = L(x,Γ x)
is a completely self-dual functional on X. Moreover, assuming one of the conditions

(A) lim
‖x‖→∞

I(x)
‖x‖ = +∞ and B is onto (or B has dense range and L∗ is continuous in

the second variable) or
(B) Γ is invertible, the map x → L(x,0) is bounded above on the balls of X, and B
is onto (or B has dense range and L is continuous in the first variable),

then there exists x̄ ∈ X such that{
I(x̄) = inf

x∈X
I(x) = 0,

Γ x̄ ∈ ∂ BL(x̄).
(6.11)

Proof. We first note that the Lagrangian defined as M(x, p) = L(x,Γ x + p) is par-
tially B-self-dual. Indeed, fix (q,y) ∈ X∗×X , set r = Γ x+ p, and write
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M∗(B∗q,By) = sup{〈B∗q,x〉+ 〈By, p〉−L(x,Γ x+ p);(x, p) ∈ X ×X∗}
= sup{〈B∗q,x〉+ 〈By,r−Γ x〉−L(x,r);(x,r) ∈ X ×X∗}
= sup{〈B∗q+Γ

∗By,x〉+ 〈By,r〉−L(x,r);(x,r) ∈ X ×X∗}
= L∗(B∗q+B∗Γ y,By).

If q = 0, then M∗(0,By) = L∗(B∗Γ y,By) = L(y,Γ y) = M(y,0), and M is therefore
partially B-self-dual.

Similarly, one can show that the Lagrangian N(x, p) = L(x +Γ−1 p;Γ x) is par-
tially B-self-dual, provided Γ is an invertible operator.

In other words, I has two possible representations as a completely self-dual func-
tional:

I(x) = M(x,0) = N(x,0).

Under assumption (A), we apply Proposition 6.1 to M to obtain x̄ ∈ X such that:

L(x̄,Γ x̄) = M(x̄,0) = inf
x∈X

M(x,0) = inf
x∈X

L(x,Γ x) = 0.

Now, note that

L(x̄,Γ x̄) = L∗(B∗Γ x̄,Bx̄) = L∗(−Γ
∗Bx̄,Bx̄),

hence,
L(x̄,Γ x̄)+L∗(−Γ

∗Bx̄,Bx̄) = 0 = 〈(x̄,Γ x̄),(−Γ
∗Bx̄,Bx̄)〉.

It follows from the limiting case of Legendre duality that

(B∗Γ x̄,Bx̄) = (−Γ
∗Bx̄,Bx̄) ∈ ∂L(x̄,Γ x̄).

Under assumption (B), we apply Proposition 6.1 to the partially self-dual La-
grangian N to conclude in a similar fashion. Note that the boundedness condition
in this case yields that p → N(0, p) = L(Γ−1 p,0) is bounded on a neighborhood of
zero in X∗.

Exercises 6.A. Uniqueness

1. Show that Proposition 6.1 still holds if L is only supposed to be a subself-dual Lagrangian.
2. Let L be a self-dual Lagrangian L on a reflexive Banach space X ×X∗. If L is strictly convex in

the second variable, show that x → ∂L(x) is then single valued on its domain.
3. Show that the vector field x → ∂L(x) is maximal monotone by proving that for every λ > 0,

the map (I +λ∂L)−1 is defined everywhere and is single-valued.

4. If L is uniformly convex in the second variable (i.e., if L(x, p)− ε
‖p‖2

2 is convex in p for some
ε > 0), show that x → ∂L(x) is then a Lipschitz maximal monotone operator on its domain.

5. Relate various properties of maximal monotone operators (e.g., strict and strong monotonic-
ity, boundedness, linearity, etc,... see Brézis [25] or Evans [48]) to their counterparts for the
corresponding Fitzpatrick subself-dual Lagrangians.
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6.2 Complete self-duality in non-selfadjoint Dirichlet problems

Consider a coercive bilinear continuous functional a on a Banach space X , i.e., for
some λ > 0, we have that a(v,v) ≥ λ‖v‖2 for every v ∈ X . It is well known that
if a is symmetric, then, for any f ∈ X∗, one can use a variational approach to find
u ∈ X such that, for every v ∈ X , we have a(u,v) = 〈v, f 〉. The procedure amounts
to minimizing on H the convex functional ψ(u) = 1

2 a(u,u)−〈u, f 〉.
The theorem of Lax and Milgram deals with the case where a is not symmetric,

for which the variational argument above does not work. Corollary 6.2, however,
will allow us to formulate a variational proof of the original Lax-Milgram theorem
(Corollary 6.4 below) by means of a completely self-dual functional. The semilinear
version of that theorem (Corollary 6.3), as well as the one dealing with nonhomoge-
neous boundary conditions (Corollary 8.2), can also be resolved via the minimiza-
tion of a completely self-dual functional.

The rest of this chapter will consist of showing how Corollary 6.2 – applied to
the most basic self-dual Lagrangians – already yields variational formulations and
resolutions to several nonself-adjoint homogeneous semilinear equations.

A variational resolution for nonsymmetric semilinear
homogeneous equations

Corollary 6.3. Let ϕ : X → R∪ {+∞} be a proper convex lower semicontinuous
function on a reflexive Banach space X, and let Γ : X → X∗ be a bounded positive
linear operator. Assume one of the following two conditions:

(A) lim
‖x‖→∞

‖x‖−1(ϕ(x)+ 1
2 〈Γ x,x〉) = +∞ or

(B) The operator Γ a = 1
2 (Γ −Γ ∗) : X → X∗ is onto and ϕ is bounded above on the

ball of X.

Then, there exists for any f ∈ X∗ a solution x̄ ∈ X to the equation

−Γ x+ f ∈ ∂ϕ(x) (6.12)

that can be obtained as a minimizer of the completely self-dual functional

I(x) = ψ(x)+ψ
∗(−Γ

ax), (6.13)

where ψ is the functional ψ(x) = 1
2 〈Γ x,x〉+ϕ(x)−〈 f ,x〉.

Proof. Apply Corollary 6.2 to the skew-adjoint operator Γ := Γ a and the self-dual
Lagrangian L(x, p) = ψ(x)+ ψ∗(p). Note that all that is needed in the proposition
above is that the function ϕ(x)+ 1

2 〈Γ x,x〉 (and not necessarily ϕ itself) be convex
and lower semicontinuous.
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Example 6.1. A variational formulation for the original Lax-Milgram theorem

Corollary 6.4. Let a be a coercive continuous bilinear form on X ×X, and con-
sider Γ : X → X∗ to be the skew-adjoint operator defined by 〈Γ v,w〉= 1

2 (a(v,w)−
a(w,v)). For any f ∈ X∗, the completely self-dual functional I(v) = ψ(v)+ψ∗(Γ v),
where ψ(v) = 1

2 a(v,v)−〈v, f 〉, attains its minimum at ū ∈ X in such a way that

I(ū) = inf
v∈H

I(v) = 0 and a(v, ū) = 〈v, f 〉 for every v ∈ X .

Proof. Consider the self-dual Lagrangian L(x, p) = ψ(x)+ψ∗(p), and apply Corol-
lary 6.3 to Γ . Note that Γ ū ∈ ∂ψ(ū) means that for every v ∈ X

1
2
(a(ū,v)−a(v, ū)) =

1
2
(a(ū,v)+a(v, ū))−〈v, f 〉,

which yields our claim.

Example 6.2. Inverting nonself-adjoint matrices by minimizing completely
self-dual functionals

An immediate finite-dimensional application of the corollary above is the following
variational solution for the linear equation Ax = y, where A is a nonsymmetric n×n-
matrix and y ∈ Rn. It then suffices to minimize the completely self-dual functional

I(x) =
1
2
〈Ax,x〉+ 1

2
〈A−1

s (y−Aax),y−Aax〉−〈y,x〉

on Rn, where Aa is the antisymmetric part of A and A−1
s is the inverse of the symmet-

ric part. If A is coercive (i.e., 〈Ax,x〉 ≥ c|x|2 for all x ∈ Rn), then there is a solution
x̄ ∈ Rn to the equation obtained as I(x̄) = infx∈Rn I(x) = 0. The numerical imple-
mentation of this approach to the problem of inverting nonsymmetric matrices was
developed in Ghoussoub and Moradifam [66], where it is shown that it has certain
advantages on existing numerical schemes.

Example 6.3. A variational solution for variational inequalities

Given again a bilinear continuous functional a on X ×X and ϕ : X → R convex
and lower semicontinuous, then solving the corresponding variational inequality
amounts to constructing for any f ∈ X∗, an element y ∈ X such that for all z ∈ X

a(y,y− z)+ϕ(y)−ϕ(z)≤ 〈y− z, f 〉. (6.14)

It is easy to see that this problem can be rewritten as

f ∈ Ay+∂ϕ(y),
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where A is the bounded linear operator from X into X∗ defined by a(u,v) = 〈Au,v〉.
This means that the variational inequality (6.14) can be rewritten and solved using
the variational principle for completely self-dual functionals. For example, we can
formulate and solve variationally the following “obstacle” problem.

Corollary 6.5. Let a be a bilinear continuous functional on a reflexive Banach space
X ×X so that a(v,v) ≥ λ‖v‖2, and let K be a convex closed subset of X. Then, for
any f ∈ X∗, there is x̄ ∈ K such that

a(x̄, x̄− z)≤ 〈x̄− z, f 〉 for all z ∈ K. (6.15)

The point x̄ can be obtained as a minimizer on X of the completely self-dual func-
tional

I(x) = ϕ(x)+(ϕ +ψK)∗(−Ax),

where ϕ(u) = 1
2 a(u,u)−〈 f ,x〉, A : X → X∗ is the skew-adjoint operator defined by

〈Au,v〉= 1
2 (a(u,v)−a(v,u)), and ψK(x) = 0 on K and +∞ elsewhere.

Example 6.4. A variational principle for a nonsymmetric Dirichlet problem

Let a : Ω → Rn be a smooth function on a bounded domain Ω of Rn, and consider
the first-order linear operator Av = a ·∇v = Σ n

i=1ai
∂v
∂xi

. Assume that the vector field

Σ n
i=1ai

∂v
∂xi

is actually the restriction of a smooth vector field Σ n
i=1āi

∂v
∂xi

defined on an
open neighborhood X of Ω̄ and that each āi is a C1,1 function on X . Consider the
Dirichlet problem: {

∆u+a ·∇u = |u|p−2u+ f on Ω

u = 0 on ∂Ω . (6.16)

If a = 0, then to find a solution it is sufficient to minimize the functional

Φ(u) =
1
2

∫
Ω

|∇u|2dx+
1
p

∫
Ω

|u|pdx+
∫

Ω

f udx

and find a critical point ∂Φ(u) = 0. However, if the nonself-adjoint term a is not
zero, we can use the approach above to get the following existence theorem.

Theorem 6.1. Assume div(a)≥ 0 on Ω , and 1 < p ≤ 2n
n−2 , then the functional

I(u) := Ψ(u)+Ψ
∗
(

a.∇u+
1
2

div(a)u
)
,

where

Ψ(u) =
1
2

∫
Ω

|∇u|2dx+
1
p

∫
Ω

|u|pdx+
∫

Ω

f udx+
1
4

∫
Ω

div(a) |u|2dx
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is completely self-dual on H1
0 (Ω), and there exists ū ∈ H1

0 (Ω) such that I(ū) =
inf{I(u);u ∈ H1

0 (Ω)}= 0 and ū is a solution of equation (6.16).

Proof. Indeed, Ψ is clearly convex and lower semicontinuous on H1
0 (Ω), while

the operator Γ u = a.∇u + 1
2 div(a)u is skew-adjoint by Green’s formula. Again

the functional I(u) = Ψ(u)+Ψ ∗(a.∇u + 1
2 div(a)u) is of the form L(u,Γ u), where

L(u,v) = Ψ(u) +Ψ ∗(v) is a self-dual Lagrangian on H1
0 (Ω)×H−1(Ω). The ex-

istence follows from Corollary 6.3 since Ψ is clearly coercive. Note that ū then
satisfies

a.∇ū+
1
2

div(a) ū = ∂Ψ(ū) =−∆ ū+ ūp−1 + f +
1
2

div(a) ū,

and therefore ū is a solution for (6.16).

6.3 Complete self-duality and non-potential PDEs in divergence
form

Equations of the form{
−div(∂ϕ(∇ f (x))) = g(x) on Ω ⊂ Rn,

f (x) = 0 on ∂Ω , (6.17)

where g ∈ L2(Ω) and ϕ is a convex functional on Rn, are variational since they are
the Euler-Lagrange equations associated to the energy functional

J(u) =
∫

Ω

{
ϕ(∇u(x))−u(x)g(x)

}
dx. (6.18)

However, those of the form{
div(T (∇ f (x))) = g(x) on Ω ⊂ Rn

f (x) = 0 on ∂Ω , (6.19)

where T is a nonpotential vector field on Rn, are not variational in the classical
sense. We shall now show how solutions can be derived through a self-dual varia-
tional principle, at least in the case where T is a general monotone operator.

Proposition 6.2. Let L be a self-dual Lagrangian on a Hilbert space E, and let
E =Y ⊕Y⊥ be a decomposition of E into two orthogonal subspaces, with π : E →Y
denoting the orthogonal projection onto Y and π⊥ = I−π .

If p→ L(π⊥(p),π(p)) is bounded on the bounded sets of E, then for any p0 ∈ E,
the completely self-dual functional

I(u) = L(π(u),π(p0)+π
⊥(u))−〈u,π(p0)〉

attains its minimum at some ū ∈ E in such a way that
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π(p0)+π
⊥(ū) ∈ ∂L(π(ū)) (6.20)

and therefore
π(p0) ∈ π∂L(π(ū)). (6.21)

Proof. First, use Proposition 3.5 to deduce that

M(u, p) := L(π(u)+π
⊥(p),π(p)+π

⊥(u))

is a self-dual Lagrangian on E×E. Then, apply Proposition 3.4 (2) to infer that the
Lagrangian

N(u, p) = L(π(u)+π
⊥(p+π(p0)),π(p+π(p0))+π

⊥(u))−〈u,π(p0)〉

is also a self-dual Lagrangian on E ×E since it is M “translated” by π(p0). The
conclusion follows from Proposition 6.1 applied to I(u) = N(u,0). Indeed, the fact
that I(ū) = N(ū,0) = 0 yields that π(p0)+π⊥(ū)∈ ∂L(π(ū)). Now apply π to both
sides to conclude.

Proposition 6.3. Let L be a self-dual Lagrangian on a Hilbert space E ×E such
that

L(a,b)≤C(1+‖a‖2 +‖b‖2) for all (a,b) ∈ E×E. (6.22)

Consider A : X → E to be a bounded linear operator from a reflexive Banach space
X into E such that the operator A∗A is an isomorphism from X onto X∗. Then, for
any p0 ∈ X∗, there exists x0 ∈ X such that

p0 ∈ A∗∂L(Ax0). (6.23)

It is obtained as x0 = Λ−1A∗(u0), where u0 is the minimum of the functional

I(u) = L(π(u),π(q0)+π
⊥(u))−〈u,π(q0)〉

on the Hilbert space E, q0 being any element in E such that A∗q0 = p0 and π

denoting the projection A(A∗A)−1A∗.

Proof. Let Λ := A∗A be the isomorphism from X onto X∗, and note that π :=
AΛ−1A∗ is a projection from E onto its subspace Y = A(X). Since A∗ is onto, there
exists q0 ∈ E such that A∗q0 = p0. By the preceding proposition, there exists u0 ∈ E
such that

π(q0) ∈ π∂L(π(y0)). (6.24)

By applying A∗ to both sides and by using that A∗π = A∗, it follows that

p0 = A∗q0 = A∗π(q0) ∈ A∗∂L(π(u0)) = A∗∂L(AΛ
−1A∗(u0)). (6.25)

It now suffices to set x0 = Λ−1A∗(u0) to get (6.23).
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Example 6.5. A variational principle for nonpotential quasilinear PDEs in
divergence form

In order to resolve (6.19), we assume that T is a maximal monotone operator, and
we use Theorem 5.1 to associate to T a self-dual Lagrangian L on Rn×Rn such that
∂L = T . We then consider the self-dual Lagrangian LT on L2(Ω ;Rn)×L2(Ω ;Rn)
via the formula

LT (u, p) =
∫

Ω

LT (u(x), p(x))dx.

Assuming that T satisfies for all x ∈ Rn

|T x| ≤C(1+ |x|) and 〈T x,x〉 ≥ α|x|2−β , (6.26)

this implies that, for all u, p ∈ Rn,

LT (u, p)≤ (C|u|+ |p|)2

2α
+C|u|−β ,

which yields that for some K > 0 we have

LT (u, p) =
∫

Ω

L(u(x), p(x))dx ≤ K(1+‖u‖2
2 +‖p‖2

2) (6.27)

for any u and p in L2(Ω ,Rn). We now apply Proposition 6.3 with the spaces E =
L2(Ω ;Rn), X = H1

0 (Ω), X∗ = H−1(Ω), and the operator A : X →E defined by A f =
∇ f . Note that A∗A = ∇∗∇ = −∆ , which is an isomorphism from X = H1

0 (Ω) onto
X∗ = H−1(Ω). Note that the projection π(u) = ∇(−∆)−1∇∗u and its orthogonal
π⊥(u) = u−∇(−∆)−1∇∗u are nothing but the Hodge decomposition of any u ∈
L2(Ω ,Rn), into a “pure potential” and a divergence-free vector field.

Let now p0 = ∇(−∆)−1g in such a way that div p0 = g. In view of Proposition
6.3, the infimum of the functional

J(u) :=
∫

Ω

{
LT
(
∇(−∆)−1

∇
∗u, u−∇(−∆)−1

∇
∗u+ p0

)
−〈u, p0〉

}
dx (6.28)

on L2(Ω ,Rn) is equal to zero and is attained at ū ∈ L2(Ω ,Rn) in such a way that

ū−∇(−∆)−1
∇
∗ū+ p0 ∈ ∂LT (∇(−∆)−1

∇
∗ū).

By taking their respective divergences, we obtain div p0 ∈ div(∂LT (∇(−∆)−1∇∗ū)).
In other words, by setting f := (−∆)−1∇∗ū and recalling that ∂LT = T and
div p0 = g, we finally obtain that g ∈ div(T (∇ f )), and f is then a solution of (6.19).

Remark 6.2. Note that an equivalent way to express the variational formulation
above consists of minimizing the functional

J( f ,w) =
∫

Ω

{
LT
(
∇ f (x), w(x)+ p0(x)

)
− f (x)g(x)

}
dx (6.29)
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over all possible f ∈ H1
0 (Ω) and all w ∈ L2(Ω ;Rn) with divw = 0.

Exercises 6.B. Orthogonal projections and self-dual Lagrangians

1. Given maximal monotone mappings T1,T2, ...,Tn on a Hilbert space H, and positive reals
α1,α2, ...,αn, consider the problem of finding x, and y1,y2, ...,yn in H such that

yi ∈ Ti(x) for i = 1,2, ...,n and
n
∑

i=1
αiyi = 0. (6.30)

Show that (6.30) can be reduced to the problem of minimizing the completely self-dual func-

tional
n
∑

i=1
αiLTi (x,yi) over all x ∈ H and y1,y2, ...,yn in H such that

n
∑

i=1
αiyi = 0, where each LTi

is the self-dual Lagrangian on H associated with Ti.
Hint: Consider the space E := H1 ×H2 × ...×Hn where each Hi is the Hilbert space H re-
equipped with the scalar product 〈x,y〉Hi = αi〈x,y〉H , and the orthogonal projection π from E
onto the diagonal subspace Y = {(x1,x2, ...,xn);x1 = x2 = ... = xn}. Then, use Proposition 3.5
to deduce that M(u, p) := L(π(u)+π⊥(p),π(p)+π⊥(u)) is a self-dual Lagrangian on E×E,
where L is the self-dual Lagrangian on E×E defined by

L((ui)n
i=1,(pi)n

i=1) =
n

∑
i=1

αiLTi (ui, pi).

2. Use the above to develop a self-dual variational approach for locating a point in the intersection
of a finite number of closed convex subsets of a Hilbert space.

6.4 Completely self-dual functionals for certain differential
systems

The next proposition shows that the theory of self-dual Lagrangians is well suited
for “antiHamiltonian” systems of the form

(−A∗y,Ax) ∈ ∂ϕ(x,y), (6.31)

where ϕ is a convex lower semicontinuous functional on a reflexive Banach space
X ×Y and A is any bounded linear operator from X to Y ∗.

Proposition 6.4. Let ϕ be a proper and coercive convex lower semicontinuous func-
tion on X×Y with (0,0)∈ dom(ϕ), and let A : X →Y ∗ be any bounded linear oper-
ator. Assume B1 : X → X∗ (resp., B2 : Y → Y ∗) to be skew-adjoint operators. Then,
there exists (x̄, ȳ) ∈ X ×Y such that

(−A∗ȳ+B1x̄,Ax̄+B2ȳ) ∈ ∂ϕ(x̄, ȳ). (6.32)

The solution is obtained as a minimizer on X ×Y of the completely self-dual func-
tional
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I(x,y) = ϕ(x,y)+ϕ
∗(−A∗y+B1x,Ax+B2y).

Proof. It is enough to apply Proposition 6.2 to the self-dual Lagrangian

L((x,y),(p,q)) = ϕ(x,y)+ϕ
∗(−A∗y+B1x− p,Ax+B2y−q)

obtained by shifting to the right the self-dual Lagrangian ϕ⊕as A by the skew-adjoint
operator (B1,B2) (see Proposition 3.4 (9)). This yields that I(x,y) = L((x,y),(0,0))
attains its minimum at some (x̄, ȳ) ∈ X ×Y and that the minimum is actually 0. In
other words,

0 = I(x̄, ȳ) = ϕ(x̄, ȳ)+ϕ
∗(−A∗ȳ+B1x̄,Ax̄+B2ȳ)

= ϕ(x̄, ȳ)+ϕ
∗(−A∗ȳ+B1x̄,Ax̄+B2ȳ)−〈(x̄, ȳ),(−A∗ȳ+B1x̄,Ax̄+B2ȳ)〉,

from which the equation follows.

Corollary 6.6. Given positive operators B1 : X → X∗, B2 : Y →Y ∗ and convex func-
tions ϕ1 in C (X) and ϕ2 in C (Y ) having 0 in their respective domains, we consider
the convex functionals ψ1(x) = 1

2 〈B1x,x〉+ ϕ1(x) and ψ2(x) = 1
2 〈B2x,x〉+ ϕ2(x).

Assume

lim
‖x‖+‖y‖→∞

ψ1(x)+ψ2(y)
‖x‖+‖y‖

= +∞.

Then, for any ( f ,g)∈ X∗×Y ∗, any c∈R, and any bounded linear operator A : X →
Y ∗, there exists a solution (x̄, ȳ) ∈ X ×Y to the system of equations{

−A∗y−B1x+ f ∈ ∂ϕ1(x)
c2Ax−B2y+g ∈ ∂ϕ2(y).

(6.33)

It can be obtained as a minimizer of the completely self-dual functional on X ×Y

I(x,y) = χ1(x)+ χ
∗
1 (−Ba

1x−A∗y)+ χ2(y)+ χ
∗
2 (−c−2Ba

2y+Ax), (6.34)

where Ba
1 (resp., Ba

2) are the skew-symmetric parts of B1 and B2 and where χ1(x) =
ψ1(x)−〈 f ,x〉 and χ2(x) = c−2(ψ2(x)−〈g,x〉).

Proof. This follows by applying the above proposition to the convex function
ϕ(x,y) = χ1(x) + c2χ2(y) and the skew-symmetric operators −Ba

1 and −Ba
2. Note

that the operator Ã : X ×Y → X∗×Y ∗ defined by Ã(x,y) = (A∗y,−c2Ax) is skew-
adjoint once we equip X ×Y with the scalar product

〈(x,y),(p,q)〉= 〈x, p〉+ c−2〈y,q〉.

We then get {
−A∗y−Ba

1x+ f ∈ ∂ϕ1(x)+Bs
1(x)

c2Ax−Ba
2y+g ∈ ∂ϕ2(y)+Bs

2(y),
(6.35)

which gives the result.
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Example 6.6. A variational principle for coupled equations

Let b1 : Ω → Rn and b2 : Ω → Rn be two smooth vector fields on a neighborhood
of a bounded domain Ω of Rn verifying the conditions in Example 6.4. Consider
the system:  ∆(v+u)+b1 ·∇u = |u|p−2u+ f on Ω ,

∆(v− c2u)+b2 ·∇v = |v|q−2v+g on Ω ,
u = v = 0 on ∂Ω .

(6.36)

We can use the above to get the following result.

Theorem 6.2. Assume div(b1)≥ 0 and div(b2)≥ 0 on Ω , 1 < p,q≤ n+2
n−2 , and con-

sider on H1
0 (Ω)×H1

0 (Ω) the completely self-dual functional

I(u,v) = Ψ(u)+Ψ
∗
(

b1.∇u+
1
2

div(b1)u+∆v
)

+Φ(v)+Φ
∗
( 1

c2 b2.∇v+
1

2c2 div(b2)v−∆u
)
,

where

Ψ(u) =
1
2

∫
Ω

|∇u|2dx+
1
p

∫
Ω

|u|pdx+
∫

Ω

f udx+
1
4

∫
Ω

div(b1) |u|2dx,

Φ(v) =
1

2c2

∫
Ω

|∇v|2dx+
1

qc2

∫
Ω

|v|qdx+
1
c2

∫
Ω

gvdx+
1

4c2

∫
Ω

div(b2) |v|2dx

and Ψ ∗ and Φ∗ are their Legendre transforms. Then, there exists (ū, v̄) ∈ H1
0 (Ω)×

H1
0 (Ω) such that

I(ū, v̄) = inf{I(u,v);(u,v) ∈ H1
0 (Ω)×H1

0 (Ω)}= 0

and (ū, v̄) is a solution of equation (6.36).

We can also reduce general minimization problems of nonself-dual functionals
of the form I(x) = ϕ(x)+ψ(Ax) to the much easier problem of minimizing self-dual
functionals in two variables.

Proposition 6.5. Let ϕ (resp., ψ) be a convex lower semicontinuous function on a
reflexive Banach space X (resp. Y ∗) and let A : X →Y ∗ be a bounded linear operator.
Consider on X ×Y the completely self-dual functional

I(x,y) = ϕ(x)+ψ
∗(y)+ϕ

∗(−A∗y)+ψ(Ax).

Assuming lim
‖x‖+‖y‖→∞

I(x,y) = +∞, then the infimum of I is zero and is attained at a

point (x̄, ȳ) that determines the extremals of the min-max problem:

sup{−ψ
∗(y)−ϕ

∗(−A∗y);y ∈ Y}= inf{ϕ(x)+ψ(Ax);x ∈ X}.
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The pair (x̄, ȳ) also satisfies the system{
−A∗y ∈ ∂ϕ(x)

Ax ∈ ∂ψ∗(y). (6.37)

Proof. It is sufficient to note that I(x,y) = L((x,y),(0,0), where L is the self-dual
Lagrangian defined on X ×Y by

L((x,y),(p,q)) = ϕ(x)+ψ
∗(y)+ϕ

∗(−A∗y+ p)+ψ(Ax+q).

By considering more general twisted sum Lagrangians, we obtain the following
application.

Corollary 6.7. Let X and Y be two reflexive Banach spaces and let A : X → Y ∗ be
any bounded linear operator. Assume L and M are self-dual Lagrangians on X and
Y , respectively, such that

lim
‖x‖+‖y‖→∞

L(x,A∗y)+M(y,−Ax)
‖x‖+‖y‖

= +∞.

Then, I(x,y) := L(x̄,A∗ȳ)+ M(ȳ,−Ax̄) is a completely self-dual functional that at-
tains its infimum at (x̄, ȳ) ∈ X ×Y in such a way that I(x̄, ȳ) = 0 and{

−A∗ȳ ∈ ∂L(x̄)
Ax̄ ∈ ∂M(ȳ).

(6.38)

Proof. It suffices to apply Corollary 6.2 to the self-dual Lagrangian L⊕A M.

6.5 Complete self-duality and semilinear transport equations

Theorem 6.3. Let L be a B-self-dual Lagrangian on a reflexive space X, where B :
X → X is a bounded linear operator on X. Consider a linear operator Γ : D(Γ )⊂
X → X∗ such that B∗Γ is antisymmetric , and assume one of the following two
conditions:

1. L is standard and Dom1(L)⊂ D(Γ ).
2. B∗Γ is skew-adjoint and x → L(x,0) is bounded on the unit ball of X.

Then,

I(x) =
{

L(x,Γ x) if x ∈ D(Γ )
+∞ if x /∈ D(Γ )

is a completely self-dual functional on X. Moreover, if lim
‖x‖→+∞

L(x,Γ x)
‖x‖ = +∞, then

there exists x̄ ∈ D(Γ ) such that
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I(x̄) = infx∈X I(x) = 0,

Γ x̄ ∈ ∂ BL(x̄).
(6.39)

Proof. In both cases, the Lagrangian LΓ is B-self-dual by Proposition 4.1. We can
therefore apply Corollary 6.2 to get x̄ ∈ Dom1(LΓ ) = D(Γ )∩Dom1(L), which sat-
isfies the claim.

Corollary 6.8. Let ϕ be a bounded below proper convex lower semicontinuous
function on a reflexive Banach space X such that lim

‖x‖→+∞

ϕ(x)
‖x‖ = +∞. Suppose

Γ : D(Γ ) ⊂ X → X∗ is an antisymmetric operator such that one of the following
conditions holds:

1. Dom(ϕ)⊂ D(Γ ).
2. Γ is skew-adjoint, and ϕ is bounded on the unit ball of X.

Then, for every f ∈ X∗, there exists a solution x̄ ∈ Dom(ϕ)∩D(Γ ) to the equation

f +Γ x ∈ ∂ϕ(x). (6.40)

It is obtained as a minimizer of the functional I(x) = ϕ(x)−〈 f ,x〉+ϕ∗(Γ x+ f ).

Proof. It is an immediate consequence of Theorem 6.3 applied to the self-dual La-
grangian L(x, p) = ψ(x)+ψ∗(p), where ψ(x) = ϕ(x)+ 〈 f ,x〉.

Example 6.7. Transport equations with the p-Laplacian

Consider the equation{
−∆pu+ 1

2 a0u+u|u|m−2 + f = a ·∇u on Ω ⊂ Rn,
u = 0 on ∂Ω .

(6.41)

We then have the following application of Corollary 6.8 in the case of an unbounded
antisymmetric operator.

Theorem 6.4. Let a ∈ C∞(Ω̄) be a smooth vector field on Ω ⊂ Rn, and let a0 ∈
L∞(Ω). Let p ≥ 2, 1 ≤ m ≤ np

n−p , and assume the following condition:

div(a)+a0 ≥ 0 on Ω . (6.42)

Consider the following convex and lower semicontinuous functional on L2(Ω):

ϕ(u) =
1
p

∫
Ω

∇u|p dx+
1
4

∫
Ω

(div(a)+a0)|u|2 dx+
1
m

∫
Ω

|u|mdx+
∫

Ω

u f dx

if u ∈W 1,p
0 (Ω), and +∞ if u /∈W 1,p

0 (Ω). The functional

I(u) =
{

ϕ(u)+ϕ∗(a ·∇u+ 1
2 div(a)u) if u ∈W 1,p

0 (Ω)
+∞ otherwise

(6.43)
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is completely self-dual on L2(Ω), and it attains its minimum at ū∈W 1,p
0 (Ω) in such

a way that I(ū) = inf{I(u); u ∈ L2(Ω)}= 0, while solving equation (6.41).

Proof. Let X = L2(Ω), and note that the operator Γ : D(Γ ) → X∗ defined by u 7→
a ·∇u+ 1

2 div(a)u with domain D(Γ ) = {u ∈ L2(Ω); a ·∇u+ 1
2 div(a)u ∈ L2(Ω)} is

antisymmetric on X . The functional ϕ has a symmetric domain, namely W 1,p
0 (Ω),

that is contained in the domain of Γ . Moreover, ϕ is obviously coercive on L2(Ω),
and Corollary 6.8(1) therefore applies to yield ū ∈ L2(Ω) such that 0 = I(ū) =
inf{I(u);u∈ L2(Ω)}. Clearly, ū∈W 1,p

0 (Ω), and the rest follows as in the preceding
examples.

Example 6.8. Transport equation with no diffusion term

Let now a : Ω → Rn be a vector field in C∞
0 (Ω), where Ω is a bounded domain Ω

of Rn. The first-order linear operator Γ u = a ·∇u + 1
2 div(a)u is then skew-adjoint

from Lp into Lq whenever p > 1 and 1
p + 1

q = 1. Its domain is the space H p,q
Γ

(Ω) =
{u ∈ Lp; a ·∇u ∈ Lq}. Let a0 ∈ L∞(Ω), and consider the following problem:{

a ·∇u = |u|p−2u+a0u+ f on Ω ,
u = 0 on ∂Ω . (6.44)

Theorem 6.5. Assume either one of the following two conditions:

2 ≤ p < ∞ and a0 + 1
2 div(a)≥ 0 on Ω , (6.45)

1 < p ≤ 2 and a0 + 1
2 div(a)≥ δ > 0 on Ω . (6.46)

For f ∈ Lq(Ω) where 1
p + 1

q = 1, consider on Lp(Ω) the functional

Ψ(u) =
1
p

∫
Ω

|u|pdx+
1
2

∫
Ω

(
a0 +

1
2

div(a)
)
|u|2dx+

∫
Ω

f udx

and its Legendre transform Ψ ∗. The completely self-dual functional on Lp(Ω)

I(u) =
{

Ψ(u)+Ψ ∗(a ·∇u+ 1
2 div(a)u) if u ∈ H p,q

Γ
(Ω)

+∞ otherwise
(6.47)

then attains its minimum at ū ∈ H p,q
Γ

(Ω) in such a way that I(ū) = inf{I(u);u ∈
Lp(Ω)}= 0 and ū is a solution of equation (6.44).

Proof. This is an immediate application of Corollary 6.8 in the case where the op-
erator Γ is skew-adjoint.
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Exercises 6.C. More on the composition of a self-dual Lagrangian
with an unbounded skew-adjoint operator

Let L be a self-dual Lagrangian on X ×X∗ and let Γ : D(Γ )⊂ X → X∗ be a skew-adjoint operator.
1. Show that, for every λ > 0, the Lagrangian

M1
λ
(x, p) =

{
L1

λ
(x,Γ x+ p) if x ∈ D(Γ )

+∞ if x /∈ D(Γ )

is self-dual on X ×X∗.
2. Assume that for some C > 0

C(‖x‖2−1)≤ L(x,0) for every x ∈ X , (6.48)

and show that for every λ > 0 there exists xλ ∈ X such that

Γ xλ ∈ ∂̄L(Jλ (xλ ,Γ xλ )), (6.49)

where Jλ (x, p) is the unique point where

L1
λ
(x, p) = L(Jλ (x, p), p)+

1
2λ

‖x− Jλ (x, p)‖2 +
λ

2
‖p‖2.

3. Show that if (Γ xλ )λ is bounded in X∗, then there exists x̄ ∈ X such that Γ x̄ ∈ ∂L(x̄).
4. Show that if X is a Hilbert space H, then (Γ xλ )λ is bounded, provided that for every λ > 0 the

following condition holds:

〈Γ x,∂L(x)〉 ≥ −C
(
1+(1+‖x‖)‖∂Lλ (x)‖

)
for every x ∈ D(Γ ).

5. Consider for λ > 0 the bounded operators Γλ = I−(I+λΓ )−1

λ
= Γ (I +λΓ ). Show that

(I−λΓ )−1 =
(
(I +λΓ )−1)∗ and (Γλ )∗ = (−Γ )λ

and that Γλ is a normal operator meaning that Γλ Γ ∗
λ

= Γ ∗
λ

Γλ .

6. By considering the self-dual Lagrangian M2
λ
(x, p) = L(x,Γ a

λ
x + p), where Γ a

λ
yλ :=

Γλ yλ−Γ ∗
λ

yλ

2
is the antisymmetric part of γλ , show that if L satisfies (6.48), then for each λ > 0 there exists
yλ ∈ H such that

Γ
a

λ
yλ ∈ ∂L(yλ ).

7. Show that if (Γ ayλ )λ is bounded in H, then there exists ȳ ∈ H such that Γ ȳ ∈ ∂L(ȳ).
8. If ϕ is a proper convex lower semicontinuous function on H such that lim

‖x‖→+∞

ϕ(x)
‖x‖ = +∞ and

if for some h ∈ H and C > 0 we have

ϕ
(
(I +λΓ )−1(x+λh)

)
≤ ϕ(x)+Cλ for all x ∈ H,

then there exists y ∈ H such that Γ y ∈ ∂ϕ(y).

Further comments

The basic variational principle for completely self-dual functionals and its first ap-
plications to Lax-Milgram type results were given in Ghoussoub [55]. Particular
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cases of this approach in the case of Lagrangians of the form L(x, p) = ϕ(x)+ϕ∗(p),
where ψ is a convex lower semicontinuous function were formulated by many au-
thors (Aubin [6], Auchmuty [10]–[13], Barbu-Kunish [20], Lemaire [84], Mabrouk
[91], Nayroles [118], Rios [131] – [134], Roubicek [138], Telega [155], and Visintin
[159]). Auchmuty also noted in [11] that variational inequalities can be formulated
in terms of self-dual variational equalities. Proofs of resolution – as opposed to
formulation – were eventually given in [13] for the case of cyclically monotone op-
erators. Completely self-dual functionals for quasilinear PDEs in divergence form
were constructed in [60]. The applications to systems – by exploiting the fact that
any operator can be made skew-adjoint on phase space – were given in Ghoussoub
[55]. The numerical application to the problem of inverting nonsymmetric matri-
ces was developed in Ghoussoub-Moradifam [66]. The two ways of regularizing a
completely self-dual functional described in Exercises 6.C were motivated by Barbu
[18] and were kindly communicated to us by L. Tzou.





Chapter 7
Semigroups of Contractions Associated to
Self-dual Lagrangians

We develop here a variational theory for dissipative initial-value problems via the
theory of self-dual Lagrangians. We consider semilinear parabolic equations, with
homogeneous state-boundary conditions, of the form{

−u̇(t)+Γ u(t)+ωu(t) ∈ ∂ϕ(t,u(t)) on [0,T ]
u(0) = u0,

(7.1)

where Γ is an antisymmetric – possibly unbounded – operator on a Hilbert space H,
ϕ is a convex lower semicontinuous function on H, ω ∈ R, and u0 ∈ H. Assuming
for now that ω = 0, the framework proposed in the last chapter for the stationary
case already leads to a formulation of (7.1) as a time-dependent self-dual equation
on state space of the form {

−u̇(t) ∈ ∂L(t,u(t))
u(0) = u0,

(7.2)

where the self-dual Lagrangians L(t, ·, ·) on H ×H are associated to the convex
functional ϕ and the operator Γ in the following way:

L(t,u, p) = ϕ(t,u)+ϕ
∗(t,Γ u+ p).

We shall see that a (time-dependent) self dual Lagrangian L : [0,T ]×H ×H → R
on a Hilbert space H, “lifts” to a partially self-dual Lagrangian L on path space
A2

H = {u : [0,T ]→ H; u̇ ∈ L2
H} via the formula

L (u, p) =
∫ T

0
L(t,u(t)− p(t),−u̇(t))dt + `u0(u(0)−a,u(T )),

where `u0 is an appropriate time-boundary Lagrangian and where (p(t),a) ∈ L2
H ×

H, which happens to be a convenient representation for the dual of A2
H . Equation

(7.2) can then be formulated as a stationary equation on path space of the form

119
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0 ∈ ∂L (u), (7.3)

hence reducing the dynamic problem to the stationary case already considered in the
previous chapter. A solution ū(t) of (7.3) can then be obtained by simply minimizing
the completely self-dual functional

I(u) =
∫ T

0
L(t,u(t),−u̇(t))dt + `u0(u(0),u(T )).

As such, one can naturally associate to the Lagrangian L a semigroup of contractive
maps (St)t on H via the formula Stu0 := ū(t). This chapter is focused on the imple-
mentation of this approach with a minimal set of hypotheses, and on the application
of this variational approach to various standard parabolic equations.

7.1 Initial-value problems for time-dependent Lagrangians

Self-dual Lagrangians on path space

Definition 7.1. Let B be a bounded linear operator on a reflexive Banach space X
and let [0,T ] be a fixed time interval. We shall say that a time-dependent convex
Lagrangian L on [0,T ]×X ×X∗ is a B-self-dual Lagrangian if for any t ∈ [0,T ] the
map Lt : (x, p)→ L(t,x, p) is in L sd

B (X), that is, if for all t ∈ [0,T ]

L∗(t,B∗p,Bx) = L(t,x, p) for all (x, p) ∈ X ×X∗,

where here L∗ is the Legendre transform of L in the last two variables.

The most basic time-dependent B-self-dual Lagrangians are again of the form

L(t,x, p) = ϕ(t,Bx)+ϕ
∗(t, p),

where for each t the function x → ϕ(t,x) is convex and lower semicontinuous on X
and B is either onto or has dense range, while x → ϕ(t,x) is continuous. Theorem
2.4 shows that self-duality naturally “lifts” to – at least – certain subsets of path
space. Indeed, an immediate application of that result is the following proposition.

Proposition 7.1. Suppose L is a time-dependent self-dual Lagrangian on [0,T ]×
H×H. Then,

1. for each ω ∈ R, the Lagrangian M (u, p) :=
∫ T

0 e2wtL(t,e−wtu(t),e−wt p(t))dt is
self-dual on L2

H ×L2
H .

2. if ` is a convex lower semicontinuous function on H×H that satisfies

`∗(x, p) = `(−x, p) for (x, p) ∈ H×H, (7.4)
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then the Lagrangian defined for (u, p) =
(
u,(p0(t), p1)

)
∈ A2

H × (A2
H)∗ = A2

H ×
(H×L2

H) by

L (u, p) =
∫ T

0
L(t,u(t)− p0(t),−u̇(t))dt + `(u(0)− p1, u(T )) (7.5)

satisfies L ∗(p,u) = L (u, p) for any (u, p) ∈ A2
H × (L2

H ×{0}).

In particular, L is partially self-dual on the space A2
H × (A2

H)∗, where the duality is
given by the identification of (A2

H)∗ with L2
H ×H.

The proposition above combined with Proposition 6.1 has the following immediate
application.

Theorem 7.1. Let L be a time-dependent self-dual Lagrangian on [0,T ]×H ×H,
and consider ` to be a boundary Lagrangian on H×H satisfying `∗(x, p) = `(−x, p)
for all (x, p) ∈ H×H. Suppose there exist C1 > 0,C2 > 0 such that∫ T

0 L(t,x(t),0)dt ≤C1(1+‖x‖2
L2

H
) for all x ∈ L2

H , (7.6)

`(a,0)≤C2(1+‖a‖2
H) for all a ∈ H. (7.7)

(1) The functional IL,`(u) :=
∫ T

0 L(t,u(t),−u̇(t))dt + `(u(0),u(T )) is then com-
pletely self-dual on A2

H .
(2) There exists v ∈ A2

H such that
(
v(t), v̇(t)

)
∈Dom(L) for almost all t ∈ [0,T ] and

IL,`(v) = inf
u∈A2

H

I`,L(u) = 0, (7.8)

d
dt

∂pL(t,v(t), v̇(t)) = ∂xL(t,v(t),−v̇(t)), (7.9)

−v̇(t) ∈ ∂L(t,v(t)), (7.10)(
− v(0),v(T )

)
∈ ∂`(v(0),v(T )). (7.11)

(3) In particular, for every v0 ∈ H, the completely self-dual functional

IL,v0(u) =
∫ T

0
L(t,u(t),−u̇(t))dt +

1
2
‖u(0)‖2−2〈v0,u(0)〉+‖v0‖2 +

1
2
‖u(T )‖2

has minimum zero on A2
H . It is attained at a path v that solves (7.9), (7.10), while

satisfying
v(0) = v0, (7.12)

and
‖v(t)‖2

H = ‖v0‖2−2
∫ t

0
L(s,v(s),−v̇(s))ds for t ∈ [0,T ]. (7.13)

(4) If L is strictly convex, then v is unique, and if L is autonomous and uniformly
convex, then v belongs to C1([0,T ],H) and we have
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‖v̇(t)‖ ≤ ‖v̇(0)‖ for all t ∈ [0,T ]. (7.14)

Proof. (1) Apply Proposition 7.1 to get that

L (u, p) =
∫ T

0
L(t,u(t)− p0(t),−u̇(t))dt + `(u(0)− p1, u(T ))

is a partially self-dual Lagrangian on A2
H .

(2) Apply Proposition 6.1 to IL,`(u) = L (u,0) since in this case

L (0, p) =
∫ T

0
L(t,−p0(t),0)dt + `(−p1, 0)≤C(1+‖p0‖2

L2
H
)+‖p1‖2

H ,

which means that p → L (0, p) is bounded on the bounded sets of (A2
H)∗. There

exists therefore v ∈ A2
H such that (7.8) holds. Note that (7.9) is nothing but the cor-

responding Euler-Lagrange equation. For the rest, note that (7.8) yields

IL,`(v) =
∫ T

0
{L(t,v(t),−v̇(t))+ 〈v(t), v̇(t)〉} dt

+`(v(0),v(T ))− 1
2
(‖v(T )‖2−‖v(0)‖2)

= 0.

Since L(t,x, p)≥ 〈x, p〉 for (t,x, p) ∈ [0,T ]×H×H, and `(a,b)≥ 1
2 (‖b‖2−‖a‖2)

for all a,b ∈ H, we get

L(t,v(t),−v̇(t))+ 〈v(t), v̇(t)〉= 0 for a.e t ∈ [0,T ]

and
`(v(0),v(T ))− 1

2
(‖v(T )‖2−‖v(0)‖2) = 0,

which translate into (7.10), (7.11) respectively.
(3) Given now v0 ∈ H, use the boundary Lagrangian

`v0(r,s) =
1
2
‖r‖2−2〈v0,r〉+‖v0‖2 +

1
2
‖s‖2,

which clearly satisfies `∗v0
(x, p) = `v0(−x, p), to obtain

IL,v0(u) =
∫ T

0
[L(t,u(t),−u̇(t))+ 〈u(t), u̇(t)〉]dt +‖u(0)− v0‖2,

and consequently

v(0) = v0 and L(s,v(s),−v̇(s))+ 〈v(s), v̇(s)〉= 0 for a.e s ∈ [0,T ]. (7.15)

This yields equation (7.13) since then d(|v(s)|2)
ds =−2L(s,v(s),−v̇(s)).
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(4) If now L is strictly convex, then IL,v0 is strictly convex and the minimum is
attained uniquely. If L is uniformly convex, then (7.10) combined with Lemma 3.1
yields that v∈C1([0,T ],H), and (7.14) then follows from the following observation.

Lemma 7.1. Suppose L(t, , ) is convex on H ×H for each t ∈ [0,T ], and that x(t)
and v(t) are two paths in C1([0,T ],H) satisfying x(0) = x0, v(0) = v0, −ẋ(t) ∈
∂L(t,x(t)) and −v̇(t) ∈ ∂L(t,v(t)). Then, ‖x(t)− v(t)‖ ≤ ‖x(0)− v(0)‖ for all t ∈
[0,T ].

Proof. In view of the monotonicity of ∂L, we can estimate α(t) = d
dt
‖x(t)−v(t)‖2

2 as
follows:

α(t) = 〈v(t)− x(t), v̇(t)− ẋ(t)〉=−
〈

v(t)− x(t),∂L(t,v(t))−∂L(t,x(t))
〉
≤ 0.

It then follows that ‖x(t)− v(t)‖ ≤ ‖x(0)− v(0)‖ for all t > 0. Now if L is au-
tonomous, v(t) and x(t) = v(t +h) are solutions for any h > 0, so that (7.14) follows
from the above.

We now give a couple of immediate applications to parabolic equations involv-
ing time-dependent convex or semiconvex dissipative terms as well as – possibly
unbounded – skew-adjoint operators. We shall, however, see in the next sections
that the boundedness hypothesis can be relaxed considerably when dealing with
autonomous Lagrangians.

Parabolic equations with time-dependent semilinearities and no
diffusive term

Theorem 7.2. Let Γ : D(Γ ) ⊂ H → H be a skew-adjoint operator on a Hilbert
space H, and let Φ : [0,T ]×H → R∪{+∞} be a time-dependent convex Gâteaux-
differentiable function on H such that for some m,n > 1 and C1,C2 > 0 we have

C1
(
‖x‖m

L2
H
−1
)
≤
∫ T

0 Φ(t,x(t))dt ≤C2
(
1+‖x‖n

L2
H

)
for every x ∈ L2

H . (7.16)

Let (St)t∈R be the C0-unitary group of operators on H associated to Γ , and consider
for any given ω ∈ R the following functional on A2

H :

I(x) =
∫ T

0
e−2ωt {

Φ(eωtStx(t))+Φ
∗(−eωtSt ẋ(t))

}
dt

+
1
2
(|x(0)|2 + |x(T )|2)−2〈x(0),v0〉+ |v0|2.

Then, I is a completely self-dual functional on A2
H , and there exists a path x̂ ∈ A2

H
such that:

1. I(x̂) = inf
x∈A2

H

I(x) = 0.
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2. The path v(t) := Steωt x̂(t) is a mild solution of the equation

v̇(t)+Γ v(t)−ωv(t) ∈ −∂Φ(t,v(t)) for a.e. t ∈ [0,T ] (7.17)
v(0) = v0, (7.18)

meaning that it satisfies the following integral equation:

v(t) = Stv0−
∫ t

0
{

St−s∂Φ(s,v(s))−ωStv(s)
}

ds for t ∈ [0,T ]. (7.19)

Proof. Apply Theorem 7.1 with the Lagrangian

L(t,x, p) = e−2tω {
Φ(t,etω Stx)+Φ

∗(t,etω Stx+ etω St p)
}

,

which is self-dual thanks to properties (1) and (4) of Proposition 3.4. We then obtain
x̂(t) ∈ A2

H such that

I(x̂) =
∫ T

0
e−2ωt

Φ
(
t,Steωt x̂(t)

)
+Φ

∗(−Steωt ˙̂x(t)
)

dt

+
1
2
(|x̂(0)|2 + |x̂(T )|2)−2〈x̂(0),v0〉+ |v0|2

= 0,

which gives

0 =
∫ T

0
e−2ωt [

Φ
(
t,Steωt x̂(t)

)
+Φ

∗(−Steωt ˙̂x(t)
)
+ 〈Steωt x̂(t),Steωt ˙̂x(t)〉

]
dt

−
∫ T

0
〈St x̂(t),St ˙̂x(t)〉dt +

1
2
(|x̂(0)|2 + |x̂(T )|2)−2〈x̂(0),v0〉+ |v0|2

=
∫ T

0
e−2ωt [

Φ
(
t,Steωt x̂(t)

)
+Φ

∗(−Steωt ˙̂x(t)
)
+ 〈Steωt x̂(t),Steωt ˙̂x(t)〉

]
dt

+‖x̂(0)− v0‖2.

Since Φ
(
t,Steωt x̂(t)

)
+ Φ∗(− Steωt ˙̂x(t)

)
+ 〈Steωt x̂(t),Steωt ˙̂x(t)〉 ≥ 0 for every t ∈

[0,T ], we get equality, from which we can conclude that

−Steωt ˙̂x(t) = ∂Φ(t,Steωt x̂(t)) for almost all t ∈ [0,T ] and x̂(0) = v0. (7.20)

In order to show that v(t) := Steωt x̂(t) is a mild solution for (7.17), we set u(t) =
eωt x̂(t) and write

−St(u̇(t)−ωu(t)) = ∂Φ(t,Stu(t)),

and hence u̇(t)−ωu(t)) =−S−t∂Φ(t,v(t)). By integrating between 0 and t, we get

u(t) = u(0)−
∫ t

0
{S−s∂Φ(s,v(s))−ωu(s)} ds.

Substituting v(t) = Stu(t) in the above equation gives
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S−tv(t) = v(0)−
∫ t

0
{S−s∂Φ(s,v(s))−ωv(s)}ds,

and consequently

v(t) = Stv(0)−St

∫ t

0
{S−s∂Φ(s,v(s))−ωv(s)}ds

= Stv0−
∫ t

0
{St−s∂Φ(s,v(s))−ωStv(s)}ds,

which means that v(t) is a mild solution for (7.17).

Remark 7.1. One can actually drop the coercivity condition (the lower bound) on
Φ(t,u(t)) in (7.16). Indeed, by applying the result to the coercive convex functional
Φ̄(t,u(t)) := Φ(t,u(t)) + ε

2‖u(t)‖2
H and ω̄ = ω + ε , we then obtain a solution of

(7.17).

Example 7.1. The complex Ginzburg-Landau initial-value problem on RN

As an illustration, we consider the complex Ginzburg-Landau equations on RN

u̇(t)− i∆u+∂ϕ(t,u(t))−ωu(t) = 0. (7.21)

Theorem 7.2 yields under the condition

−C <
∫ T

0
ϕ(t,u(t))dt ≤C

(∫ T

0
‖u(t)‖2

L2(RN dt +1
)
, (7.22)

where C > 0, that there exists a mild solution of{
u̇(t)− i∆u+∂ϕ(t,u(t))−ωu(t) = 0,

u(0,x) = u0.

7.2 Initial-value parabolic equations with a diffusive term

Given 0 < T < ∞, 1 < p < ∞, 1 < q < ∞ with 1
p + 1

q = 1, and a Hilbert space H such
that X ⊆ H ⊆ X∗ is an evolution triple, we recall the definition of the space

Xp,q := W 1,p(0,T ;X ,H) = {u : u ∈ Lp(0,T : X), u̇ ∈ Lq(0,T : X∗)}

equipped with the norm ‖u‖Xp,q = ‖u‖Lp(0,T :X) +‖u̇‖Lq(0,T :X∗).

Theorem 7.3. Let X ⊂H ⊂X∗ be an evolution triple, and consider a time-dependent
self-dual Lagrangian L(t,x, p) on [0,T ]×X×X∗ and a Lagrangian ` on H×H ver-
ifying `∗(x, p) = `(−x, p) on H×H. Assume the following conditions are satisfied:
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(A1) For some p ≥ 2, m,n > 1, and C1,C2 > 0, we have

C1
(
‖x‖m

Lp
X
−1
)

<
∫ T

0 L(t,x(t),0)dt ≤C2
(
1+‖x‖n

Lp
X

)
for every x ∈ Lp

X .

(A2) For some C3 > 0, we have

`(a,b)≤C3(1+‖a‖2
H +‖b‖2

H) for all a,b ∈ H.

The functional I(x) =
∫ T

0 L
(
t,x(t),−ẋ(t)

)
dt + `(x(0),x(T )) is then completely self-

dual on Xp,q and attains its minimum at a path v such that

I(v) = inf{I(x);x ∈Xp,q}= 0, (7.23)

−v̇(t) ∈ ∂L
(
t,v(t)

)
a.e., t ∈ [0,T ], (7.24)

(−v(0),v(T )) ∈ ∂`(v(0),v(T )). (7.25)

Proof. Use Lemma 3.4 and condition (A1) to lift L to a self-dual Lagrangian on
H×H. Then, consider for λ > 0, the λ -regularization of L, namely

L1
λ
(t,x, p) := inf

{
L(t,z, p)+

‖x− z‖2

2λ
+

λ

2
‖p‖2; z ∈ H

}
. (7.26)

It is clear that L1
λ

and ` satisfy conditions (7.6) and (7.7) of Theorem 7.1. It follows
that there exists a path vλ (t) ∈ A2

H such that∫ T

0
L1

λ

(
t,vλ (t),−v̇λ (t)

)
dt + `(vλ (0),vλ (T )) = 0. (7.27)

Since L is convex and lower semicontinuous, there exists iλ (vλ ) such that

L1
λ
(t,vλ ,−v̇λ ) = L(t, iλ (vλ ),−v̇λ )+

‖vλ (t)− iλ (vλ )‖2

2λ
+

λ

2
‖v̇λ‖2. (7.28)

Combine the last two identities to get

0 =
∫ T

0

(
L(t, iλ (vλ ),−v̇λ )+

‖vλ − iλ (vλ )‖2

2λ
+

λ

2
‖v̇λ‖2

)
dt

+`(vλ (0),vλ (T )). (7.29)

By the coercivity assumptions in (A1), we obtain that (iλ (vλ ))λ is bounded in
Lp(0,T ;X) and (vλ )λ is bounded in L2(0,T ;H). According to Lemma 3.5, con-
dition (A1) yields that

∫ T
0 L(t,x(t), p(t))dt is coercive in p(t) on Lq(0,T ;X∗),

and therefore it follows from (7.29) that (v̇λ )λ is bounded in Lq(0,T ;X∗). Also,
since all the other terms in (7.29) are bounded below, it follows that

∫ T
0 ‖vλ (t)−

iλ (vλ )‖2 dt ≤ 2λC for a constant C > 0.
Condition (A2) combined with the fact that `∗(x, p) = `(−x, p) yields that ` is

coercive on H, from which we can deduce that vλ (0) and vλ (T ) are also bounded
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in H. Therefore there exists v ∈ L2
H with v̇ ∈ Lq(0,T ;X∗) and v(0),v(T ) ∈ X∗ such

that

iλ (vλ ) ⇀ v in Lp(0,T ;X),
v̇λ ⇀ v̇ in Lq(0,T ;X∗),
vλ ⇀ v in L2(0,T ;H),

vλ (0) ⇀ v(0), vλ (T ) ⇀ v(T ) in H.

By letting λ go to zero in (7.29), we obtain from the above and the lower semicon-
tinuity of L and ` that

`
(
v(0),v(T )

)
+
∫ T

0
L
(
t,v(t), v̇(t)

)
dt ≤ 0. (7.30)

The reverse inequality follows from self-duality and we therefore have equality. The
rest follows as in Theorem 7.1.

Example 7.2. The heat equation

Let Ω be a smooth bounded domain in Rn, and consider the evolution triple
H1

0 (Ω)⊂ H := L2(Ω)⊂ H−1. Consider on L2(Ω) the Dirichlet functional

ϕ(u) =
{ 1

2
∫

Ω
|∇u|2 on H1

0 (Ω)
+∞ elsewhere.

(7.31)

Its Legendre conjugate is then given by ϕ∗(u) = 1
2
∫

Ω
|∇(−∆)−1u|2 dx.

Theorem 7.3 allows us to conclude that, for any u0 ∈ L2(Ω) and any f ∈
L2
(
[0,T ];H−1(Ω)

)
, the infimum of the completely self-dual functional

I(u) =
1
2

∫ T

0

∫
Ω

(
|∇u(t,x)|2−2 f (t,x)u(x, t)

)
dxdt

+
∫ T

0

1
2

∫
Ω

∣∣∣∇(−∆)−1
(

f (t,x)− ∂u
∂ t

(t,x)
)∣∣∣2 dxdt−2

∫
Ω

u(0,x)u0(x)dx

+
∫

Ω

|u0(x)|2 dx+
1
2

∫
Ω

(|u(0,x)|2 + |u(T,x)|2)dx (7.32)

on the space A2
H is equal to zero and is attained uniquely at an H1

0 (Ω)-valued path
u such that

∫ T
0 ‖u̇(t)‖2

2dt < +∞ and is a solution of the equation:{
∂u
∂ t = ∆u+ f on [0,T ]×Ω ,

u(0,x) = u0 on Ω .
(7.33)
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Parabolic equations with time-dependent dissipative and
conservative terms

In the case of parabolic equations involving bounded skew-adjoint operators, we can
already deduce the following general result.

Theorem 7.4. Let X ⊂ H ⊂ X∗ be an evolution triple, At : X → X∗ bounded pos-
itive operators on X, and ϕ : [0,T ]× X → R∪ {+∞} a time-dependent convex,
lower semicontinuous and proper function. Consider the convex function Φ(t,x) =
ϕ(t,x)+ 1

2 〈Atx,x〉 as well as the antisymmetric part Aa
t := 1

2 (At −A∗t ) of At . Assume
that for some p ≥ 2, m,n > 1, and C1,C2 > 0, we have for every x ∈ Lp

X

C1
(
‖x‖m

Lp
X
−1
)
≤
∫ T

0
{Φ(t,x(t))+Φ

∗(t,−Aa
t x(t))}dt ≤C2

(
1+‖x‖n

Lp
X

)
.

For any T > 0, ω ∈ R, and v0 ∈ H, consider the following functional on Xp,q:

I(x) =
∫ T

0
e−2ωt {

Φ(t,eωtx(t))+Φ
∗(t,−eωt(Aa

t x(t)+ ẋ(t)))
}

dt

+
1
2
(|x(0)|2 + |x(T )|2)−2〈x(0),v0〉+ |v0|2.

Then, I is a completely self-dual functional on Xp,q, and there exists x̂∈ Lp(0,T : X)
with ˙̂x ∈ Lq(0,T : X∗) such that:

1. I(x̂) = inf
x∈Xp,q

I(x) = 0.

2. If v(t) is defined by v(t) := eωt x̂(t), then it satisfies

−v̇(t)−Atv(t)+ωv(t) ∈ ∂ϕ(t,v(t)) for a.e. t ∈ [0,T ], (7.34)
v(0) = v0. (7.35)

This is a direct corollary of Theorem 7.3 applied to the self-dual Lagrangian

L(t,x, p) = e−2ωt {
Φ(t,eωtx)+Φ

∗(t,−eωtAax+ eωt p)
}

associated to a convex lower semicontinuous function Φ , a skew-adjoint operator
Aa, and a scalar ω , and `(r,s) = 1

2‖r‖2−2〈v0,r〉+‖v0‖2 + 1
2‖s‖2.

Example 7.3. Initial-value Ginzburg-Landau evolution with diffusion

Consider complex Ginzburg-Landau equations of the type,


∂u
∂ t − (κ + i)∆u+∂ϕ(t,u)−ωu = 0 (t,x) ∈ (0,T )×Ω ,

u(t,x) = 0 x ∈ ∂Ω ,
u(0,x) = u0,

(7.36)
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where κ > 0, ω ≥ 0, Ω is a bounded domain in RN , u0 ∈ L2(Ω), and Ψ is a time-
dependent convex lower semicontinuous function. An immediate corollary of The-
orem 7.4 is the following.

Corollary 7.1. Let X := H1
0 (Ω), H := L2(Ω), and X∗ = H−1(Ω). If for some C > 0

we have

−C ≤
∫ T

0 Ψ(t,u(t))dt ≤C(
∫ T

0 ‖u(t)‖2
X dt +1) for every u ∈ L2

X [0,T ],

then there exists a solution u ∈X2,2 for equation (7.36).

Proof. Set A = −(κ + i)∆u, so that Φ(t,u) := k
2
∫
|∇u|2dx + ϕ(t,u(t)) and Aa =

−i∆ . Note that since

c1(‖u‖2
L2

X
−1)≤

∫ T

0
Φ(t,u)dt ≤ c2(‖u‖2

L2
X
+1) (7.37)

for some c1,c2 > 0, we therefore have

c′1(‖v‖2
L2

X∗
−1)≤

∫ T

0
Φ
∗(t,v)dt ≤ c′2(‖v‖2

L2
X∗

+1)

for some c′1,c
′
2 > 0 and hence,

c′1
(∫ T

0

∫
Ω

|∇(−∆)−1v|2 dxdt−1
)
≤
∫ T

0
Φ
∗(t,v)dt

≤ c′2
(∫ T

0

∫
Ω

|∇(−∆)−1v|2 dxdt +1
)
,

from which we obtain

c′1
(∫ T

0

∫
Ω

|∇u|2 dxdt−1
)
≤
∫ T

0
Φ
∗(t, i∆u)dt ≤ c′2

(∫ T

0

∫
Ω

|∇u|2 dxdt +1
)
,

which, once coupled with (7.37), yields the required boundedness in Theorem 7.4.

7.3 Semigroups of contractions associated to self-dual
Lagrangians

In this section, we shall associate to a self-dual Lagrangian L on a Hilbert space
H×H a semigroup of maps (Tt)t∈R+ on H, which is defined for any x0 ∈Dom(∂L)
as Ttx0 = x(t), where x(t) is the unique solution of the following:{

−ẋ(t) ∈ ∂L(x(t)) t ∈ [0,T ]
x(0) = x0.

(7.38)
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As noted above, such a solution can be obtained by minimizing the completely self-
dual functional

I(u) =
∫ T

0
L(u(t),−u̇(t))dt +

1
2
‖u(0)‖2−2〈x0,u(0)〉+‖x0‖2 +

1
2
‖u(T )‖2

on A2
H and showing that I(x) = inf

u∈A2
H

I(u) = 0. Now, according to Theorem 7.1, this

can be done whenever the Lagrangian L satisfies the condition

L(x,0)≤C(‖x‖2 +1) for all x ∈ H, (7.39)

which is too stringent for most applications. We shall, however, see that this con-
dition can be relaxed considerably via the λ -regularization procedure of self-dual
Lagrangians. The following is the main result of this section.

Theorem 7.5. Let L be a self-dual Lagrangian on a Hilbert space H ×H that is
uniformly convex in the first variable. Assuming Dom(∂L) is nonempty, then for any
ω ∈ R there exists a semigroup of maps (Tt)t∈R+ defined on Dom(∂L) such that:

1. T0x = x and ‖Ttx−Tty‖ ≤ e−ωt‖x− y‖ for any x,y ∈ Dom(∂L).
2. For any x0 ∈ Dom(∂L), we have Ttx0 = x(t), where x(t) is the unique path that

minimizes on A2
H the completely self-dual functional

I(u) =
∫ T

0
e2ωtL(u(t),−ωu(t)− u̇(t))dt

+
1
2
‖u(0)‖2−2〈x0,u(0)〉+‖x0‖2 +

1
2
‖eωT u(T )‖2.

3. For any x0 ∈ Dom(∂L), the path x(t) = Ttx0 satisfies

−ẋ(t)−ωx(t) ∈ ∂L(x(t)) t ∈ [0,T ] (7.40)
x(0) = x0.

First, we shall prove the following improvement of Theorem 7.1, provided L is
autonomous. The boundedness condition is still there, but we first show regularity
in the semiconvex case.

Proposition 7.2. Assume L : H ×H → R∪{+∞} is an autonomous self-dual La-
grangian that is uniformly convex and suppose

L(x,0)≤C(‖x‖2 +1) for x ∈ H. (7.41)

Then, for any ω ∈R, x0 ∈H, there exists u ∈C1
(
[0,T ] : H

)
such that u(0) = x0 and

0 =
∫ T

0
e2ωtL

(
e−ωtu(t),−e−ωt u̇(t)

)
dt

+
1
2
‖u(0)‖2−2〈x0,u(0)〉+‖x0‖2 +

1
2
‖u(T )‖2, (7.42)
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−e−ωt
(
u̇(t),u(t)

)
∈ ∂L

(
e−ωtu(t),e−ωt u̇(t)

)
t ∈ [0,T ], (7.43)

‖u̇(t)‖ ≤C(ω,T )‖u̇(0)‖ t ∈ [0,T ], (7.44)

where C(ω,T ) is a positive constant.

Proof of Proposition 7.2: Apply Theorem 7.1 to the Lagrangian M(t,x, p) =
e2ωtL(e−ωtx,e−ωt p), which is also self-dual by Proposition 3.4. There exists then
u ∈ A2

H such that
(
u(t), u̇(t)

)
∈Dom(M) for a.e. t ∈ [0,T ] and I(u) = inf

x∈A2
H

I(x) = 0,

where

I(x) =
∫ T

0
M(t,x(t),−ẋ(t))dt +

1
2
‖x(0)‖2−2〈x0,x(0)〉+‖x0‖2 +

1
2
‖x(T )‖2.

The path u then satisfies u(0) = x0, and for a.e. t ∈ [0,T ],

−
(
u̇(t),u(t)

)
∈ ∂M

(
t,u(t), u̇(t)

)
and via the chain rule

∂M(t,x, p) = eωt
∂L
(
e−ωtx,e−ωt p

)
,

and get that for almost all t ∈ [0,T ]

−e−ωt(u̇(t),u(t)
)
∈ ∂L

(
e−ωtu(t),e−ωt u̇(t)

)
.

Apply Lemma 3.1 to x(t) = e−ωtu(t) and v(t) = e−ωt u̇(t) to conclude that u̇ ∈
C
(
[0,T ] : H

)
, and therefore u ∈ C1

(
[0,T ] : H

)
. Since L is self-dual and uniformly

convex, we get from Lemma 3.1 that (x, p) 7→ ∂L(x, p) is Lipschitz, and so by con-
tinuity we have now for all t ∈ [0,T ]

−e−ωt(u̇(t),u(t)
)
∈ ∂L

(
e−ωtu(t),e−ωt u̇(t)

)
,

and (7.43) is verified.
To establish (7.44), we first differentiate to obtain

e−2ωt d
dt
‖u(t)−e−ωhu(t +h)‖2 = 2e−2ωt〈u(t)−e−ωhu(t +h), u̇(t)−e−ωhu̇(t +h)〉.

Setting now v1(t) = ∂1L
(
e−ωtu(t),e−ωt u̇(t)

)
and v2(t) = ∂2L

(
e−ωtu(t),e−ωt u̇(t)

)
,

we obtain from (7.43) and monotonicity that

e−2ωt d
dt
‖u(t)− e−ωhu(t +h)‖2 = 〈e−ωtu(t)− e−ω(t+h)u(t +h),−v1(t)+ v1(t +h)〉+

〈e−ωt u̇(t)− e−ω(t+h)u̇(t +h),−v2(t)+ v2(t +h)〉
≤ 0.

We conclude from this that
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‖u(t)− e−hω u(t +h)‖
h

≤ ‖u(0)− e−hω u(h)‖
h

,

and as we take h → 0, we get ‖ωu(t)+ u̇(t)‖ ≤ ‖ωx0 + u̇(0)‖. Therefore

‖u̇(t)‖ ≤ ‖u̇(0)‖+ |ω|‖u(t)‖

and
‖u(t)‖ ≤

∫ t

0
‖u̇(s)‖ds ≤ ‖u̇(0)‖T + |ω|

∫ t

0
‖u(s)‖ds.

It follows from Grönwall’s inequality that ‖u(t)‖ ≤ ‖u̇(0)‖
(
C + |ω|e|ω|T

)
for all

t ∈ [0,T ] and finally that

‖u̇(t)‖ ≤ ‖u̇(0)‖
(
C + |ω|+ |ω|2e|ω|T

)
.

We now proceed with the proof of Theorem 7.5. For that we first consider the λ -
regularization of the Lagrangian so that the boundedness condition (7.41) in Propo-
sition 7.2 is satisfied, and then make sure that all goes well when we take the limit
as λ goes to 0.

End of proof of Theorem 7.5. Let Mλ (t,x, p) = e2ωtL1
λ
(e−ωtx,e−ωt p), which is

also self-dual and uniformly convex by Lemma 3.3.
We have L1

λ
(t,x,0) ≤ L(0,0)+ ‖x‖2

2λ
, and hence Proposition 7.2 applies and we

get for all λ > 0 a solution xλ ∈C1
(
[0,T ] : H

)
such that xλ (0) = x0,∫ T

0
Mλ

(
t,xλ (t),−ẋλ (t)

)
dt + `

(
xλ (0),xλ (T )

)
= 0, (7.45)

−e−ωt
(
ẋλ (t),xλ (t)

)
∈ ∂L1

λ

(
e−ωtxλ (t),e−ωt ẋλ (t)

)
for t ∈ [0,T ], (7.46)

‖ẋλ (t)‖ ≤C(ω,T )‖ẋλ (0)‖. (7.47)

Here `
(
xλ (0),xλ (T )

)
= 1

2‖xλ (0)‖2−2〈x0,xλ (0)〉+‖x0‖2 + 1
2‖uλ (T )‖2. By the def-

inition of Mλ (t,x, p), identity (7.45) can be written as∫ T

0
e2ωtL1

λ

(
e−ωtxλ (t),−e−ωt ẋλ (t)

)
dt + `

(
xλ (0),xλ (T )

)
= 0, (7.48)

and since

L1
λ
(x, p) = L

(
Jλ (x, p), p

)
+
‖x− Jλ (x, p)‖2

2λ
+

λ‖p‖2

2
,

equation (7.45) can be written as
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0
e2ωt

(
L
(
vλ (t),−e−ωt ẋλ (t)

)
+
‖e−ωtxλ (t)− vλ (t)‖2

2λ
+

λ‖e−ωt ẋλ (t)‖2

2

)
dt

+`
(
xλ (0),xλ (T )

)
= 0,

where vλ (t) = Jλ

(
e−ωtxλ (t),−e−ωt ẋλ (t)

)
. Using Lemma 3.3, we get from (7.46)

that for all t

−e−ωt ẋλ (t) = ∂1L1
λ

(
e−ωtxλ (t),e−ωt ẋλ (t)

)
=

e−ωtxλ (t)− vλ (t)
λ

. (7.49)

Setting t = 0 in (7.46) and noting that xλ (0) = x0, we get that −
(
ẋλ (0),x0

)
∈

∂L1
λ

(
x0, ẋλ (0)

)
, and since x0 ∈ Dom(∂L), we can apply (7.14) in Theorem 7.1 to

get that ‖ẋλ (0)‖ ≤ C for all λ > 0. Now we plug this inequality into (7.47) and
obtain

‖ẋλ (t)‖ ≤ D(ω,T ) ∀λ > 0 ∀t ∈ [0,T ].

This yields by (7.49) that

‖e−ωtxλ (t)− vλ (t)‖ ≤ e|ω|T D(ω,T )λ ∀t ∈ [0,T ],

and hence
‖e−ωt xλ (t)−vλ (t)‖2

λ
→ 0 uniformly in t. (7.50)

Moreover, since ‖ẋλ‖A2
H
≤ D(ω,T ) for all λ > 0, there exists x̂ ∈ A2

H such that, up
to a subsequence,

xλ ⇀ x̂ in A2
H , (7.51)

and again by (7.49) we have∫ T

0
‖vλ (t)− e−ωt x̂(t)‖2

Hdt → 0, (7.52)

while clearly implies that

λ
‖e−ωt ẋλ (t)‖2

2
→ 0 uniformly. (7.53)

Now use (7.50)–(7.53) and the lower semicontinuity of L, to deduce from (7.48) that
as λ → 0 we have

I
(
x̂
)

=
∫ T

0
e2ωtL

(
e−ωt x̂(t),−e−ωt x̂(t)

)
dt + `

(
x̂(0), x̂(T )

)
≤ 0.

Since we already know that I
(
x
)
≥ 0 for all x ∈ A2

H , we finally get our claim that
0 = I

(
x̂
)

= infx∈A2
H

I
(
x
)
.

Now define Ttx0 := e−ωt x̂(t). It is easy to see that x(t) := Ttx0 satisfies equa-
tion (7.40) and that T0x0 = x0. We need to check that {Tt}t∈R+ is a semigroup. By
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the uniqueness of minimizers, this is equivalent to showing that for all s < T , the
function v(t) := x(t + s) satisfies

0 =
∫ T−s

0
e2ωtL

(
v(t),−e−ωt( d

dt
eωtv(t)

))
dt

+
1
2
‖v(0)‖2−2〈Tsx0,v(0)〉+‖Tsx0‖2 +

1
2
‖eω(T−s)v(T )‖2.

By the definition of x(t) and the fact that I
(
x̂
)

= 0, we have

0 =
∫ T

0
e2ωtL

(
x(t),−e−ωt( d

dt
eωtx(t)

))
dt

+
1
2
‖x(0)‖2−2〈x0,x(0)〉+‖x0‖2 +

1
2
‖eωT x(T )‖2.

Since x(t) satisfies equation (7.40), we have

0 =
∫ s

0
e2ωtL

(
x(t),−e−ωt( d

dt
eωtx(t)

))
dt

+
1
2
‖x(0)‖2−2〈x0,x(0)〉+‖x0‖2 +

1
2
‖eωsx(s)‖2.

By subtracting the two equations we get

0 =
∫ T

s
e2ωtL

(
x(t),−e−ωt( d

dt
eωtx(t)

))
dt +

1
2
‖eωT x(T )‖2− 1

2
‖eωsx(s)‖2.

Make a substitution r = t− s and we obtain

0 = e2ωs
{∫ T−s

0
e2ωrL

(
v(r),−e−ωr( d

dr
eωrv(r)

))
dr +

1
2
‖eω(T−s)x(T )‖2− 1

2
‖x(s)‖2

}
and finally

0 =
∫ T−s

0
e2ωrL

(
v(r),−e−ωr( d

dr
eωrv(r)

))
dr

+
1
2
‖v(0)‖2−2〈Tsx0,v(0)〉+‖Tsx0‖2 +

1
2
‖eω(T−s)v(T )‖2.

It follows that Ts(Ttx0) = Ts+tx0.
To check the Lipschitz constant of the semigroup, we differentiate ‖Ttx0−Ttx1‖2

and use equation (7.40) in conjunction with monotonicity to see that

d
dt
‖Ttx0−Ttx1‖2 ≤−ω‖Ttx0−Ttx1‖2

whenever x0,x1 ∈ Dom(∂L). A simple application of Grönwall’s inequality gives
the desired conclusions.
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Exercise 7. A.

1. Show that the semi-group associated to a self-dual Lagrangian L by Theorem 7.5 maps
Dom(∂L) into itself, and that it can be extended to a continuous semi-group of contractions
(St)t∈R+ on the closure of Dom(∂L), in such a way that lim

t→0
‖St u− u‖ = 0 for every u in the

closure of Dom(∂L).
2. Conversely, assuming that (St)t is a continuous semi-group of contractions on a closed convex

subset D of a Hilbert space H, show that there exists a self-dual Lagrangian L such that for
every u0 ∈ D, we have 0 ∈ d

dt St u0 +∂L(St u0).

7.4 Variational resolution for gradient flows of semiconvex
functions

Corollary 7.2. Let ϕ : H →R∪{+∞} be a bounded below proper convex and lower
semicontinuous on a Hilbert space H. For any u0 ∈ Dom(∂ϕ) and any ω ∈ R,
consider the completely self-dual functional

I(u) =
∫ T

0
e2ω ′t

[
ψ(e−ω ′tu(t))+ψ

∗(−e−ω ′t u̇(t))
]

dt

+
1
2
(|u(0)|2 + |u(T )|2)−2〈u(0),u0〉+ |u0|2, (7.54)

where ψ(x) = ϕ(x)+ 1
2‖x‖2 and ω ′ = ω−1. Then, I has a unique minimizer ū in A2

H

such that I(ū) = inf
u∈A2

H

I(u) = 0, and the path v(t) = e−ω ′t ū(t) is the unique solution

of the equation {
v̇(t)−ωv(t) ∈ −∂ϕ(v(t)) a.e. on [0,T ]

v(0) = u0.
(7.55)

Proof. This is a direct application of the above with L(x, p) = ψ(x)+ψ∗(p), which
is clearly uniformly convex in the first variable.

Example 7.4. Quasilinear parabolic equations

Let Ω be a smooth bounded domain in Rn. For p ≥ n−2
n+2 , the Sobolev space

W 1,p+1
0 (Ω)⊂ H := L2(Ω), and so we define on L2(Ω) the functional

ϕ(u) =

{
1

p+1
∫

Ω
|∇u|p+1 on W 1,p+1

0 (Ω)
+∞ elsewhere

(7.56)
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and let ϕ∗ be its Legendre conjugate. For any ω ∈ R, any u0 ∈ L2(Ω), and any

f ∈ L2
(
[0,T ];W−1, p+1

p (Ω)
)
, the infimum of the completely self-dual functional

I(u) =
1

p+1

∫ T

0
e2ωt

∫
Ω

(
|∇u(t,x)|p+1− (p+1) f (t,x)u(x, t)

)
dxdt

+
∫ T

0
e2ωt

ϕ
∗
(

f (t)−ωu(t)− ∂u
∂ t

)
dt

−2
∫

Ω

u(0,x)u0(x)dx+
∫

Ω

|u0(x)|2 dx+
1
2

∫
Ω

(|u(0,x)|2 + e2T |u(T,x)|2)dx

on the space A2
H is equal to zero and is attained uniquely at a W 1,p+1

0 (Ω)-valued
path u such that

∫ T
0 ‖u̇(t)‖2

2dt < +∞ and is a solution of the equation{
∂u
∂ t = ∆pu+ω u+ f on Ω × [0,T ],

u(0,x) = u0(x) on Ω ,
(7.57)

Similarly, we can deal with the equation{
∂u
∂ t = ∆pu−Au+ωu+ f on Ω × [0,T ],

u(0,x) = u0(x) on Ω ,
(7.58)

whenever A is a positive operator on L2(Ω).

Example 7.5. Porous media equations

Let H = H−1(Ω) equipped with the scalar product 〈u,v〉H−1(Ω) =
∫

Ω
u(−∆)−1vdx.

For m ≥ n−2
n+2 , we have Lm+1(Ω)⊂ H−1, and so we can consider the functional

ϕ(u) =
{ 1

m+1
∫

Ω
|u|m+1 on Lm+1(Ω)

+∞ elsewhere
(7.59)

and its conjugate

ϕ
∗(v) =

m
m+1

∫
Ω

|(−∆)−1v|
m+1

m dx. (7.60)

Then, for any ω ∈ R, u0 ∈ H−1(Ω), and f ∈ L2
(
[0,T ];H−1(Ω)

)
, the infimum of

the completely self-dual functional

I(u) =
1

m+1

∫ T

0
e2ωt

∫
Ω

|u(t,x)|m+1 dxdt

+
m

m+1

∫ T

0
e2ωt

∫
Ω

∣∣∣(−∆)−1
(

f (t,x)−ωu(t,x)− ∂u
∂ t

(t,x)
)∣∣∣m+1

m
dxdt

−
∫ T

0
e2ωt

∫
Ω

u(x, t)(−∆)−1 f (t,x)dxdt +
∫

Ω

|∇(−∆)−1u0(x)|2 dx
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−2
∫

Ω

u0(x)(−∆)−1u(0,x)dx+
1
2

(
‖u(0)‖2

H−1
+ e2ωT‖u(T )‖2

H−1

)
on the space A2

H is equal to zero and is attained uniquely at an Lm+1(Ω)-valued path
u such that

∫ T
0 ‖u̇(t)‖2

Hdt < +∞ and is a solution of the equation{
∂u
∂ t (t,x) = ∆um(t,x)+ωu(t,x)+ f (t,x) on Ω × [0,T ],
u(0,x) = u0(x) on Ω .

(7.61)

7.5 Parabolic equations with homogeneous state-boundary
conditions

Corollary 7.3. Let ϕ : H → R∪ {+∞} be a convex, lower semicontinuous, and
proper function on a Hilbert space H, and let Γ be an antisymmetric linear op-
erator into H whose domain D(Γ ) contains D(ϕ). Assume that

x0 ∈ D(Γ )∩D(∂ϕ). (7.62)

Then, for all ω ∈ R and all T > 0, there exists v ∈ A2
H([0,T ]) such that{

−v̇(t)+Γ v(t)−ωv(t) ∈ ∂ϕ(v(t)) for a.e. t ∈ [0,T ]
v(0) = x0.

(7.63)

Proof. Consider the uniformly convex and lower semicontinuous function

ψ(x) := ϕ(x+ x0)+
‖x‖2

2
−〈x,Γ x0〉+ 〈x,ωx0〉.

Setting ψt(x) := e2(ω−1)tψ(e−(ω−1)tx), the assumptions ensure that

L(t,x, p) := ψt(x)+ψ
∗
t (Γ x+ p) if x ∈ D(ϕ)

and +∞ elsewhere, is a self-dual Lagrangian by Proposition 4.1. The fact that x0 ∈
D(Γ )∩D(∂ϕ) implies that 0 ∈ Dom(∂L). Consider now the following completely
self-dual functional on A2

H([0,T ]):

I(u) =
∫ T

0
e2(ω−1)t

ψ(e−(ω−1)tx(t))+ e2(ω−1)t
ψ
∗(e−(ω−1)t(Γ x(t)− ẋ(t)))dt

+
1
2
(‖x(0)‖2 +‖x(T )‖2).

All the hypotheses of Theorem 7.5 are then satisfied, and we can deduce that there
exists a path x̄ in A2

H([0,T ]) such that I(x̄) = inf
x∈A2

H ([0,T ])
I(x) = 0. Therefore
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0 =
∫ T

0
ψt(x̄(t))+ψ

∗
t (Γ x̄(t)− ˙̄x(t))dt +

1
2
(‖x̄(0)‖2 +‖x̄(T )‖2)

≥
∫ T

0
〈x̄(t),Γ x̄(t)− ˙̄x(t)〉dt +

1
2
(‖x̄(0)‖2 +‖x̄(T )‖2)

= ‖x̄(0)‖2 ≥ 0.

It follows that
− ˙̄x(t)+Γ x̄(t) ∈ e(ω−1)t

∂ψ(e−(ω−1)t x̄(t))

x̄(0) = 0,

and by a simple application of the product-rule we see that v̄(t) defined by v̄(t) :=
e−(ω−1)t x̄(t) satisfies

− ˙̄v(t)+Γ v̄(t)− (ω −1)v̄(t) ∈ ∂ψ(v̄(t)) for a.e. t ∈ [0,T ] (7.64)
v̄(0) = 0.

Since ∂ψ(x) = ∂ϕ(x + x0)+ x−Γ x0 + ωx0, we get that v(t) := v̄(t)+ x0 satisfies
equation (7.63).

Example 7.6. Evolution driven by the transport operator and the p-Laplacian

Consider the following evolution equation on a smooth bounded domain of Rn:− ∂u
∂ t +a(x) ·∇u = −∆pu+ 1

2 a0(x)u+ωu on [0,T ]×Ω

u(0,x) = u0(x) on Ω

u(t,x) = 0 on [0,T ]×∂Ω .
(7.65)

We can now establish variationally the following existence result.

Corollary 7.4. Let a : Rn →Rn be a smooth vector field and a0 ∈ L∞(Ω). For p≥ 2,
ω ∈R, and u0 in W 1,p

0 (Ω)∩{u;∆pu∈ L2(Ω)}, there exists ū∈A2
L2(Ω)([0,T ]), which

solves equation (7.65). Furthermore, ∆pū(x, t) ∈ L2(Ω) for almost all t ∈ [0,T ].

Proof. The operator Γ u = a ·∇u+ 1
2 (∇ ·a)u with domain D(Γ ) = H1

0 (Ω) is antisym-
metric . In order to apply Corollary 7.3 with H = L2(Ω), we need to ensure the con-
vexity of the potential, and for that we pick K > 0 such that ∇ ·a(x)+a0(x)+K ≥ 1
for all x ∈ Ω .

Now define ϕ : H → R∪{+∞} by

ϕ(u) =
1
p

∫
Ω

|∇u(x)|pdx+
1
4

∫
Ω

(∇ ·a(x)+a0(x)+K)|u(x)|2dx

if u ∈W 1,p
0 (Ω) and +∞ otherwise.

By observing that ϕ is a convex lower semicontinuous function with symmetric
domain D(ϕ)⊂D(Γ ), we can apply Corollary 7.3 with the linear factor (ω− K

2 ) to
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obtain the existence of a path ū ∈ A2
H([0,T ]) such that ū(0) = x0, and

− ˙̄u(t)+Γ ū(t) ∈ ∂ϕ(ū(t))+
(

ω − K
2

)
ū(t) for a.e. t ∈ [0,T ],

which is precisely equation (7.65). Since now ∂ϕ(ū(t)) is a nonempty set in H for
almost all t ∈ [0,T ], we have ∆pū(x, t) ∈ L2(Ω) for almost all t ∈ [0,T ].

The following result capitalizes on the fact that if Γ is skew-adjoint, then its
domain need not be large.

Corollary 7.5. Let X ⊂ H ⊂ X∗ be an evolution triple and let Γ : D(Γ )⊆ H → X∗

be a skew-adjoint operator. Let Φ : X → R̄ be a uniformly convex, lower semicon-
tinuous, and proper function on X that is bounded on the bounded sets of X and is
also coercive on X . Assume that x0 ∈D(Γ ) and that ∂Φ(x0)∩H is not empty. Then,
for all ω ∈ R and all T > 0, the self-dual functional

I(x) =
∫ T

0
e2ωt{Φ(e−ωtx(t))+Φ

∗(−Γ e−ωtx(t)− e−ωt ẋ(t))}dt

+
1
2
(|x(0)|2 + |x(T )|2)−2〈x(0),v0〉+ |v0|2

attains its minimum on A2
H at a path ṽ∈A2

H such that I(ṽ) = inf
x∈A2

H

I(x) = 0. Moreover,

the path v(t) = e−ωt ṽ(t) solves the following equation:

−v̇(t)−Γ v(t)−ωv(t) ∈ ∂Φ(v(t)) for a.e. t ∈ [0,T ]
v(0) = v0.

Example 7.7. Ginzburg-Landau evolution without diffusion

Consider the following evolution equation in RN :{
u̇(t)− iα∆u+ γ|u|q−1u+ iβu−ωu = 0 on RN ,

u(x,0) = u0.
(7.66)

In order to find a solution for equation (7.66), it suffices to apply Corollary 7.5
with H := L2(RN ;C), X = H ∩Lq(RN ;C) equipped with their real structure and to
consider the skew-adjoint operator defined by Γ u := −iα∆u + 2iβu with domain
D(Γ ) = {u ∈ L2(Rn);∆u ∈ L2(Rn)} and the convex function

Φ(u) =
γ

q+1

∫
RN
|u|q+1 dx.

We then obtain the following corollary.

Corollary 7.6. For every q > 1 and u0 ∈ L2(RN)∩L2q(RN) with ∆u0 ∈ L2(RN), the
equation
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u̇(t)− i∆u+ |u|q−1u = 0 on RN ,

u(x,0) = u0,
(7.67)

has a solution u ∈ A2
H that can be obtained by minimizing the completely self-dual

functional

I(u) =
∫ T

0

{
1

p+1

∫
RN
|u(t,x)|p+1 dx+

p+1
p

∫
RN
|i∆u(t,x)− ∂u

∂ t
(t,x)|

p
p+1 dx

}
dt

−2
∫

RN
u(0,x)u0(x)dx+

∫
RN
|u0(x)|2 dx

+
1
2

∫
RN

(|u(0,x)|2 + |u(T,x)|2)dx. (7.68)

7.6 Variational resolution for coupled flows and wave-type
equations

Self-dual Lagrangians are also suited to treating variationally certain coupled evo-
lution equations.

Proposition 7.3. Let ϕ be a proper, convex, lower semicontinuous function on X ×
Y , and let A : X →Y ∗ be any bounded linear operator. Assume Γ1 : X →X (resp., Γ2 :
Y → Y ) are positive operators. Then, for any (x0,y0) ∈ Dom(∂ϕ) and any ( f ,g) ∈
X∗×Y ∗, there exists a path (x(t),y(t)) ∈ A2

X ×A2
Y such that

−ẋ(t)−A∗y(t)−Γ1x(t)+ f ∈ ∂1ϕ(x(t),y(t)),
−ẏ(t)+Ax(t)−Γ2y(t)+g ∈ ∂2ϕ(x(t),y(t)),

x(0) = x0,
y(0) = y0.

(7.69)

The solution is obtained as a minimizer on A2
X × A2

Y of the completely self-dual
functional

I(x,y) =
∫ T

0
{ψ(x(t),y(t))+ψ

∗(−A∗y(t)−Γ
a

1 x(t)− ẋ(t),Ax(t)−Γ
a

2 y(t)− ẏ(t))}dt

+
1
2
‖x(0)‖2−2〈x0,x(0)〉+‖x0‖2 +

1
2
‖x(T )‖2

+
1
2
‖y(0)‖2−2〈y0,y(0)〉+‖y0‖2 +

1
2
‖y(T )‖2,

whose infimum is zero. Here Γ a
1 and Γ a

2 are the skew-symmetric parts of Γ1 and Γ2,
respectively, and

ψ(x,y) = ϕ(x,y)+
1
2
〈Γ1x,x〉−〈 f ,x〉+ 1

2
〈Γ2y,y〉−〈g,x〉.

Proof. It suffices to apply Theorem 7.5 to the self-dual Lagrangian
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L((x,y),(p,q)) = ψ(x,y)+ψ
∗(−A∗y−Γ

a
1 x+ p,Ax−Γ

a
2 y+q).

If (x̄(t), ȳ(t)) is where the infimum is attained, then we get

0 = I(x̄, ȳ)

=
∫ T

0

{
ψ(x̄(t), ȳ(t))+ψ

∗(−A∗ȳ(t)−Γ
a

1 x̄(t)− ˙̄x(t),Ax̄(t)−Γ
a

2 ȳ(t)− ˙̄y(t))

−〈(x̄(t), ȳ(t)),(−A∗ȳ(t)−Γ
a

1 x̄(t)− ˙̄x(t),Ax̄(t)−Γ
a

2 ȳ(t)− ˙̄y(t))〉
}

dt

+‖x(0)− x0‖2 +‖y(0)− y0‖2.

It follows that x̄(0) = x0, ȳ(0) = 0, and the integrand is zero for a.e. t, which yields

−ẋ(t)−A∗y(t)−Γ
a

1 x(t) ∈ ∂1ψ(x(t),y(t)) = ∂1ϕ(x(t),y(t))+Γ
s

1 x(t)− f ,

−ẏ(t)+Ax(t)−Γ
a

2 y(t) ∈ ∂2ψ(x(t),y(t)) = ∂2ϕ(x(t),y(t))+Γ
s

2 y(t)−g,

x(0) = x0,

y(0) = y0.

By applying Theorem 7.5, we also obtain the following proposition.

Proposition 7.4. Consider two convex lower semicontinuous functions ϕ1 and ϕ2 on
Hilbert spaces X and Y , respectively, as well as two positive operators Γ1 on X and
Γ2 on Y . For any pair ( f ,g) ∈ X ×Y and c > 0, we consider the convex functionals

ψ1(x) = 1
2 〈Γ1x,x〉+ϕ1(x)−〈 f ,x〉 and ψ2(y) = c−2

( 1
2 〈Γ2y,y〉+ϕ2(y)−〈g,y〉

)
.

Then, for any bounded linear operator A : X →Y , x0 ∈Dom(∂ϕ1), y0 ∈Dom(∂ϕ2),
and ω,ω ′ ∈ R, the following functional is completely self-dual on A2

X ×A2
Y :

I(u,v) =
∫ T

0
e−2ωt {

ψ1(eωtu(t))+ψ
∗
1 (eωt(−A∗v(t)−Γ

a
1 u(t)− u̇(t)))

}
dt

+
∫ T

0
e−2ω ′t

{
ψ2(eω ′tv(t))+ψ

∗
2 (eω ′t(Au(t)− c−2

Γ
a

2 v(t)− c−2v̇(t))
}

dt

+
1
2
‖u(0)‖2−2〈x0,u(0)〉+‖x0‖2 +

1
2
‖u(T )‖2

+
1

2c2 ‖v(0)‖2− 2
c2 〈y0,v(0)〉+ 1

c2 ‖y0‖2 +
1

2c2 ‖v(T )‖2.

Moreover, its infimum is zero and is attained at a path (x̄(t), ȳ(t)), in such a way that
x(t) = eωt x̄(t) and y(t) = eω ′t ȳ(t) form a solution of the system of equations

−ẋ(t)+ωx(t)−A∗y(t)−Γ1x(t)+ f ∈ ∂ϕ1(x(t))
−ẏ(t)+ω ′y(t)+ c2Ax(t)−Γ2y(t)+g ∈ ∂ϕ2(y(t))

x(0) = x0
y(0) = y0.

(7.70)
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Example 7.8. A variational principle for coupled equations

Let b1 : Ω → Rn and b2 : Ω → Rn be two smooth vector fields on a neighborhood
of a bounded domain Ω of Rn, and consider the system of evolution equations

− ∂u
∂ t −∆(v−u)+b1 ·∇u = |u|p−2u+ f on (0,T ]×Ω ,

− ∂v
∂ t +∆(v+ c2u)+b2 ·∇v = |v|q−2v+g on (0,T ]×Ω

u(t,x) = v(t,x) = 0 on (0,T ]×∂Ω ,
u(0,x) = u0(x) for x ∈ Ω ,
v(0,x) = v0(x) for x ∈ Ω .

(7.71)

Theorem 7.6. Assume div(b1)≥ 0 and div(b2)≥ 0 on Ω , 1 < p,q≤ n+2
n−2 , and con-

sider the functional on the space A2
H1

0 (Ω))
×A2

H1
0 (Ω)

I(u,v) =
∫ T

0

{
Ψ(u(t))+Ψ

∗
(

b1.∇u(t)+
1
2

div(b1)u(t)−∆v(t)− u̇(t)
)}

dt

+
∫ T

0

{
Φ(v(t))+Φ

∗
( 1

c2 b2.∇v(t)+
1

2c2 div(b2)v(t)+∆u(t)− 1
c2 v̇(t)

)}
dt

+
∫

Ω

{
1
2
(|u(0,x)|2 + |u(T,x)|2)−2u(0,x)u0(x)+ |u0(x)|2

}
dx

+
1
c2

∫
Ω

{
1
2
(|v(0,x)|2 + |v(T,x)|2)−2v(0,x)v0(x)+ |v0(x)|2

}
dx,

where

Ψ(u) = 1
2
∫

Ω
|∇u|2dx+ 1

p
∫

Ω
|u|pdx+

∫
Ω

f udx+ 1
4
∫

Ω
div(b1) |u|2dx

and

Φ(v) =
1

2c2

∫
Ω

|∇v|2dx+
1

qc2

∫
Ω

|v|qdx+
1
c2

∫
Ω

gvdx+
1

4c2

∫
Ω

div(b2) |v|2dx

and Ψ ∗ and Φ∗ are their Legendre transforms. I is then a completely self-dual
functional on A2

H1
0 (Ω))

×A2
H1

0 (Ω)
, and there exists then (ū, v̄) ∈ A2

H1
0 (Ω))

×A2
H1

0 (Ω)
such

that I(ū, v̄) = inf
{

I(u,v);(u,v) ∈ A2
H1

0 (Ω))
×A2

H1
0 (Ω)

}
= 0, and (ū, v̄) is a solution of

(7.71).

Example 7.9. Pressureless gas of sticky particles

Motivated by the recent work of Brenier [24], we consider equations of the form

∂ttX = c2
∂yyX −∂t∂aµ, ∂aX ≥ 0, µ ≥ 0, (7.72)
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where here X(t) := X(t,a,y) is a function on K = [0,1]×R/Z and µ(t,a,y) is a
nonnegative measure that plays the role of a Lagrange multiplier for the constraint
∂aX ≥ 0. Following Brenier, we reformulate the above problem as the following
system governing the variables (X ,U) : [0,T ]→ A2

R[K]×A2
R[K]

−Ẋ(t)− ∂U
∂y (t) ∈ ∂ϕ1(X(t))

U̇(t)+ ∂X
∂y (t) = 0,

X(0) = X0,
U(0) = U0,

(7.73)

where ϕ1 is the convex function defined on L2(K) by

ϕ1(X) =
{

0 if ∂aX ≥ 0
+∞ elsewhere. (7.74)

Actually, we may consider the Hilbert space X to be the subspace of A2
R[K]

consisting of those functions on K that are periodic in y. Define the operator
Γ (X ,U) = (− ∂U

∂y , ∂X
∂y ) from X to X ∗. We can solve this system with the above

method by setting ϕ2(U) = 0 for every U ∈ L2(K) and considering the completely
self-dual functional on the space A2

X [0,T ]:

I(X ,U) =
∫ T

0

{
ϕ1(X(t))+ϕ

∗
1

(
− ∂U

∂y
(t)− Ẋ(t)

)}
dt

+
∫ T

0

{
ϕ
∗
2

(
− ∂X

∂y
(t)−U̇(t)

)}
dt

+
1
2
‖X(0)‖2−2〈X0,X(0)〉+‖X0‖2 +

1
2
‖X(T )‖2

+
1
2
‖U(0)‖2−2〈Y0,U(0)〉+‖Y0‖2 +

1
2
‖U(T )‖2.

It follows from Theorem 7.5 that if (X0,U0) are such that ∂aX0 ≥ 0, then the mini-
mum of I is then zero and is attained at a path

(
X̄(t),Ū(t)

)
that solves the system of

equations (7.73).

7.7 Variational resolution for parabolic-elliptic variational
inequalities

Consider for each time t, a bilinear continuous functional at on a Hilbert space
H ×H and a time-dependent convex lower semicontinuous function ϕ(t, ·) : H →
R∪{+∞}. Solving the corresponding parabolic variational inequality amounts to
constructing for a given f ∈ L2([0,T ];H) and x0 ∈ H, a path x(t) ∈ A2

H([0,T ]) such
that for all z ∈ H
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〈ẋ(t),x(t)− z〉+at(x(t),x(t)− z)+ϕ(t,x(t))−ϕ(t,z)≤ 〈x(t)− z, f (t)〉 (7.75)

for almost all t ∈ [0,T ]. This problem can be rewritten as f (t) ∈ ẏ(t) + Aty(t) +
∂ϕ(t,y), where At is the bounded linear operator on H defined by at(u,v) = 〈Atu,v〉.
This means that the variational inequality (7.75) can be solved using the variational
principle in Theorem 7.4. For example, one can then formulate and solve variation-
ally the following “obstacle” problem.

Corollary 7.7. Let (at)t be bilinear continuous functionals on H×H satisfying:

• For some λ > 0, at(v,v)≥ λ‖v‖2 on H for every t ∈ [0,T ].
• The map u →

∫ T
0 at(u(t),u(t))dt is continuous on L2

H .

If K is a convex closed subset of H, then for any f ∈ L2([0,T ];H) and any x0 ∈ K,
there exists a path x ∈ A2

H([0,T ]) such that x(0) = x0, x(t) ∈ K for almost all t ∈
[0,T ] and

〈ẋ(t),x(t)− z〉+at(x(t),x(t)− z)≤ 〈x(t)− z, f 〉 for all z ∈ K.

The path x(t) is obtained as a minimizer on A2
H([0,T ]) of the completely self-dual

functional

I(y) =
∫ T

0
{ϕ(t,y(t))+(ϕ(t, ·)+ψK)∗(−ẏ(t)−Γty(t))}dt

+
1
2
(|y(0)|2 + |y(T )|2)−2〈y(0),x0〉+ |x0|2.

Here ψK is the convex function defined as ψK(y) = 0 on K and +∞ elsewhere,
ϕ(t,y) = 1

2 at(y,y)−〈 f (t),y〉, while Γt : H →H is the skew-adjoint operator defined
by 〈Γtu,v〉= 1

2 (at(u,v)−at(v,u)).

Note that Theorem 7.4 is not directly applicable to this situation since the La-
grangian does not satisfy the necessary boundedness condition, nor is it autonomous.
Moreover, one cannot use Theorem 7.5 because the Lagrangian is not autonomous.
However, one can still replace ψK by its λ -regularization ψλ

K , apply Theorem 7.4 to
the function ϕλ (t, ·) = ϕ(t, ·)+ψλ

K , and then let λ → 0 to conclude. The details are
left to the interested reader.

Exercises 7. B.

1. Verify all the examples of this chapter.
2. Establish Corollary 7.7.



7.7 Variational resolution for parabolic-elliptic variational inequalities 145

Further comments

As mentioned in the introduction, the initial impetus for the theory came from a
conjecture of Brézis and Ekeland [29], [30], who formulated a (somewhat) self-dual
variational principle for gradient flows. Their formulation was extended to more
general parabolic equations by Auchmuty [10], who eventually gave a proof in [12]
for the case of gradient flows under certain boundedness conditions. A proof – based
on self-duality – was given by Ghoussoub and Tzou [67] for gradient flows of con-
vex energies under less restrictive conditions. The case of semiconvex energies was
handled by Ghoussoub and McCann [61]. The variational construction of a semi-
group of contractions associated to a self-dual Lagrangian was given by Ghoussoub
and Tzou in [68]. It gives an alternative proof for associating a continuous semi-
group of contractions to a maximal monotone operator [25]. Parabolic equations
involving unbounded antisymmetric operators were considered in [68].





Chapter 8
Iteration of Self-dual Lagrangians and
Multiparameter Evolutions

Nonhomogeneous boundary conditions translate into a lack of antisymmetry in the
differential system. The iteration of a self-dual Lagrangian on phase space X ×X∗

with an operator that is skew-adjoint modulo a boundary triplet (H,B,R) needs to
be combined with an R-self-dual function ` on the boundary H, in order to restore
self-duality to the whole system. This is done via the Lagrangian

LΓ ,`(x, p) =
{

L(x,Γ x+ p)+ `(Bx) if x ∈ D(Γ )∩D(B)
+∞ if x /∈ D(Γ )∩D(B), (8.1)

which is then self-dual, and as a consequence one obtains solutions for the boundary
value problem {

Γ x ∈ ∂L(x)
RBx ∈ ∂`(Bx)

(8.2)

by inferring that the infimum on X of the completely self-dual functional I(x) :=
LΓ ,`(x,0) = L(x,Γ x)+`(Bx) is attained and is equal to zero. Moreover, the addition
of the R-self-dual boundary Lagrangian required to restore self-duality often leads
to the natural boundary conditions.

The latter Lagrangian can then be lifted to path space, provided one adds a suit-
able self-dual time-boundary Lagrangian. This iteration is used to solve initial-value
parabolic problems whose state-boundary values are evolving in time such as−ẋ(t)+Γtx(t) ∈ ∂L(t,x(t)) for t ∈ [0,T ]

RtBt(x(t)) ∈ ∂`t(Btx(t)) for t ∈ [0,T ]
x(0) = x0,

(8.3)

where L is a time-dependent self-dual Lagrangian on a Banach space X anchored on
a Hilbert space H (i.e., X ⊂H ⊂ X∗), x0 is a prescribed initial state in X , Γt : D(Γt)⊂
X → X∗ is antisymmetric modulo a boundary pair (Ht ,Rt ,Bt) with Bt : D(Bt) ⊂
X → Ht as a boundary operator, Rt is a self-adjoint automorphism on Ht , and `t
is an Rt -self-dual function on the boundary space Ht . The corresponding self-dual

147
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Lagrangian on L2
X [0,T ]×L2

X∗ [0,T ] is then

L (u, p) =
∫ T

0
LΓt ,`t (t,u(t), p(t)− u̇(t))dt

+
1
2
|u(0)|2H +2〈x0,u(0)〉+ |x0|2H +

1
2
|u(T )|2H (8.4)

if u̇ ∈ L2
X∗ [0,T ] and +∞ otherwise.

This process can be iterated again by considering the path space L2
X [0,T ] as a new

state space for the newly obtained self-dual Lagrangian, leading to the construction
of multiparameter flows such as− ∂x

∂ t (s, t)−
∂x
∂ s (s, t) ∈ ∂M((s, t),x(s, t), ∂x

∂ t (s, t)+ ∂x
∂ s (s, t))

x(0, t) = x0 a.e. t ∈ [0,T ]
x(s,0) = x0 a.e. s ∈ [0,S].

(8.5)

This method is quite general and far-reaching, but may be limited by the set of
conditions needed to accomplish the above mentioned iterations. This chapter is
focussed on cases where this can be done.

8.1 Self-duality and nonhomogeneous boundary value problems

Propositions 4.2 and 6.1 combine to yield the following variational principle for
nonhomogeneous boundary value problems.

Theorem 8.1. Let B : X → X be a bounded linear operator on a reflexive Banach
space X, and let Γ : D(Γ )⊂ X → X∗ be a linear operator such that the pair (B,Γ )
is antisymmetric modulo a boundary triplet (H,R,B). Let L : X ×X∗ → R be a
convex Lagrangian that is continuous in the first variable, and let ` : H →R∪{+∞}
be a convex continuous function on H such that one of the following two conditions
holds:

1. L is standard, Dom1(L)⊂ D(Γ )∩D(B), and B(Dom1(L))∩Dom(`) 6= /0.
2. The pair (B,Γ ) is skew-adjoint modulo (H,R,B), and for some p0 ∈X∗, the map

x → L(x, p0) is bounded on the ball of X, while `(s)≤C(1+‖s‖2) for s ∈ H.

Assume that

lim
‖x‖→+∞

L(x,Γ x)+ `(Bx)
‖x‖

= +∞. (8.6)

If B has dense range, then the functional

I(x) := L(x,Γ x)+ `(Bx)

is completely self-dual, and it attains its minimum at a point x̄ ∈ D(B)∩D(Γ ) in
such a way that I(x̄) = infx∈X I(x) = 0 and



8.1 Self-duality and nonhomogeneous boundary value problems 149

Γ x̄ ∈ ∂ BL(x̄) (8.7)
RBx̄ ∈ ∂`(Bx̄).

Proof. By Proposition 4.2, the Lagrangian L(Γ ,`) defined in (8.1) above is B-self-
dual. The hypotheses then allows us to apply Proposition 6.1 to the functional I(x) =
L(Γ ,`)(x,0) and find x̄ ∈ X such that

0 = I(x̄) = L(x̄,Γ x̄)−〈Bx̄,Γ x̄〉− 1
2
〈Bx̄,RBx̄〉+ `(Bx̄).

Since L(x, p)≥ 〈Bx, p〉 and `(s)≥ 1
2 〈s,Rs〉, we get{

L(x̄,Γ x̄) = 〈Bx̄,Γ x̄〉
`(Bx̄) = 1

2 〈Bx̄,RBx̄〉, (8.8)

and we are done.

Self-dual formulation of classical boundary conditions

Before we apply Theorem 8.1, we shall show how various classical boundary con-
ditions can be expressed as RBx ∈ ∂`(Bx), where B is a boundary operator.

Self-dual formulation of Dirichlet boundary conditions. Suppose, as is often the
case, that we have a Green’s formula of the form

〈x,Γ x〉= 1
2 (‖B1x‖2−‖B2x‖2) for all x ∈ D(Γ )∩D(B), (8.9)

where the boundary operator Bx = (B1x,B2x) is from X into some Hilbert space
H = H1×H2. This can also be written as

〈x,Γ x〉+ 1
2 〈Bx,RBx〉= 0 for all x ∈ D(Γ )∩D(B), (8.10)

where R is the automorphism on H = H1×H2 given by R(s,r) = (−s,r).
Now the simplest R-self-dual function on H = H1 ×H2 is clearly of the form

`(s,r) = ψ1(s)+ ψ2(r) with ψ∗
1 (s) = ψ(−s) and ψ∗

2 (r) = ψ2(r). This means that
we must have ψ2(r) = 1

2‖r‖2
H2

. On the other hand, to any given a ∈ H1 we can
associate the antiself-dual function ψ1(s) = 1

2‖s‖2−2〈a,s〉+‖a‖2. In other words,
the function

`a(s,r) =
1
2
‖s‖2

H1
−2〈a,s〉H1 +‖a‖2

H1
+

1
2
‖r‖2

H2
(8.11)

is the most natural R-self-dual function on H1×H2. But then the boundary equation
RBx ∈ ∂`a(Bx) means that −B1x = B1x−2a and B2x = B2x, which is nothing
but the Dirichlet boundary condition B1x = a. In other words, the Dirichlet bound-
ary condition could be formulated as a self-dual boundary condition since
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RBx ∈ ∂`a(Bx) is equivalent to B1x = a. (8.12)

Since this situation will often occur in what follows, we shall formalize it in the
following definition.

Definition 8.1. (1) Say that the operator Γ : D(Γ )⊂ X → X∗ is antisymmetric mod-
ulo a “trace boundary operator” B = (B1,B2) into a space H1×H2, if it satisfies
(1), (2) of Definition 4.3 as well as

〈Γ x,x〉= 1
2 (‖B2x‖2−‖B1x‖2) for every x ∈ D(Γ )∩D(B). (8.13)

(2) Say that Γ is skew-symmetric modulo a “trace boundary operator” B =
(B1,B2) if it is antisymmetric modulo B, while verifying (4) of Definition 4.3.

Self-dual formulation for boundary conditions of periodic type. Suppose now
that we have a Green’s formula of the form

〈x,Γ x〉= 〈B1x,B2x〉 for all x ∈ D(Γ )∩D(B), (8.14)

where the boundary operator Bx = (B1x,B2x) is from X into a Hilbert space H =
E×E∗. This can also be written as

〈x,Γ x〉+ 1
2 〈Bx,RBx〉= 0 for all x ∈ D(Γ )∩D(B), (8.15)

where R is the automorphism on H = E ×E∗ given by R(r,s) = (−s,−r). In this
case, any self-dual Lagrangian ` on E ×E∗ is an R-self-dual function. In partic-
ular, if we take the self-dual Lagrangian ` associated to any convex lower semi-
continuous function ψ and any skew-adjoint operator T on E (that is, `(x, p) =
ψ(x)+ψ∗(−T x− p)), then we have

RBx ∈ ∂`(Bx) is equivalent to B2x+TB1x ∈ −∂ψ(B1x). (8.16)

Self-dual formulation of boundary conditions of linking type. More generally,
we may have a Green’s formula of the form

〈x,Γ x〉= 〈B1
1x,B2

1x〉−〈B1
2x,B2

2x〉 for all x ∈ D(Γ )∩D(B), (8.17)

where the boundary operator Bx = (B1x,B2x) is from X into a Hilbert space H =
(E1×E∗

1 )× (E2×E∗
2 ). This can also be written as

〈x,Γ x〉+ 1
2 〈Bx,RBx〉= 0 for all x ∈ D(Γ )∩D(B), (8.18)

where R is the automorphism on H = (E1×E∗
1 )×(E2×E∗

2 ) given by R := (R1,R2),
where R1(r,s) = (−s,−r) and R2(r,s) = (s,r). In this case, any function on H of the
form

`(r1,s1,r2,s2) = `1(r1,s1)+ `2(r2,s2),

where `1 is an antiself-dual function on E1×E∗
1 and `2 is a self-dual Lagrangian on

E2×E∗
2 is an R-self-dual function on H. Typical examples of those are of the form
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`1(s,r) = ψ1(s)+ψ∗
1 (−T1s− r) and `2(s,r) = ψ2(s)+ψ∗

2 (T2s+ r),

defined on E1×E∗
1 and E2×E∗

2 , respectively, where ψi is convex lower semicontin-
uous on Ei and Ti is a skew-adjoint operator on Ei (i = 1,2). In this case, we have
that

RBx ∈ ∂`(Bx) is equivalent to
{

B2
1x+T1(B1

1x) ∈ −∂ψ1(B1
1x)

B2
2x+T2(B1

2x) ∈ ∂ψ2(B1
2x). (8.19)

Self-dual formulations of more general boundary conditions. A richer class of
automorphisms may appear in other situations. Indeed, assume the boundary space
H is the product of k Hilbert spaces, say H = Ek. Besides the operators ±Id, we can
consider Rσ -self-dual boundary Lagrangians on Ek, where Rσ is the self-adjoint
automorphism on Ek associated to a permutation σ of {1, ...,k}, that is,

Rσ ((xi)k
i=1) = (±xσ(i))k

i=1 for any (xi)k
i=1 ∈ Hk. (8.20)

The following corollary of Theorem 8.1 covers a wide range of applications.

Theorem 8.2. Let Φ be a convex and lower semicontinuous function on a reflexive
Banach space X such that, for some constant C > 0 and p1, p2 > 1, we have

1
C

(
‖x‖p1

X −1
)
≤ Φ(x)≤C

(
‖x‖p2

X +1
)

for every x ∈ X. (8.21)

Let ψ1 (resp., ψ2) be a bounded below proper convex lower semicontinuous function
on a Hilbert space E1 (resp., E2), and consider boundary Hilbert spaces H1 = Ek

1
(resp., H2 = E l

2) with the automorphisms R1 =−Rσ on H1 and R2 = Rτ on H2, where
σ and τ are the permutations σ(i) = k + 1− i on {1, ...,k} and τ(i) = l + 1− i on
{1, ..., l}. Consider the following framework.

• B : X → X is a linear operator with dense range, and Γ : D(Γ ) ⊂ X → X∗ is
a linear operator such that B∗Γ is antisymmetric modulo the boundary triplet
(H,B,R), where B := (B1,B2) : D(B)⊂ X →H := Ek

1 ×E l
2 and R is the auto-

morphism (R1,R2) on H := Ek
1 ×E l

2. Assume one of the following two conditions
holds:

1. Dom(Φ)⊂ D(Γ )∩D(B) and B(Dom(Φ))∩Dom(ψ1)∩Dom(ψ2) 6= /0.
2. B∗Γ is skew-adjoint modulo the triplet (H,B,R), and

C−1
i (‖s‖2−1)≤ ψi(s)≤Ci(1+‖s‖2) for s ∈ Ei, i = 1,2. (8.22)

Then, the following results hold:

1. If k = l = 1, then for any a ∈ H1 there exists a solution x̄ ∈ X to the boundary
value problem {

Γ x+ f ∈ ∂Φ(Bx)
B1(x) = a (8.23)

that is obtained as a minimizer on E of the completely self-dual functional
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I(x) = Φ(Bx)−〈 f ,Bx〉+Φ
∗(Γ x+ f )

+
1
2
‖B1(x)‖2−2〈a,B1(x)〉+‖a‖2 +

1
2
‖B2(x)‖2.

2. If k = 2 and l = 0, then for any bounded skew-adjoint operator T on H1 there
exists a solution x̄ ∈ X to the boundary value problem{

Γ x+ f ∈ ∂Φ(Bx)
B2

1x+T (B1
1x) ∈ −∂ψ1(B1

1x) (8.24)

that is obtained as a minimizer on E of the completely self-dual functional

I(x) = Φ(Bx)−〈 f ,Bx〉+Φ
∗(Γ x− f )+ψ1(B1

1x)+ψ
∗
1 (−TB1

1x−B2
1x).

3. If k = l = 2, then for any bounded skew-adjoint operator T1 on H1 (resp., T2 on
H2), there exists a solution x̄ ∈ X to the boundary value problem

Γ x+ f ∈ ∂Φ(Bx)
B2

1x+T1(B1
1x) ∈ −∂ψ1(B1

1x)
B2

2x+T2(B1
2x) ∈ ∂ψ2(B1

2x)
(8.25)

that is obtained as a minimizer on E of the completely self-dual functional

I(x) = Φ(Bx)−〈 f ,Bx〉+Φ
∗(Γ x+ f )

+ψ1(B1
1x)+ψ

∗
1 (−T1B

1
1x−B1

2x)+ψ2(B1
2x)+ψ

∗
2 (T2B

1
2x+B2

2x).

All functionals above are defined to be equal to +∞ when x is not in D(Γ )∩D(B).

Proof. Let Ψ(x) = Φ(x)+ 〈 f ,x〉, and consider the self-dual Lagrangian L(x, p) :=
Ψ(x)+Ψ ∗(p) and B∗Γ , which is skew-adjoint modulo the triplet (H,B,R) =

(
Ek

1×
E l

2,(B1,B2),(R1,R2)
)
. The boundary Lagrangian will differ according to k, l.

(1) If k = l = 1, then we take `(r,s) = `1(r)+ `2(s), where `1 is the antiself-dual
function on H1 defined by `1(r) = 1

2‖r‖2 −2〈a,r〉+‖a‖2, while `2 is the self-dual
function `2(s) = 1

2‖s‖2 on H2. The completely self-dual functional I can then be
rewritten as the sum of two nonnegative terms:

I(x) = Ψ(Bx)+Ψ
∗(Γ x)−〈Bx,Γ x〉+‖B1x−a‖2 ≥ 0.

(2) If k = 2 and l = 0, then we take `(r,s) = `1(r1,r2), where `1 is the antiself-
dual Lagrangian on H1×H1 defined by `1(r1,r2) = ψ(r1)+ ψ∗(−Tr1− r2). Since
we have

〈Bx,Γ x〉+ 1
2
〈
(B1

1x,B2
1x),(−B2

1x,−B1
1x)
〉

= 0,

the completely self-dual functional I can then be rewritten as the sum of two non-
negative terms:

I(x) = Ψ(Bx)+Ψ
∗(Γ x)−〈Bx,Γ x〉
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+ψ(B1
1x)+ψ

∗(TB1
1x−B2

1x)+ 〈B1
1x,B2

1x〉.

(3) If k = l = 2, then we take `(r,s) = `1(r1,r2) + `2(s1,s2), where `1 is the
antiself-dual Lagrangian on H2

1 defined by `1(r1,r2) = ψ1(r1) + ψ∗
1 (−T1r1 − r2),

while `2 is the self-dual Lagrangian `2(s1,s2) = ψ2(s1)+ψ∗
2 (T2s1 +s2) on H2

2 . Since
we have

〈Bx,Γ x〉+ 1
2
〈
(B1

1x,B2
1x),(−B2

1x,−B1
1x)
〉
+

1
2
〈
(B1

2x,B2
2x),(B2

2x,B1
2x)
〉

= 0,

the completely self-dual functional I can then be rewritten as the sum of three non-
negative terms:

I(x) = Ψ(Bx)+Ψ
∗(Γ x)−〈Bx,Γ x〉

+ψ1(B1
1x)+ψ

∗
1 (−T1B

1
1x−B2

1x)+ 〈B1
1x,B2

1x〉
+ψ2(B1

2x)+ψ
∗
2 (T2B

1
2x+B2

2x)−〈B1
2x,B2

2x〉.

In all cases, we can apply Theorem 4.2 to conclude.
We now give examples reflecting the various situations.

8.2 Applications to PDEs involving the transport operator

We now deal with the following transport equations without diffusion terms:{
a(x) ·∇u+a0(x)u+u|u|p−2 = f (x) for x ∈ Ω

u(x) = u0 for x ∈ Σ+. (8.26)

We shall assume that the domain Ω and the vector field a satisfy all the assump-
tions used in Lemma 4.1 above to guarantee that the transport operator Γ : D(Γ )⊂
Lp(Ω)→ Lq(Ω) defined as

Γ u = a ·∇u+ 1
2 (∇ ·a)u with domain D(Γ ) = {u ∈ Lp(Ω); a ·∇u+ ∇a

2 u ∈ Lq(Ω)}

is skew-adjoint modulo the boundary operators Bu = (B1u,B2u) = (u|Σ+ ,u|Σ−)
whose domain is

D(B) = {u ∈ Lp(Ω); (u|Σ+ ,u|Σ−) ∈ L2(Σ+; |a · n̂|dσ)×L2(Σ−; |a · n̂|dσ)}.

Example 8.1. Nonhomogeneous transport equation (k = l = 1)

We distinguish the cases when p ≥ 2 and when 1 < p < 2.

Theorem 8.3. Assume p ≥ 2, and let f ∈ Lq, where 1
p + 1

q = 1, and a0 ∈ L∞(Ω).
Suppose there exists τ ∈C1(Ω̄) such that
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a ·∇τ + 1
2 (∇ ·a+a0)≥ 0 on Ω . (8.27)

Define on X = Lp(Ω) the convex function

ϕ(u) :=
1
p

∫
Ω

eτ |e−τ u|pdx+
1
2

∫
Ω

a ·∇τ|u|2dx+
1
4

∫
Ω

(∇ ·a+a0)|u|2dx+
∫

Ω

ueτ f dx.

For any v0 ∈ L2(Σ+; |a · n̂|dσ), consider the functional defined by

I(u) : = ϕ(u)+ϕ
∗
(

a ·∇u+
(∇ ·a)

2
u
)

+
∫

Σ+

{1
2
|u|2−2eτ uv0 + e2τ |v0|2

}
|a · n̂|dσ +

∫
Σ−

1
2
|u|2|a · n̂|dσ

on X1 := D(Γ )∩D(B) and +∞ elsewhere on Lp(Ω). Then:

1. I is completely self-dual on X, and there exists ū ∈ X1 such that

I(ū) = inf{I(u); u ∈ Lp(Ω)}= 0.

2. The function v̄ := e−τ ū satisfies the nonlinear transport equation{
a ·∇v̄− a0

2 v̄ = v̄|v̄|p−2 + f on Ω ,
v̄ = v0 on Σ+.

(8.28)

Proof. Let X = Lp(Ω), and use Lemma 4.1 to deduce that the operator Γ : D(Γ )→
X∗ is skew-adjoint modulo the boundary operators Bu = (u|Σ+ ,u|Σ−). By Proposi-
tion 4.2, the Lagrangian defined by

M(u, p) = ϕ(u)+ϕ
∗(Γ u+ p)+ `(B1(u),B2(u)) (8.29)

if u ∈ X1 and +∞ if u /∈ X1 is self-dual on Lp(Ω)×Lq(Ω), where the Lagrangian `
is defined on L2(Σ+; |a · n̂|dσ)×L2(Σ−; |a · n̂|dσ)→ R by

`(h,k) :=
∫

Σ+

{1
2
|h|2−2eτ hv0 + e2τ |v0|2

}
|a · n̂|dσ +

1
2

∫
Σ−
|k|2|a · n̂|dσ .

Note that the boundary Lagrangian here corresponds to the case where k = l = 1 in
the preceding theorem. The hypotheses of Theorem 8.1 are satisfied, and therefore
there exists then ū ∈ Lp(Ω) such that 0 = M(ū,0) = I(ū) = inf{I(u); u ∈ X1} and
assertion (1) is verified.

To get (2), we observe again that by Green’s formula we have

0 = I(ū) = ϕ(ū)+ϕ
∗(Γ ū)−〈ū,Γ ū〉+ 1

2

∫
Σ+
|ū− eτ v0|2|a · n̂|dσ .

In particular, ϕ(ū) + ϕ∗(Γ ū) = 〈u,Γ u〉 and
∫

Σ+
|ū− eτ v0|2|a · n̂|dσ = 0 in such a

way that Γ ū ∈ ∂ϕ(ū) and ū|Σ+ = eτ v0. In other words,
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a ·∇ū+
1
2
(∇ ·a)ū = ū|e−τ ū|p−2 +(a ·∇τ)ū+

1
2
(∇ ·a+a0)ū+ eτ f

and ū|Σ+ = eτ v0. Multiply both equations by e−τ and use the product rule for differ-
entiation to get that a ·∇v̄− a0

2 v̄ = v̄|v̄|p−2 + f and v̄|Σ+ ≡ v0, where v̄ := e−τ ū.
In the case where 1 < p ≤ 2, we have the following result.

Theorem 8.4. Assume 1 < p≤ 2, and let f ∈ L2(Ω) and a0 ∈ L∞(Ω). Suppose there
exists τ ∈C1(Ω̄) such that for some ε > 0 we have

a ·∇τ + 1
2 (∇ ·a+a0)≥ ε > 0 on Ω . (8.30)

Define on L2(Ω) the convex functional

ϕ(u) :=
1
p

∫
Ω

eτ |e−τ u|pdx+
1
2

∫
Ω

a·∇τ|u|2dx+
1
4

∫
Ω

(∇·a+a0)|u|2dx+
∫

Ω

ueτ f dx.

For v0 ∈ L2(Σ+; |a · n̂|dσ), consider the completely self-dual functional defined by

I(u) : = ϕ(u)+ϕ
∗
(

a ·∇u+
(∇ ·a)

2
u
)

+
∫

Σ+

{1
2
|u|2−2eτ uv0 + e2τ |v0|2

}
|a · n̂|dσ +

∫
Σ−

1
2
|u|2|a · n̂|dσ

on X1 := D(Γ )∩D(B) and +∞ elsewhere on L2(Ω)

1. There exists then ū ∈ X1 such that I(ū) = inf{I(u); u ∈ L2(Ω)}= 0.
2. The function v̄ := e−τ ū satisfies the nonlinear transport equation (8.28).

Proof. In this case, the right space is X = L2(Ω), and Γ : D(Γ )→ X∗ is defined as
in the first case but with domain D(Γ ) = {u ∈ L2(Ω) : a ·∇u ∈ L2(Ω)}. It is again
skew-adjoint modulo the boundary operator B = (u|Σ+ ,u|Σ−) whose domain is

D(B) = {u ∈ L2(Ω); (u|Σ+ ,u|Σ−) ∈ L2(Σ+; |a · n̂|dσ)×L2(Σ−; |a · n̂|dσ)}.

Defining M again as in (8.29), and since now ϕ is bounded on the bounded sets
of L2, we can now invoke Proposition 4.2 to conclude that M(u, p) is a self-dual
Lagrangian on the space L2(Ω)×L2(Ω). But in this case ϕ is coercive because of
condition (8.30), and therefore ϕ∗ is bounded on bounded sets. All the hypotheses
of Theorem 8.1 are now satisfied, so there exists ū ∈ L2(Ω) such that 0 = M(ū,0) =
inf{M(u,0); u ∈ L2}. The rest follows as in the case where p ≥ 2.

8.3 Initial-value problems driven by a maximal monotone
operator

We apply Theorem 8.1 to solve variationally the initial-value problem
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−u̇(t) ∈ T (t,u(t)) for t ∈ [0,T ]

u(0) = u0
(8.31)

and more generally {
−ẋ(t) ∈ A∗T (t,Ax(t)) for t ∈ [0,T ]

x(0) = x0,
(8.32)

where T (t, ·) is a time-dependent maximal monotone operator on a Hilbert space E
and A is a bounded linear operator from a Banach space X into E. By Theorem 5.1,
we can associate to T a time-dependent self-dual Lagrangian LT on [0,1]×X ×X∗

in such a way that LT (t,x, p) = LTt (x, p), where LTt is a self-dual Lagrangian such
that ∂LTt = Tt . If now T satisfies

‖T (t,x)‖ ≤C(t)(1+‖x‖) and 〈T (t,x),x〉 ≥ α(t)‖x‖2−β (t) (8.33)

for C(t), α−1(t) in L∞([0,1]), and β (t) ∈ L1([0,1]), then for some K > 0 we have
for any u in L2

X [0,1] and p in L2
X∗ [0,1],

LT (u, p) =
∫ 1

0
LT (t,u(t), p(t))dx ≤ K(1+‖u‖2

2 +‖p‖2
2). (8.34)

Variational resolutions for (8.31) and (8.32) can therefore be derived from the fol-
lowing two theorems.

Theorem 8.5. Consider an evolution triple X ⊂ H ⊂ X∗, and let B be an automor-
phism of H whose restriction to X is also an automorphism of X. Suppose ` is a
(−B,B)-self-dual function on H×H (i.e., `∗(Bx,Bp) = `(−Bx,Bp)) such that

−C ≤ `(a,b)≤C(1+‖a‖2
H +‖b‖2

H) for all (a,b) ∈ H×H. (8.35)

Let L be a time-dependent B-self-dual Lagrangian on X ×X∗ that satisfies (8.34).
Consider the functional

I(u) =
{ ∫ T

0 L(t,u(t),−u̇(t))dt + `(u(0),u(T )) if u ∈X2,2
+∞ otherwise.

(1) The infimum of I on L2
X is then equal to zero and is attained at some v in X2,2.

Moreover, if ∫ T

0
〈Bv(t), v̇(t)〉dt =

1
2
(〈Bv(T ),v(T )〉−〈Bv(0),v(0)〉), (8.36)

then
−v̇(t) ∈ ∂ BL(t,v(t)) for almost all t ∈ [0,T ], (8.37)

(−Bv(0),Bv(T )) ∈ ∂`(v(0),v(T )). (8.38)
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(2) In particular, if B is positive and self-adjoint, then for any v0 ∈ H there is v ∈
X2,2 such that v(0) = v0 and which satisfies (8.37) as well as

〈Bv(t),v(t)〉= 〈Bv0,v0〉−
∫ t

0
L(s,v(s), v̇(s))ds for all t ∈ [0,T ]. (8.39)

Proof. (1) This follows immediately from Theorem 8.1 applied to the B-self-dual
Lagrangian L (u, p) :=

∫ T
0 L(t,u(t), p(t))dt on L2

X ×L2
X∗ , the linear unbounded op-

erator u → −u̇, which is skew-adjoint modulo the boundary operator B : D(B) :
L2

X →H×H defined by Bu = (u(0),u(T ), and where the automorphism is R(a,b) =
(−a,b) since for u and v in X2,2 we have

∫ T
0 〈v, u̇〉 = −

∫ T
0 〈v̇,u〉+ 〈v(T ),u(T )〉−

〈v(0),u(0)〉. Note also that the subspace X2,0 = {u ∈ X2,2; u(0) = u(T ) = 0} is
dense in L2

X . Moreover, for each (a,b)∈ X×X , there is w∈X2,2 such that w(0) = a
and w(T ) = b, namely the linear path w(t) = (T−t)

T a+ t
T b. Since also X is dense in

H and ` is continuous on H, all the required hypotheses of Theorem 8.1 are satis-
fied.
It follows that there exists v ∈ L2

X such that I(v) = 0. Necessarily, v ∈ X2,2, and
using (8.36), we may write

0 = I(v) =
∫ T

0
L(t,v(t),−v̇(t))dt + `(v(0),v(T ))

=
∫ T

0
{L(t,v(t),−v̇(t))+ 〈Bv(t), v̇(t)〉}dt

−1
2
(
〈Bv(T ),v(T )〉+ 〈Bv(0),v(0)〉

)
+ `(v(0),v(T )).

Since L is B-self-dual, we have L(t,x, p)≥ 〈Bx, p〉, and since ` is a (−B,B)-self-dual
function on H×H, then `(x, p)≥ 1

2

(
〈Bp, p〉−〈Bx,x〉

)
. It follows that

L(t,v(t),−v̇(t))+ 〈Bv(t), v̇(t)〉= 0 for a.e. t ∈ [0,T ]

and `(v(0),v(T )) = 1
2

(
〈Bv(T ),v(T )〉− 〈Bv(0),v(0)〉

)
. This translates into −v̇(t) ∈

∂ BL(t,v(t)) for almost all t ∈ [0,T ] and (−Bv(0),Bv(T )) ∈ ∂`(v(0),v(T )).
(2) This follows by applying the above to the (−B,B)-self-dual boundary func-

tion
`(x, p) =

1
2
〈Bx,x〉−2〈v0,Bx〉+ 〈Bv0,v0〉+

1
2
〈Bp, p〉.

Theorem 8.6. Let E be a Hilbert space and let L be a time-dependent self-dual
Lagrangian on E×E such that for some C ∈ L∞([0,T ],R)

L(t,a,b)≤C(t)(1+‖a‖2 +‖b‖2) for all (a,b) ∈ E×E. (8.40)

Consider an evolution triple X ⊂ H ⊂ X∗, and let A : X → E be a bounded linear
operator from X into E such that the operator A∗A is an isomorphism from X onto
X∗. Then, for any p0(t) ∈ L2

X∗ [0,T ] and x0 ∈ X, there exists x(t) ∈X2,2 such that
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−ẋ(t)+ p0(t) ∈ A∗∂L(t,Ax(t))

x(0) = x0.
(8.41)

Proof. Denote by Λ := A∗A the isomorphism from X onto X∗, and note that π :=
AΛ−1A∗ is a projection from E onto its subspace Y := A(X). Since A∗ is onto, there
exists q0(t) ∈ L2

E such that A∗q0(t) = p0(t) for every t ∈ [0,1]. By Proposition 3.5,
the Lagrangian

N(t,u, p) = L(t,π(u)+π
⊥(p),π(p)+π(q0(t))+π

⊥(u))−〈u,π(q0(t))〉

is also self-dual on E×E for every t ∈ [0,1], and therefore the Lagrangian

N (x, p) :=
∫ T

0
N(t,x(t), p(t))dt

is self-dual on L2
E ×L2

E . Let now B := Λ−1A∗ be the bounded linear operator from
E onto X , and denote by J the injection of X into X∗. Define on L2

E the operator

u(t)→ Γ u(t) := B∗JBu̇(t) with domain D(Γ ) = A2
E [0,T ]

and the boundary operator

u(t)→
(
b1(u(t)),b2(u(t))

)
:=
(
Bu(0),Bu(T )

)
from its domain in L2

E into H×H.

Note that

〈Γ u,u〉L2
E

=
∫ T

0
〈B∗JBu̇(t),u(t)〉E dt =

∫ T

0
〈Bu̇(t),Bu(t)〉H dt

=
1
2
(
|Bu(T )|2H −|Bu(0)|2H

)
(8.42)

and that the operator Γ is actually skew-adjoint modulo the boundary operators
(b1,b2). Proposition 8.1 applied to the space E = L2

E , the operator Γ , the boundary
operators u →

(
Bu(0),Bu(T )

)
, and the boundary space H1 ×H2 := H ×H yields

that the Lagrangian defined by

L (u, p) = N (u, p−Γ u)+
1
2
|Bu(0)|2H −2〈x0,Bu(0)〉H + |x0|2H +

1
2
|Bu(T )|2

if u ∈ A2
E [0,T ] and +∞ otherwise, is then self-dual on L2

E ×L2
E . In view of (8.40),

we can use Proposition 6.1 to deduce that the minimum of the completely self-dual
functional I(u) = L (u,0) on L2

E is zero and is attained at some v in L2
E such that

I(v) = 0. Using (8.42), we may write

0 = I(v)

=
∫ 1

0
{N(t,v(t),−Γ v(t))+ 〈Γ v(t),v(t)〉E} dt− 1

2
(
|Bv(T )|2H −|Bv(0)|2H

)
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+
1
2
|Bv(0)|2H −2〈x0,Bv(0)〉H + |x0|2H +

1
2
|Bv(T )|2H

=
∫ 1

0
{N(t,v(t),−Γ v(t))+ 〈Γ v(t),v(t)〉E} dt + |Bu(0)− x0|2H .

Now, since N(t,x, p)≥ 〈x, p〉 for each (x, p) ∈ E×E, it follows that

N(t,v(t),−Γ v(t))+ 〈Γ v(t),v(t)〉= 0 for a.e. t ∈ [0,1]

and Bv(0) = x0. This translates into

π
⊥v(t)−B∗JBv̇(t)+πq0(t) ∈ ∂L(t,π(v(t)))

for almost all t ∈ [0,1]. By projecting both sides with π and then applying A∗ and
using that A∗π = A∗ and πΓ = Γ , we get that

−A∗B∗JBv̇(t)+A∗q0(t) ∈ A∗∂L(t,AΛ
−1A∗v(t)).

Since A∗B∗JB = JB, we obtain

−JBv̇(t)+A∗q0(t) ∈ A∗∂L(t,ABv(t)).

Setting x(t) = Bv(t), we get that −ẋ(t)+ p0(t) ∈ A∗∂L(t,Ax(t)) and x(0) = x0.

Example 8.2. Variational resolution for a nonpotential evolution equation

Consider the initial-value problem ft(t,x)+div(T (∇x f (t,x))) = g(t,x) on [0,1]×Ω ,
f (t,x) = 0 on [0,1]×∂Ω ,
f (0,x) = f0(x) on ∂Ω ,

(8.43)

where g ∈ L2([0,1]×Ω), f0 ∈ H1
0 (Ω) and T is maximal monotone on Rn.

In order to resolve (8.43), we use Theorem 5.1 to associate to the maximal mono-
tone operator T a self-dual Lagrangian L on Rn ×Rn such that ∂L = T . We then
consider the self-dual Lagrangian LT on L2(Ω ;Rn)×L2(Ω ;Rn) via the formula

LT (u, p) =
∫

Ω

LT (u(x), p(x))dx.

We shall now be able to solve the evolution equations in (8.43) on the time interval
[0,1], by minimizing

J (u) =
∫ 1

0

∫
Ω

LT
(
∇(−∆)−1

∇
∗u,u−∇(−∆)−1

∇
∗u−∇(−∆)−2

∇
∗u̇+ p0

)
dxdt

−
∫ 1

0

∫
Ω

up0 dxdt +
1
2
‖(−∆)−1

∇
∗u(0)‖2

2−2〈 f0,(−∆)−1
∇
∗u(0)〉
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+‖ f0‖2
2 +

1
2
‖(−∆)−1

∇
∗u(T )‖2

2

on L2([0,1]×Ω ;Rn), and where p0 ∈L2([0,1]×Ω ,Rn) is chosen such that ∇∗p0(t)=
g(t) for every t ∈ [0,1]. This follows directly from Theorem 8.6 applied again
with the spaces E = L2(Ω ;Rn), X = H1

0 (Ω), X∗ = H−1(Ω), and the operator
A : X → E defined by A f = ∇ f . Note that H1

0 (Ω) ⊂ L2(Ω) ⊂ X∗ = H−1(Ω) is
an evolution triple. The operator B from E into X is then B := (−∆)−1∇∗, and
Γ u(t) = B∗JBu̇(t) = ∇(−∆)−2∇∗u̇(t), the space E being L2

E = L2([0,1]×Ω ,Rn).
Note that

J (u) : =
∫ 1

0

∫
Ω

LT
(
∇(−∆)−1

∇
∗u,u−∇(−∆)−1

∇
∗u−∇(−∆)−2

∇
∗u̇+ p0

)
+
∫ 1

0

∫
Ω

{u ·∇(−∆)−2
∇
∗u̇−up0}dxdt

+‖(−∆)−1
∇
∗u(0)− f0‖2

2.

If now J (u) = 0, then{
u−∇(−∆)−1∇∗u−∇(−∆)−2∇∗u̇+ p0 ∈ ∂LT (∇(−∆)−1∇∗u)

(−∆)−1∇∗u(0) = f0.
(8.44)

By taking the divergence on both sides, we get that{
(−∆)−1∇∗u̇(t)+g(x) ∈ −div∂LT (∇(−∆)−1∇∗u(t))

(−∆)−1∇∗u(0) = f0.
(8.45)

It is now clear that f (t) = (−∆)−1∇∗u(t) is a solution for (8.43).

Remark 8.1. Alternatively, we can replace the latter by a minimization of the func-
tional

J ( f ,w) =
∫ 1

0

∫
Ω

LT

(
∇ f (t,x),w(t,x)−∇(−∆)−1 ∂ f

∂ t
(t,x)

)
−
∫ 1

0

∫
Ω

f (t,x)g(t,x)dxdt

+
∫

Ω

{
1
2

f (0,x)2−2 f0(x) f (0,x)+ f0(x)2 +
1
2

f (T,x)2
}

dx

over all possible f ∈ L2([0,1];H1
0 (Ω)) with ḟ ∈ L2([0,1];H−1(Ω)) and all w ∈

L2([0,1]×Ω ;Rn) with divw(t,x) = g(t,x) for a.e. t ∈ [0,1].
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8.4 Lagrangian intersections of convex-concave Hamiltonian
systems

Example 8.3. Convex-concave Hamiltonian systems (k = l = 2)

The following is an application for the existence of a Hamiltonian path that connects
two Lagrangian submanifolds.

Theorem 8.7. Let E be a Hilbert space and let H : [0,T ]×E×E →R be a Hamil-
tonian of the form H (t,x1,x2) = ϕ1(t,x1)−ϕ2(t,x2), where for each t ∈ [0,T ] the
functions ϕ1(t, ·) and ϕ2(t, ·) are convex lower semicontinuous on E satisfying for
some C(t) ∈ L+

∞([0,T ]),

−C(t)≤ ϕ1(t,x1)+ϕ2(t,x2)≤C(t)
(
1+‖x1‖2

E +‖x2‖β

E

)
.

Let ψ1, ψ2 be convex lower semicontinuous functions on E such that

C−1
i (‖s‖2−1)≤ ψi(s)≤Ci(1+‖s‖2) for s ∈ E, i = 1,2.

Then, there exists (x1,x2) ∈ A2
E×E([0,T ]) such that for almost all t ∈ [0,T ],

−ẋ2(t) ∈ ∂1H (t,x1(t),x2(t)),

ẋ1(t) ∈ ∂2H (t,x1(t),x2(t)),

and satisfying the boundary conditions

−A1x1(0)− x2(0) ∈ ∂ψ1(x1(0))

−A2x1(T )+ x2(T ) ∈ ∂ψ2(x1(T )).

The solution can be obtained by minimizing the completely self-dual functional

I(x,y) =
∫ T

0
K (t,x(t),y(t))+K ∗(t,−ẏ(t),−ẋ(t))dt

+ψ1(x(0))+ψ
∗
1 (−y(0)−A1x(0))+ψ2(x(T ))+ψ

∗
2 (y(T )−A2x(T ))

on the space A2([0,T ];E×E), where K is the convex function

K (t,x,y) = ϕ1(t,x)+ϕ2(t,y)

on R2n and K ∗ is its Legendre transform for each t ∈ [0,T ].

Proof. Consider on L2([0,T ];E ×E) the function Φ(x,y) =
∫ T

0 K (t,x(t),y(t))dt,
which is convex and lower semicontinuous, and note that the operator Γ (p,q) =
(q̇, ṗ) satisfies:

〈Γ (p,q),(p,q)〉= 2
∫ T

0
(q̇p+ ṗq)dt = 2〈p(T ),q(T )〉−2〈p(0),q(0)〉.
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In other words, Γ is skew-adjoint modulo the boundary pair (B,R), where B :
L2

E×E [0,T ]→ E2×E2 is defined via the formula

B(p,q) = (B1(p,q),B2(p,q)) =
(

p(T ),q(T )),(p(0),q(0)
)

and R is the automorphism on E2×E2 defined by

R((a,b),(c,d)) =
(
(−b,−a),(d,c)

)
.

All the hypotheses of Theorem 8.2 are satisfied, and a solution can then be obtained
by minimizing the completely self-dual functional I, whose infimum is attained and
is equal to zero.

8.5 Parabolic equations with evolving state-boundary conditions

When dealing with general parabolic equations of type (8.3), one can impose suit-
able conditions on L, Γt , and the boundary triplets (Ht ,Rt ,Bt) to ensure that the
function LΓt ,`t given by Theorem 4.2 is a time-dependent self-dual Lagrangian. One
can then use Proposition 7.1 to lift it to a partially self-dual Lagrangian L on the
path space A2

H [0,T ]. However, one cannot apply the variational principle of Propo-
sition 7.1 because LΓt ,`t is not bounded in the first variable.

Now the only case where such a boundedness condition can be relaxed is when
the Lagrangian L is autonomous, or if it is of the form L(t,x, p)= e2wtL(e−wtx,e−wt p)
(See Theorem 7.5). This seriously restricts the applicability of our approach to prob-
lems involving time-dependent state-boundary conditions. However, one can still
show the following result.

Theorem 8.8. Let L be an autonomous self-dual Lagrangian on a Hilbert space
H×H that is continuous and uniformly convex in the first variable. Let Γ : D(Γ )⊂
H → H be a skew-adjoint operator modulo a boundary triplet (E,R,B) and let `
be an R-self-dual function on E such that, for some C > 0, `(s) ≤C(1 + ‖s‖2) for
all s ∈ E.
Then, for any x0 ∈Dom(∂L)∩D(Γ ) such that RBx0 ∈ ∂`(Bx0) and for any ω ∈R,
the functional

I(u) =
∫ T

0
e2ωt{L(u(t),Γ u(t)−ωu(t)− u̇(t))+ `(Bu(t))}dt

+
1
2
‖u(0)‖2−2〈x0,u(0)〉+‖x0‖2 +

1
2
‖eωT u(T )‖2

attains its minimum at a path x ∈ A2
H such that I(x) = inf

u∈A2
H

I(u) = 0 and therefore

x(t) solves the equation
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x(0) = x0,

RB(x(t)) ∈ ∂`(Bx(t)) for all t ∈ [0,T ].
(8.46)

Proof. By Theorem 4.2, the Lagrangian

LΓ ,`(x, p) =
{

L(x,Γ x+ p)+ `(Bx) if x ∈ D(Γ )∩D(B)
+∞ if x /∈ D(Γ )∩D(B) (8.47)

is also self-dual on H×H and satisfies all the hypotheses of Theorem 7.5. Since x0 ∈
Dom(∂L)∩D(Γ ) and Bx0 ∈CR`, it follows that x0 ∈Dom(∂LΓ ,`) and Theorem 7.5
applies to yield the existence of x ∈ A2

H such that I(x) = inf
u∈A2

H

I(u) = 0. Now write

that

0 = I(x)

=
∫ T

0
e2ωt{L(x(t),Γ x(t)−ωx(t)− ẋ(t))−〈x(t),Γ x(t)−ωx(t)− ẋ(t)〉}dt

+
∫ T

0
e2ωt

{
`(Bx(t))− 1

2
〈Bx(t),RBx(t)〉

}
dt

+‖x(0)− x0‖2.

The conclusion follows since each one of the three terms above is nonnegative .

Parabolic equations driven by first-order operators

We now apply the results of the last section to the particular class of self-dual La-
grangians of the form L(x, p) = ϕ(x)+ ϕ∗(Γ x + p) to obtain variational formula-
tions and proofs of existence for parabolic equations of the form−ẋ(t)+Γ x(t)−ωx(t) ∈ ∂ϕ(x(t)),

x(0) = x0,
B1(x(t)) = B1(x0),

(8.48)

where Γ is a skew-adjoint operator modulo a “trace boundary operator” B =
(B1,B2) into a space H1×H2. In other words, we are assuming that

〈Γ x,x〉=
1
2
(‖B2x‖2−‖B1x‖2).

Corollary 8.1. Let X ⊂ H ⊂ X∗ be an evolution triple and let Γ : D(Γ ) ⊂ X →
X∗ be a skew-adjoint operator modulo a trace boundary operator B = (B1,B2) :
D(B) ⊂ X → H1 ×H2. Let ϕ : X → R be a convex lower semicontinuous function
on X that is bounded on the bounded sets of X and also coercive on X. Assume that
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x0 ∈ D(Γ )∩D(B) and ∂ϕ(x0)∩H is nonempty. (8.49)

Then, for all ω ∈R and all T > 0, there exists x(t)∈A2
H([0,T ]), which solves (8.48).

It is obtained by minimizing over A2
H the completely self-dual functional

I(u) =
∫ T

0
e2ω ′t

{
ψ(e−ω ′tu(t))+ψ

∗(e−ω ′t(Γ u(t)− u̇(t))
}

dt

+
∫ T

0

{1
2
‖B1(u(t))‖2

H1
−2〈eω ′tB1(u(t)),B1(x0)〉H1

+e2ω ′t‖B1(x0)‖2
H1

+
1
2
‖B2(u(t))‖2

H2

}
dt

+
1
2
‖u(0)‖2

H −2〈u(0),x0〉H +‖x0‖2
H +

1
2
‖u(T )‖2

H ,

where ψ(x) = ϕ(x)+ ‖x‖2

2 and ω ′ = ω − 1. The minimum of I is then zero and is
attained at a path y(t) such that x(t) = e−ω ′ty(t) is a solution of (8.48).

Proof. The function ψ : X →R by ψ(x) = ϕ(x)+ ‖x‖2

2 is clearly uniformly convex.
Set X1 = D(Γ )∩D(B), and use Proposition 4.2 to deduce that the Lagrangian

M(x, p) : = ψ(x)+ψ
∗(Γ x+ p)

+
1
2
‖B1(x)‖2

H1
−2〈B1(x),B1(x0)〉H1

+‖B1(x0)‖2
H1

+
1
2
‖B2(x)‖2

H2

if x ∈ X1 and +∞ elsewhere is a self-dual Lagrangian on X ×X∗. Indeed, in this
case, R(h1,h2) = (−h1,h2) on H1×H2 and

`(h1,h2) =
1
2
‖h1‖2

H1
−2〈h1,B1(x0)〉H1

+‖B1(x0)‖2
H1

+
1
2
‖h2‖2

H2
.

The coercivity condition on ψ ensures – via Lemma 3.4 – that M(x, p) lifts to a
self-dual Lagrangian on H ×H that is uniformly convex in the first variable. It is
easy to check that all the conditions of Theorem 8.8 are satisfied by M(x, p). Note
now that the conditions on x0 ensure that x0 ∈ Dom(∂M). Indeed, condition (8.49)
and the definition of ` yield that x0 ∈ D(Γ )∩D(B) and that (−B1(x0),B2(x0)) ∈
∂`(B1(x0),B2(x0)). It follows that there exists y ∈ A2

H([0,T ]) such that I(y) = 0.
We then have

0 =
∫ T

0
e2ω ′t

{
ψ(e−ω ′ty(t))+ψ

∗(e−ω ′t(Γ y(t)− ẏ(t)))−〈y(t),Γ y(t)− ẏ(t)〉
}

dt

+
∫ T

0

∥∥B1(y(t))− eω ′tB1(x0)‖2
H1

dt

+‖y(0)− x0‖2
H .

It follows that x(t) = e−ω ′ty(t) satisfies
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−ẋ(t)+Γ x(t) ∈ ∂ψ(x(t))+(ω −1)x(t) for t ∈ [0,T ]
B1(x(t)) = B1(x0) for t ∈ [0,T ]

x(0) = x0.

Since ∂ψ(x) = ∂ϕ(x)+ x, we have that x(t) solves (8.48).

Example 8.4. Evolutions driven by transport operators

Consider the following evolution equation on [0,T ]×Ω :− ∂u
∂ t +a(x) ·∇u = 1

2 a0(x)u+u|u|p−2 +ωu,
u(0,x) = u0(x) on Ω ,
u(t,x) = u0(x) on [0,T ]×Σ+.

(8.50)

We assume again that the domain Ω and the vector field a(·) satisfy all the assump-
tions in Lemma 4.1.

Corollary 8.2. Let p > 1, f ∈ L2(Ω), and a0 ∈ L∞(Ω). Then, for any ω ∈ R and
u0 ∈ L∞(Ω)∩H1(Ω), there exists ū ∈ A2

L2(Ω)([0,T ]) that solves equation (8.50).

Proof. We distinguish two cases.

Case 1: p≥ 2. We then take X = Lp(Ω), H = L2(Ω) since again the operator Γ u =
a ·∇u+ 1

2 (∇ ·a)u is skew-adjoint modulo the trace boundary, Bu = (u|Σ+ ,u|Σ−).

Case 2: 1 < p < 2. The space is then X = H = L2(Ω).

In both cases, pick K > 0 such that ∇ · a(x)+ a0(x)+ K ≥ 1 for all x ∈ Ω , and
define the function ϕ : X → R by

ϕ(u) :=
1
p

∫
Ω

|u(x)|pdx+
1
4

∫
Ω

(∇ ·a(x)+a0(x)+K)|u(x)|2dx.

Then, ϕ is a convex lower semicontinuous function that is bounded on bounded sets
of X and also is coercive on X . Since u0 ∈ L∞(Ω)∩H1(Ω), ∂ϕ(u0) is therefore
nonempty and u0 ∈ D(Γ )∩D(B).

So by Corollary 8.1, there exists ū ∈ A2
H([0,T ]) such that

− ˙̄u(t)+Γ ū(t) ∈ ∂ϕ(ū(t))+
(

ω − K
2

)
ū(t) for t ∈ [0,T ]

B1(ū(t)) = B1(u0) for t ∈ [0,T ]

ū(0) = u0,

and this is precisely equation (8.50).
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8.6 Multiparameter evolutions

Let H be a Hilbert space and let L : [0,T ]×H ×H → R be a time-dependent self-
dual Lagrangian such that for every p ∈ H and t ∈ [0,T ] the map

x 7→ L(t,x, p) is bounded on the bounded sets of H. (8.51)

For every x0 ∈ H, the Lagrangian defined on L2
H [0,T ]×L2

H [0,T ] by

L (x, p) =
∫ T

0
L(t,x(t),−ẋ(t)+ p(t))dt

+
1
2
‖x(0)‖2

H +2〈x0,x(0)〉+‖x0‖2
H +

1
2
‖x(T )‖2

H

if x ∈ A2
H ′ and +∞ otherwise is then itself a self-dual Lagrangian on L2

H [0,T ]×
L2

H [0,T ]. Setting now H ′ := L2
H [0,T ] as a state space, we can then lift the Lagrangian

L to a new path space L2
H ′ [0,S] and obtain a new completely self-dual functional

I (x) :=
∫ S

0
L
(

x(s),−dx
ds

(s))ds+ `′(x(0),x(S)
)
,

that we can minimize on A2
H ′ [0,S]. Here is the main result of this section.

Theorem 8.9. Let H be a Hilbert space and let L : H ×H → R∪{+∞} be a self-
dual Lagrangian on H×H that is uniformly convex in the first variable. For x0 ∈H,
we consider on L2([0,S];L2

H [0,T ]) the functional defined as

I(x) =
∫ S

0

∫ T

0
L
(

x(s, t),−∂x
∂ t

(s, t)− ∂x
∂ s

(s, t)
)

dtds

+
∫ S

0

(1
2
‖x(s,0)‖2

H −2〈x(s,0),x0〉+‖x0‖2
H +

1
2
‖x(s,T )‖2

H

)
ds

+
∫ T

0

(1
2
‖x(0, t)‖2

H −2〈x(0, t),x0〉+‖x0‖2
H +

1
2
‖x(S, t)‖2

H

)
dt (8.52)

on the space A2([0,S];A2
H [0,T ]) and +∞ elsewhere.

If x0 ∈ Dom(∂L), then I is a completely self-dual functional and there exists
x̂ ∈ A2

(
[0,S];L2

H [0,T ]
)

such that x̂(s, ·) ∈ A2
H [0,T ] for almost all s ∈ [0,S] and

I(x̂) = inf{I(x); x ∈ L2([0,S];L2
H [0,T ])}= 0. (8.53)

Furthermore, for almost all (s, t) ∈ [0,S]× [0,T ], we have

−∂ x̂
∂ t

(s, t)− ∂ x̂
∂ s

(s, t) ∈ ∂L(x̂(s, t)) a.e. [0,S]× [0,T ], (8.54)

x̂(0, t) = x0 a.e. t ∈ [0,T ], (8.55)
x̂(s,0) = x0 a.e.s ∈ [0,S]. (8.56)
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We first note in the following proposition that if L is finitely valued, then the con-
clusions of the theorem are easy to establish, even if L is not autonomous. The main
difficulty of the proof is to get rid of this boundedness condition.

Proposition 8.1. Let H be a Hilbert space and let L : [0,T ]×H×H →R be a finite
time-dependent self-dual Lagrangian on H×H that is uniformly convex in the first
variable. For x0 ∈ H, we consider on L2([0,S];L2

H [0,T ]) the functional defined as

I(x) =
∫ S

0

∫ T

0
L
(

t,x(s, t),−∂x
∂ t

(s, t)− ∂x
∂ s

(s, t)
)

dtds

+
∫ S

0

(1
2
‖x(s,0)‖2

H −2〈x(s,0),x0〉+‖x0‖2
H +

1
2
‖x(s,T )‖2

H

)
ds

+
∫ T

0

(1
2
‖x(0, t)‖2

H −2〈x(0, t),x0〉+‖x0‖2
H +

1
2
‖x(S, t)‖2

H

)
dt (8.57)

on the space A2([0,S];A2
H [0,T ]) and +∞ elsewhere.

If x0 ∈ Dom(∂L), then I is a completely self-dual functional and there exists
x̂ ∈ A2

(
[0,S];L2

H [0,T ]
)

such that x̂(s, ·) ∈ A2
H [0,T ] for almost all s ∈ [0,S] and

I(x̂) = inf{I(x); x ∈ L2([0,S];L2
H [0,T ])}= 0. (8.58)

Furthermore, for almost all (s, t)∈ [0,S]× [0,T ], x̂ satisfies (8.54), (8.55) and (8.56).

Proof. Indeed, by Theorem 4.3, L is a self-dual Lagrangian on the space H ′ ×
H ′ := L2

H [0,T ]×L2
H [0,T ], and is uniformly convex in the first variable. Since x0 ∈

Dom(∂L), it is easy to see that 0∈Dom(∂L ) in path space. Therefore, by Theorem
7.5, we can find an x̂ ∈ A2

H ′([0,S]) = A2([0,S];L2
H [0,T ]) such that

0 =
∫ S

0
L (x̂(s),− ˙̂x(s))ds+

1
2
‖x̂(0)‖2

H ′ −2〈x̂(0),x0〉H ′ +‖x0‖2
H +

1
2
‖x̂(S)‖2

H ′ .

From the definition of L , we get that x̂(s, ·) ∈ A2
H([0,T ]) for a.e., s ∈ [0,S], while

satisfying (8.53). We therefore get the following chain of inequalities:

0 =
∫ S

0

∫ T

0
L
(

t, x̂(s, t),−∂ x̂
∂ t

(s, t)− ∂ x̂
∂ s

(s, t)
)

dtds

+
∫ S

0

(1
2
‖x̂(s,0)‖2

H −2〈x̂(s,0),x0〉H +‖x0‖2
H +

1
2
‖x̂(s,T )‖2

H

)
ds

+
∫ T

0

(1
2
‖x̂(0, t)‖2

H −2〈x̂(0, t),x0〉H +‖x0‖2
H +

1
2
‖x̂(S, t)‖2

H

)
dt

≥
∫ S

0

∫ T

0
−
〈

x(s, t),
∂ x̂
∂ t

(s, t)+
∂ x̂
∂ s

(s, t)
〉

dtds

+
∫ S

0

(1
2
‖x̂(s,0)‖2

H −2〈x̂(s,0),x0〉+‖x0‖2
H +

1
2
‖x̂(s,T )‖2

H

)
ds

+
∫ T

0

(1
2
‖x̂(0, t)‖2

H −2〈x̂(0, t),x0〉+‖x0‖2
H +

1
2
‖x̂(S, t)‖2

H

)
dt
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≥
∫ T

0
‖x̂(0, t)− x0‖2

Hdt +
∫ S

0
‖x̂(s,0)− x0‖2

Hds ≥ 0.

This clearly yield equations (8.54), (8.55), and (8.56).
In the next proposition, we do away with the assumption of boundedness of the

self-dual Lagrangian L that was used in Proposition 8.1. We first λ -regularize the
Lagrangian L, and then derive some uniform bounds to ensure convergence in the
proper topology when λ goes to 0. To do this, we need to first state some precise
estimates on approximate solutions obtained using inf-convolution. Recall first from
Proposition 3.3 that the Lagrangian

L1
λ
(x, p) := inf

z∈H

{
L(z, p)+

1
2λ

‖x− z‖2
H

}
+

λ

2
‖p‖2

H

is self-dual for each λ > 0.

Lemma 8.1. Let L : H×H →R be a self-dual Lagrangian that is uniformly convex
in the first variable. If p0 ∈ ∂L(x0) and if x̂ ∈ A2

H [0,T ] satisfies∫ T

0
L(x̂(t),− ˙̂x(t))dt +

1
2
‖x̂(0)‖2

H +‖x0‖2
H + 〈x̂(0),x0〉+

1
2
‖x̂(T )‖2

H = 0,

then we have the estimate ∫ T

0
‖ ˙̂x(t)‖2

Hdt ≤ T‖p0‖2
H . (8.59)

Proof. By the uniqueness of the minimizer, x̂ is the weak limit in A2
H([0,T ]) of the

net (xλ )λ in C1,1([0,T ]), where −ẋλ (t) ∈ ∂L1
λ
(xλ (t)) and xλ (0) = x0. By Proposi-

tion 7.1, we have that ‖ẋλ (t)‖H ≤ ‖ẋλ (0)‖H for all t ∈ [0,T ]. Since (−ẋλ (0),x0) ∈
∂L1

λ
(x0, ẋλ (0)), we get from Lemma 3.3 that ‖xλ (0)‖H ≤ ‖p0‖H for all λ > 0.

Therefore, letting λ → 0 and using the weak lower semicontinuity of the norm, we
get that

∫ T
0 ‖ ˙̂x(t)‖2

Hdt ≤ T‖p0‖2
H .

Proof of Theorem 8.9. By applying Proposition 8.1 to the regularized Lagrangian
L1

λ
, we obtain x̂λ ∈ A2([0,S];L2

H [0,T ]) satisfying for all (s, t) ∈ [0,S]× [0,T ]

−dx̂λ

dt
(s, t)− dx̂λ

ds
(s, t) ∈ ∂L1

λ
(x̂λ (s, t)), (8.60)

x̂λ (0, t) = x0 ∀ t ∈ [0,T ], (8.61)
x̂λ (s,0) = x0 ∀ s ∈ [0,S], (8.62)

and

0 =
∫ S

0

∫ T

0
L1

λ

(
x̂λ (s, t),−dx̂λ

dt
(s, t)+

dx̂λ

ds
(s, t)

)
dtds

+
∫ S

0

(1
2
‖x̂λ (s,0)‖2

H −2〈xλ (s,0),x0〉+‖x0‖2
H +

1
2
‖x̂λ (s,T )‖2

H

)
ds
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+
∫ T

0

(1
2
‖x̂λ (0, t)‖2

H −2〈xλ (0, t),x0〉+‖x0‖2
H +

1
2
‖x̂λ (S, t)‖2

H

)
dt. (8.63)

Now consider the self-dual Lagrangian L 1
λ

on L2
H([0,T ]) defined by

Lλ (x, p) : =
∫ T

0
L1

λ

(
x(t),

dx
dt

(t)+ p(t)
)

dt

+
1
2
‖x(0)‖2

H +
1
2
‖x(T )‖2

H −2〈x0,x(0)〉+‖x0‖2
H

if x ∈ A2
H([0,T ]) and +∞ elsewhere. Let X̂λ : [0,S] → L2

H [0,T ] be the map s 7→
x̂λ (s, ·) ∈ L2

H [0,T ], and denote by X0 ∈ L2
H [0,T ] the constant map t 7→ x0. Then, we

infer from (8.63) that X̂λ is an arc in A2([0,S];L2
H [0,T ]) that satisfies

0 =
∫ S

0
Lλ (X̂λ (s),−dX̂λ

ds
(s))ds+

1
2

(
‖X̂λ (0)‖2

L2
H [0,T ] +‖X̂λ (S)‖2

L2
H [0,T ]

)
−2〈X0,X̂λ (S)〉L2

H [0,T ] +‖X0‖L2
H [0,T ]

with X0 ∈ Dom(∂Lλ ). Applying Lemma 8.1 to the self-dual Lagrangian Lλ and
the Hilbert space L2

H [0,T ] we get that∫ S

0

∫ T

0

∥∥∥dx̂λ (s, t)
ds

∥∥∥2

H
dtds ≤ S

∫ T

0
‖Pλ (t)‖2

Hdt,

where Pλ ∈ L2
H [0,T ] is any arc that satisfies (−Pλ ,X0) ∈ ∂Lλ (X0,−Pλ ). Ob-

serve that if the point pλ ∈H satisfies the equation (−pλ ,x0) ∈ ∂Lλ (x0,−pλ ), then
we can just take Pλ to be the constant arc t 7→ pλ . Combining this fact with Lemma
8.1, we obtain that, for all s ∈ [0,S] and all λ > 0,∫ S

0

∫ T

0
‖dx̂λ (s, t)

ds
‖2

Hdtds ≤ ST‖p0‖2
H .

In deriving the above estimates, we have interpreted x̂λ (s, t) as a map X̂λ : [0,S]→
L2

H [0,T ]. However, we can also view it as a map from [0,T ]→ L2
H [0,S] and run the

above argument in this new setting. By doing this, we obtain that for all λ > 0∫ S

0

∫ T

0

∥∥∥dx̂λ (s, t)
ds

∥∥∥2

H
dtds+

∫ S

0

∫ T

0

∥∥∥dx̂λ (s, t)
dt

∥∥∥2

H
dtds ≤ 2T S‖p0‖2

H . (8.64)

Now, for any
(
v1(s, t), v2(s, t)

)
satisfying equation (8.60), we can use monotonicity

to derive the bound:

d
dt
‖v1(s, t)− v2(s, t)‖2

H +
d
ds
‖v1(s, t)− v2(s, t)‖2

H ≤ 0.

So we obtain
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0
‖v1(s, t)− v2(s, t)‖2

Hds+
∫ T

0
‖v1(s, t)− v2(s, t)‖2

Hdt

≤
∫ S

0
‖v1(s,0)− v2(s,0)‖2

Hds+
∫ T

0
‖v1(0, t)− v2(0, t)‖2

Hdt.

Now, picking v1(s, t) = x̂λ (s, t) and v2(s, t) = x̂λ (s+h, t), we get that∫ S

0

∥∥∥dx̂λ (s, t)
ds

∥∥∥2
ds +

∫ T

0

∥∥∥dx̂λ (s, t)
ds

∥∥∥2
dt

≤
∫ S

0

∥∥∥dx̂λ (s,0)
ds

∥∥∥2
ds+

∫ T

0

∥∥∥dx̂λ (0, t)
ds

∥∥∥2
dt. (8.65)

Setting s = 0 in equation (8.60), we get that for all t ∈ [0,T ]

−
(dx̂λ

dt
(0, t)+

dx̂λ

ds
(0, t)

)
∈ ∂Lλ (x0).

Therefore, by Proposition 3.3, we have that for all t ∈ [0,T ] and λ > 0,∥∥∥dx̂λ

dt
(0, t)+

dx̂λ

ds
(0, t)

∥∥∥
H
≤ ‖p0‖H .

Observe that if we take v2(s, t) = x̂λ (s, t + h), we can use the same argument as
above to get that for all s ∈ [0,S],∥∥∥dx̂λ

dt
(s,0)+

dx̂λ

ds
(s,0)

∥∥∥
H
≤ ‖p0‖H .

Therefore, for all s ∈ [0,S], t ∈ [0,T ], and λ > 0:

‖dx̂λ

dt
(0, t)+

dx̂λ

ds
(0, t)‖H +‖dx̂λ

dt
(s,0)+

dx̂λ

ds
(s,0)‖H ≤ 2‖p0‖H . (8.66)

Combining (8.66), (8.65), and (8.64), we get that∫ S

0

∫ T

0

∥∥∥dx̂λ

ds
(s, t)‖2

H +‖dx̂λ

dt
(s, t)

∥∥∥2

H
dtds ≤C (8.67)

for some constant independent of λ .
If Jλ (x, p) is such that Lλ (x, p) = L(Jλ (x, p), p)+ λ

2 ‖p‖2
H , then setting vλ (s, t) :=

Jλ

(
x̂λ (s, t), dx̂λ

dt (s, t)+ dx̂λ

ds (s, t)
)
, we can deduce from equation (8.60) that

−dx̂λ

dt
(s, t)− dx̂λ

ds
(s, t) =

x̂λ (s, t)− vλ (s, t)
λ

.

The estimate given by equation (8.67) then implies

lim
λ→0

∫ T

0

∫ S

0
‖x̂λ (s, t)− vλ (s, t)‖2

Hdsdt = 0.
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Therefore, combining this with (8.67) we obtain – modulo passing to a subsequence
–

x̂λ ⇀ x̂ in A2([0,S];L2
H [0,T ]), (8.68)

x̂λ ⇀ x̂ in A2([0,T ];L2
H [0,S]), (8.69)

vλ ⇀ x̂ in L2
H([0,S]× [0,T ]). (8.70)

Write (8.63) in the form

0 =
∫ S

0

∫ T

0
L
(

vλ (s, t),−dx̂λ

dt
(s, t)− dx̂λ

ds
(s, t)

)
+

λ

2

∥∥∥dx̂λ

dt
(s, t)+

dx̂λ

ds
(s, t)

∥∥∥2

H
dtds

+
∫ S

0

1
2
‖x̂λ (s,0)‖2

H −2〈xλ (s,0),x0〉+‖x0‖2
H +

1
2
‖x̂λ (s,T )‖2

Hds

+
∫ T

0

1
2
‖x̂λ (0, t)‖2

H −2〈xλ (0, t),x0〉+‖x0‖2
H +

1
2
‖x̂λ (S, t)‖2

Hdt

and taking λ → 0, using the convergence results in (8.68) in conjunction with lower
semicontinuity, we get

0 ≥
∫ S

0

∫ T

0
L
(

x̂(s, t),−∂ x̂
∂ t

(s, t)− ∂ x̂
∂ s

(s, t)
)

dtds

+
∫ S

0

1
2
‖x̂(s,0)‖2

H −2〈x̂(s,0),x0〉+‖x0‖2
H +

1
2
‖x̂(s,T )‖2

Hds

+
∫ T

0

1
2
‖x̂(0, t)‖2

H −2〈x̂(0, t),x0〉+‖x0‖2
H +

1
2
‖x̂(S, t)‖2

Hdt ≥ 0.

The rest is now straightforward.
Clearly, this argument can be extended to obtain N-parameter gradient flow. We

state the result without proof.

Corollary 8.3. Let L : H ×H → R∪{+∞} be a self-dual Lagrangian that is uni-
formly convex in the first variable and let u0 ∈ Dom(∂L). Then, for all T1 ≥ T2..≥

TN > 0, there exists u ∈ L2
H

( N
∏
j=0

[0,Tj]
)

such that ∂u
∂ t j

∈ L2
H

( N
∏
j=0

[0,Tj]
)

for all

j = 1, ...,N, and satisfies the differential equation

−
N

∑
j=1

∂u
∂ t j

(t1, ..., tN) ∈ ∂L(u(t1, .., tN))

with boundary data u(t1, ..., tN) = u0 if one of the t j = 0.

We conclude this chapter with some remarks.

Remark 8.2. Let u : [0,T ]→H be the one-parameter gradient flow associated to the
self-dual Lagrangian L, namely

− du
dt (t) ∈ ∂L(u(t)) and u(0) = u0.



172 8 Iteration of Self-dual Lagrangians and Multiparameter Evolutions

If we make the change of variables v(s′, t ′) = u( s′+t ′
2 ), then v(·, ·) obviously solves

(8.54), with the boundary condition v(s′, t ′) = u0 on the hyperplane s′ = −t ′. In
comparison, Theorem 8.9 above yields a solution u for (8.54) with a boundary con-
dition that is prescribed on two hyperplanes, namely u(0, t) = u(s,0) = u0 for all
(s, t) ∈ [0,S]× [0,T ].

Remark 8.3. Let now u : [0,∞)× [0,∞)× [0,∞) → H be a solution for the three-
parameter self-dual flow.

−
(

∂u
∂ r

+
∂u
∂ s

+
∂u
∂ t

)
(r,s, t) ∈ ∂L(u(r,s, t))

u(0,s, t) = u(r,0, t) = u(r,s,0) = u0.

With the change of variable v(r′,s′, t ′) = u( s′+r′
2 , t ′+r′

2 , s′+t ′
2 ), v(r′,s′, t ′) again solves

the differential equation

− ∂v
∂ r′

− ∂v
∂ s′

− ∂v
∂ t ′

∈ ∂L(u)

on the domain

D = {(r′,s′, t ′) | s′ ≥−r′, r′ ≥−t ′, s′ ≥−t ′}

with boundary conditions

v(r′,s′, t ′) = u0 if s′ =−r′ or r′ =−t ′ or s′ =−t ′.

Looking now at (r′,s′) as ”state variables” and t ′ as the time variable, we see that at
any given time t ′, v(r′,s′, t ′) solves the equation on {(r′,s′) | s′ ≥−r′, r′ ≥−t ′, s′ ≥
−t ′}with v = u0 on the boundary of this domain. This essentially describes a simple
PDE with a time-evolving boundary.

Exercises 8. B.

1. Establish the N-parameter version of Theorem (i.e., Corollary 8.3).
2. Show that in the case of a gradient flow of a convex energy – as opposed to a more general

Lagrangian – one can use the method of characteristics to obtain the result in Remark 8.2 even
for nonconstant data:

x0(r) := x̂(r,0) if r ≥ 0 and x0(r) := x̂(0,−r) if r ≤ 0.

Verify that the solution can be obtained by

x̂(t,s) := T
(

1
2
(t + s)− 1

2
|s− t|x0

(1
2
(s− t)

))
,

where the semigroup T (t,x0) := u(t) is the one associated to the gradient flow of ϕ starting at
x0.



8.6 Multiparameter evolutions 173

Further comments

The material for this chapter is taken from Ghoussoub [58]. The particular case
where the operator is skew-adjoint modulo a Dirichlet-type boundary was given in
[68]. Lagrangian intersections of Hamiltonian systems driven by convex-concave
potentials were studied by Ghoussoub and Tzou [69]. The iterative properties of
self-dual Lagrangians, and their application to multiparameter evolutions were also
studied in [69].





Chapter 9
Direct Sum of Completely Self-dual Functionals

If Γ : X → X∗ is an invertible skew-adjoint operator on a reflexive Banach space
X and L is a self-dual Lagrangian on X ×X∗, then we have seen in Chapter 3 that
M(x, p) = L(x +Γ−1 p,Γ x) is also a self-dual Lagrangian. By minimizing over X
the completely self-dual functional I(x) = M(x,0) = L(x,Γ x) with L(x, p) = ϕ(x)+
ϕ∗(p), one can then find solutions of Γ x ∈ ∂ϕ(x) as long as ϕ is convex lower
semicontinuous and bounded above on the unit ball of X . In other words, the theory
of self-dual Lagrangians readily implies that if the linear system Γ x = p is uniquely
solvable, then the semilinear system Γ x∈ ∂ϕ(x) is also solvable for slowly growing
convex nonlinearities ϕ .

This chapter deals with an extension of the above observation to systems of equa-
tions. Namely, if Γi : Z → X∗

i are linear operators from a Banach space Z into reflex-
ive spaces X∗

i for i = 1, ...,n, in such a way that the system of linear equations

Γix = pi for i = 1, ...,n

can be uniquely solved, then one can also solve uniquely the semilinear system

Γix ∈ ∂ϕi(Aix) for i = 1, ...,n,

provided Ai : Z → Xi are bounded linear operators that satisfy the identity

n
∑

i=1
〈Aix,Γix〉= 0 for all x ∈ Z,

and the ϕi’s are slowly growing convex nonlinearities. This is done by minimizing
the functional

I(z) =
n

∑
i=1

ϕi(Aiz)+ϕ
∗
i (Γiz),

which is then completely self-dual on Z. This result is applied to derive variational
resolutions to various evolution equations.

175
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9.1 Self-dual systems of equations

Consider (n+1) reflexive Banach spaces Z, X1,X2, ....,Xn, and bounded linear oper-
ators (Ai,Γi) : Z → Xi×X∗

i for i = 1, ...,n. We shall consider a framework where one
can associate a self-dual Lagrangian on Z to a given family of self-dual Lagrangians
Li on Xi×X∗

i .
For that, we assume that the linear operator Γ := (Γ1,Γ2, ...,Γn) : Z → X∗

1 ×X∗
2 ×

...×X∗
n is an isomorphism of Z onto X∗

1 ×X∗
2 × ...×X∗

n . We can therefore put Z in
duality with the space X1⊕X2⊕ ...⊕Xn via the formula

〈z,(p1, p2, ..., pn)〉=
n

∑
i=1
〈Γiz, pi〉, (9.1)

where z ∈ Z and (p1, p2, ..., pn) ∈ X1⊕X2⊕ ...⊕Xn.
If Bi is a bounded linear operator on Xi for i = 1, ...,n, and B = (Bi)n

i=1 is the
product operator on X1⊕X2⊕ ...⊕Xn, then we can define an operator B̄ : Z → Z via
the formula

〈B̄z,(p1, p2, ..., pn)〉= 〈z,(B1 p1,B2 p2, ...,Bn pn)〉.

In other words, B̄ = Γ−1B∗Γ , with its coordinates (B̄i)i=1,...,n being representations
of B∗i on the space Z.

Theorem 9.1. In the above framework, consider Li to be a convex lower semicontin-
uous Lagrangian on Xi×X∗

i for each i = 1, ...,n. Suppose that the following formula
holds:

n
∑

i=1
〈Aiy,Γiz〉+ 〈Aiz,Γiy〉= 0 for all y,z ∈ Z. (9.2)

1. The Lagrangian defined on Z×Z∗ by M(z, p) =
n
∑

i=1
Li(Aiz + pi,Γiz) then has a

Legendre transform equal to M∗(p,z) =
n
∑

i=1
L∗i (Γiz,Aiz+ pi) on Z∗×Z.

2. Assume each Li is Bi-self-dual for some bounded linear operator Bi on Xi that
satisfies the following commutation relations

AiB̄∗i = B∗i Ai for i = 1, ...,n. (9.3)

Then L is B̄-self-dual on Z×Z∗, and the functional I(z) =
n
∑

i=1
Li(Aiz,Γiz) is com-

pletely self-dual over Z.
3. If each Bi is onto and if p → Li(p,x∗i ) is bounded on the unit ball of Xi for some

x∗i ∈ X∗
i , then the infimum of I over Z is zero and is attained at some z̄ ∈ Z.

Moreover, if z̄ satisfies
n

∑
i=1
〈BiAiz̄,Γiz̄〉= 0, (9.4)

then it solves the system of equations
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Γiz̄ ∈ ∂ BiLi(Aiz̄), i = 1, ...,n. (9.5)

Proof. (1) Fix ((q1,q2, ...,qn),y) ∈ (X1⊕X2⊕ ...⊕Xn)×Z and calculate

M∗(q,y) = sup
{ n

∑
i=1
〈Γiz,qi〉+ 〈Γiy, pi〉−

n

∑
i=1

Li(Aiz+ pi,Γiz);z ∈ Z, pi ∈ Xi

}
.

Setting xi = Aiz+ pi ∈ Xi, we obtain that

M∗(q,y) = sup
{ n

∑
i=1
〈Γiz,qi〉+ 〈Γiy,xi−Aiz〉−

n

∑
i=1

Li(xi,Γiz) : z ∈ Z,xi ∈ Xi

}
= sup

{ n

∑
i=1
〈Γiz,qi〉+ 〈Γiy,xi〉+ 〈Aiy,Γiz〉−

n

∑
i=1

Li(xi,Γiz);z ∈ Z,xi ∈ Xi

}
= sup

{ n

∑
i=1
〈Γiz,qi +Aiy〉+ 〈Γiy,xi〉−

n

∑
i=1

Li(xi,Γiz);z ∈ Z,xi ∈ Xi

}
.

Since Z can be identified with X∗
1 ⊕ X∗

2 ⊕ ...⊕ X∗
n via the correspondence z →

(Γ1z,Γ2z, ...,Γnz), we obtain

M∗(q,y) = sup
{ n

∑
i=1
〈zi,qi +Aiy〉+ 〈Γiy,xi〉−

n

∑
i=1

Li(xi,zi);zi ∈ X∗
i ,xi ∈ Xi

}
=

n

∑
i=1

sup {〈zi,qi +Aiy〉+ 〈Γiy,xi〉−Li(xi,zi);zi ∈ X∗
i ,xi ∈ Xi}

=
n

∑
i=1

L∗i (Γiy,qi +Aiy).

The proof of (2) is straightforward, while to prove (3) we first use Proposition
6.1 to deduce that the infimum of I(z) = L(z,0) is zero and that it is attained at some
z̄ ∈ Z. It follows that

0 = I(z̄) =
n

∑
i=1

Li(Aiz̄,Γiz̄) =
n

∑
i=1

Li(Aiz̄,Γiz̄)−〈BiAiz̄,Γiz̄〉.

Since each term is nonnegative , we get that Li(Aiz̄,Γiz̄)−〈BiAiz̄,Γiz̄〉 = 0 for each
i = 1, ...,n, and therefore

(B∗i Γiz̄,BiAiz̄) ∈ ∂Li(Aiz̄,Γiz̄), i = 1, ...,n.

The following corollary is now immediate.

Corollary 9.1. Let Γi : Z → X∗
i be bounded linear operators such that the linear

system
Γiz = pi, i = 1, ...,n (9.6)
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can be solved uniquely for any (p1, p2, ..., pn) ∈ X∗
1 ×X∗

2 ...×X∗
n . Then, for any con-

vex lower semicontinuous functions ϕi on Xi verifying for some Ci > 0 and αi > 0,

−Ci ≤ ϕi(x)≤Ci(1+‖x‖αi) for all x ∈ Xi (9.7)

and for any bounded linear operators Ai : Z → Xi such that (9.2) holds, there exists
a solution to the system

Γiz ∈ ∂ϕi(Aiz), i = 1, ...,n. (9.8)

It is obtained as the minimum over Z of the completely self-dual functional

I(z) =
n

∑
i=1

ϕi(Aiz)+ϕ
∗
i (Γiz).

9.2 Lifting self-dual Lagrangians to A2
H [0,T ]

We consider again the space A2
H :=

{
u : [0,T ]→ H; u̇ ∈ L2

H
}

consisting of all abso-
lutely continuous arcs u : [0,T ]→ H equipped with the norm

‖u‖A2
H

=
{∥∥∥u(0)+u(T )

2

∥∥∥2

H
+
∫ T

0
‖u̇‖2

H dt
} 1

2
.

The space A2
H can be identified with the product space H ×L2

H , in such a way that
its dual (A2

H)∗ can also be identified with H×L2
H via the formula〈

u,(p1, p0)
〉

A2
H ,H×L2

H

=
〈u(0)+u(T )

2
, p1

〉
+
∫ T

0
〈u̇(t), p0(t)〉dt,

where u ∈ A2
H and (p1, p0(t)) ∈ H×L2

H .

Theorem 9.2. Suppose L is a time-dependent Lagrangian on [0,T ]×H×H and that
` is a Lagrangian on H×H, and consider the Lagrangian defined on A2

H × (A2
H)∗ =

A2
H × (H×L2

H) by

L (u, p) =
∫ T

0
L
(
t,u(t)+ p0(t),−u̇(t)

)
dt + `

(
u(T )−u(0)+ p1,

u(0)+u(T )
2

)
.

1. The Legendre transform of L on A2
H × (L2

H ×H) is given by

L ∗(p,u)=
∫ T

0
L∗
(
t,−u̇(t),u(t)+ p0(t)

)
dt +`∗

(u(0)+u(T )
2

,u(T )−u(0)+ p1

)
.

2. If L(t, ·, ·) and ` are B-self-dual Lagrangians on H ×H, where B is a bounded
linear operator on H, then L is a B̄-self-dual Lagrangian on A2

H ×(A2
H)∗, where
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B̄ is defined on A2
H by (B̄u)(t) = B(u(t)) and

I(u) = L (u,0) =
∫ T

0
L
(
t,u(t),−u̇(t)

)
dt + `

(
u(T )−u(0),

u(0)+u(T )
2

)
is then a completely self-dual functional on A2

H .
3. If in addition B is onto and we have the boundedness conditions∫ T

0 L(t,x(t),0)dt ≤C
(
1+‖x‖2

L2
H

)
for all x ∈ L2

H , (9.9)

` is bounded from below and `(a,0)≤C
(
‖a‖2

H +1
)

for all a ∈ H, (9.10)

then the infimum of the functional I over A2
H is zero and is attained at some

v ∈ A2
H . Moreover, if∫ T

0
〈Bv(t), v̇(t)〉dt +

1
2
〈Bv(0)−Bv(T ),v(0)+ v(T )〉= 0, (9.11)

then v solves the boundary value problem

−v̇(t) ∈ ∂ BL
(
t,v(t)) for a.e. t ∈ [0,T ], (9.12)

v(0)+ v(T )
2

∈ ∂ B`
(
v(T )− v(0)). (9.13)

Proof. (1) follows from the previous proposition. Indeed, in the terminology of
Proposition 9.1, we have identified Z = A2

H with the product X∗
1 × X∗

2 , where
X1 = X∗

1 = L2
H and X2 = X∗

2 = H, via the map

u ∈ Z 7−→ (Γ1u,Γ2u) :=
(
−u̇(t),

u(0)+u(T )
2

)
∈ L2

H ×H,

which is clearly an isomorphism, the inverse map being

(
x, f (t)

)
∈ H×L2

H 7−→ x+
1
2

(∫ t

0
f (s)ds−

∫ T

t
f (s)ds

)
∈ Z.

Define now the maps A1 : Z → X1 by A1u = u and A2Z → X2 by A2(u) = u(T )−u(0)
in such a way that

〈A1u,Γ1u〉+ 〈A2u,Γ2u〉=−
∫ T

0
u(t)u̇(t)dt +

〈
u(T )−u(0),

u(0)+u(T )
2

〉
= 0.

The proof of (2) is obvious in view of (1), as for (3), we apply Proposition 6.1 to
the Lagrangian

L (u, p) =
∫ T

0
L
(
t,u(t)+ p0(t),−u̇(t)

)
dt + `

(
u(T )−u(0)+ p1,

u(0)+u(T )
2

)
,
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which is B-self-dual on A2
H . Since I(x) = L (x,0), we obtain v(t) ∈ A2

H such that∫ T

0
L
(
t,v(t),−v̇(t)

)
dt + `

(
v(T )− v(0),

v(0)+ v(T )
2

)
= 0,

which gives, as long as (9.11) is satisfied

0 =
∫ T

0

[
L
(
t,Bv(t),−v̇(t)

)
+ 〈Bv(t), v̇(t)〉

]
dt

−
∫ T

0
〈Bv(t), v̇(t)〉dt + `

(
v(T )− v(0),

v(0)+ v(T )
2

)
=
∫ T

0

[
L
(
t,v(t),−v̇(t)

)
+ 〈Bv(t), v̇(t)〉

]
dt− 1

2
〈Bv(T )−Bv(0),v(0)+ v(T )〉

+`
(

v(T )− v(0),
v(0)+ v(T )

2

)
.

Since L and ` are B-self-dual Lagrangians, L(t,v(t),−v̇(t))+ 〈Bv(t), v̇(t)〉 ≥ 0 and

`
(

v(T )− v(0),
v(0)+ v(T )

2

)
−
〈

Bv(T )−Bv(0),
v(0)+ v(T )

2

〉
≥ 0,

which means that L
(
t,v(t),−v̇(t)

)
+ 〈Bv(t), v̇(t)〉= 0 for almost all t ∈ [0,T ], and

`
(

v(T )− v(0),
v(0)+ v(T )

2

)
−
〈

Bv(T )−Bv(0),
v(0)+ v(T )

2

〉
= 0.

The result now follows from the above identities and the limiting case in Fenchel-
Legendre duality. In other words, v solves the following boundary value problem(

−B∗v̇(t),Bv(t)
)
∈ ∂L

(
t,v(t), v̇(t)

)
for t ∈ [0,T ],(

B∗
v(0)+ v(T )

2
,B(v(T )− v(0))

)
∈ ∂`

(
v(T )− v(0),

v(0)+ v(T )
2

)
.

9.3 Lagrangian intersections via self-duality

Let now Z = A2
H ×A2

H , with H being a Hilbert space. We shall identify it with the
product space X∗

1 ⊕X∗
2 ⊕X∗

3 , with X1 = X∗
1 = L2

H × L2
H , X2 = X∗

2 = H, and X3 =
X∗

3 = H, in the following way. To (u,v) ∈ Z, we associate(
Γ1(u,v),Γ2(u,v),Γ3(u,v)

)
=
(
(u̇(t), v̇(t)),u(0),v(T )

)
∈ (L2

H ×L2
H)×H×H.

The inverse map from (L2
H ×L2

H)×H×H to Z = A2
H ×A2

H is then given by the map(
( f (t),g(t)),x,y

)
7−→

(
x+

∫ t

0
f (s)ds, y−

∫ T

t
g(s)ds

)
.
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The map A1 : Z → X1 := L2
H × L2

H is defined as A1(u,v) = (v,u), while A2 : Z →
X2 := H is defined as A2(u,v) = v(0) and A3(u,v) =−u(T ). It is clear that

3

∑
i=1
〈Ai(u,v),Γi(u,v)〉 =

∫ T

0
(u̇(t)v(t)+ v̇(t)u(t))dt (9.14)

+〈u(0),v(0)〉−〈u(T ),v(T )〉= 0.

Theorem 9.1 now yields the following.

Theorem 9.3. Suppose L is a time-dependent Lagrangian on [0,T ]×H2×H2 and
that `1, `2 are two Lagrangians on H ×H. Consider the Lagrangian defined for(
(u,v),(p1

0(t), p2
0(t), p1, p2)

)
∈ Z×Z∗ = (A2

H ×A2
H)× (L2

H2 ×H×H) by

L ((u,v), p) =
∫ T

0
L
(
t,(v(t)+ p1

0(t),u(t)+ p2
0(t)),(u̇(t), v̇(t))

)
dt

+`1(v(0)+ p1,u(0))+ `2(−u(T )+ p2,v(T )).

1. The Legendre transform of L on (A2
H ×A2

H)× (L2
H2 ×H2) is then given by

L ∗((u,v), p) =
∫ T

0
L∗
(
t,(u̇(t), v̇(t)),(v(t)+ p1

0(t),u(t)+ p2
0(t))

)
dt

+`∗1
(
u(0),v(0)+ p1

)
+ `∗2

(
v(T ),−u(T )+ p2

)
.

2. Suppose L(t, ·, ·) (resp., `1) (resp., `2) is a B1×B2-self-dual (resp., B1-self-dual)
(resp., B2-self-dual) Lagrangian on H2×H2 (resp., on H×H) for some bounded
linear operators B1 and B2 on H. Then, L is a B̄-self-dual Lagrangian on Z×Z∗,
where B̄ is defined on Z by B̄(u,v)(t) = (B1u(t),B2v(t)).

3. If in addition B1 and B2 are onto, and if we have the following boundedness
conditions: for all (p1, p2) ∈ L2

H2 , and all a ∈ H,

∫ T
0 L(t,(p1(t), p2(t)),0)dt ≤C

(
1+‖p1‖2

L2
H

+‖p2‖2
L2

H

)
, (9.15)

`i(a,0)≤Ci
(
‖a‖2

H +1
)
, (9.16)

then the infimum over Z := A2
H ×A2

H of the completely self-dual functional

I(u,v) = L ((u,v),0) =
∫ T

0
L
(

t,(v(t),u(t)),(u̇(t), v̇(t))
)

dt

+`1
(
v(0),u(0)

)
+ `2

(
−u(T ),v(T )

)
is zero and is attained at some (ū, v̄) ∈ A2

H ×A2
H . Moreover, if∫ T

0
{〈B2v(t), u̇(t)〉+ 〈B1u(t), v̇(t)〉}dt + 〈B1u(0),v(0)〉−〈u(T ),B2v(T )〉= 0,

(9.17)
then (u,v) solves the boundary value problem
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(v̇(t), u̇(t)) ∈ ∂ B1×B2L
(
t,u(t),v(t)

)
for t ∈ [0,T ], (9.18)

u(0) ∈ ∂ B1`1(v(0)), (9.19)

−u(T ) ∈ ∂ B2`2(v(T )). (9.20)

Example 9.1. Connecting Lagrangian manifolds with orbits of convex-concave
Hamiltonian systems

The following result is now a direct application of Theorem 9.3. It proves the ex-
istence of a path connecting in prescribed time T two given self-dual Lagrangian
submanifolds in H2 through a self-dual Lagrangian submanifold in phase space H4.
More precisely, it is possible to connect in any time T > 0 the graph of ∂L1, where
L1 is an antiself-dual Lagrangian on H2, to the graph of ∂L2, where L2 is a self-dual
Lagrangian on H2, through a path in phase space (x(t), ẋ(t)) that lies on a given
S-self-dual submanifold in H4, where S is the automorphism S(x, p) = (p,x) (in
particular, the graph of the vector field S∂ϕ , where ϕ is a convex function on H2).

Theorem 9.4. Let ψ1 and ψ2 be two convex and lower semicontinuous functions on
a Hilbert space E, let A1,A2 : E → E be skew-adjoint operators, and consider the
following antiself-dual (resp., self-dual) Lagrangian submanifold:

M1 := {(x1,x2) ∈ E2; −x2 +A1x1 ∈ ∂ψ1(x1)}

(resp.,
M2 := {(x1,x2) ∈ E2; x1 +A2x2 ∈ ∂ψ2(x1)}).

Let Φ : [0,T ]×E ×E → R be such that Φ(t, ·, ·) is convex and lower semicontinu-
ous for each t ∈ [0,T ], and consider the following evolving S-self-dual Lagrangian
submanifold of E4:

M3(t) := {
(
(x1,x2),(p1, p2)

)
∈E2×E2; (p2, p1)∈

(
∂1Φ(t,x1,x2),∂2Φ(t,x1,x2)

)
}.

Assume that for some Ci > 0, i = 1,2, we have

−∞ < ψi(a)≤Ci
(
‖a‖2

H +1
)

for all a ∈ E (9.21)

and that for some C(t) ∈ L+
∞([0,T ]) we also have

Φ(t,x1,x2)≤C(t)(1+‖x1‖2
E +‖x2‖2

E). (9.22)

Then, there exists x ∈ A2
E×E such that

x(0) ∈M1, x(T ) ∈M2, and (x(t), ẋ(t)) ∈M3(t) for a.e. t ∈ [0,T ].

Proof. Let H = E×E, and consider the self-dual Lagrangians on H×H defined by

L(t,x, p) := Φ(t,x)+Φ∗(t, p),
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`1(a1,a2) := ψ1(a1)+ψ∗
1 (A1a1−a2) and `2(b1,b2) = ψ2(b1)+ψ∗

2 (A2b1 +b2),

as well as the completely self-dual functional defined on A2
E×E [0,T ] by

I(u,v) =
∫ T

0
{Φ(t,(v(t),u(t)))+Φ

∗(t, u̇(t)), v̇(t)}dt

+ψ1(v(0))+ψ
∗
1 (A1v(0)−u(0))+ψ2(v(T ))+ψ

∗
2 (A2u(T )+ v(T )).

The conditions on Φ , ψ1, and ψ2 ensure that all the hypotheses of Theorem 9.3 are
satisfied, and hence there exists a path (u,v) ∈ A2

E×E such that I(u,v) = 0. It is then
easy to check that (x1,x2) := (v,u) satisfy(

ẋ2(t), ẋ1(t)
)
∈ ∂Φ(x1(t),x2(t)) a.e. t ∈ [0,T ],

A1x1(0)− x2(0) ∈ ∂ψ1(x1(0)),

A2x2(T )+ x1(T ) ∈ ∂ψ2(x1(T )).

In other words, x ∈ A2
E×E is such that x(0) ∈ M1, x(T ) ∈ M1, and (x(t), ẋ(t)) ∈

M3(t) for a.e. t ∈ [0,T ].
It is worth noting that the analogous result for the more standard case of convex

Hamiltonians H (as opposed to convex-concave) will be proved in Chapter 13 but
only in the finite-dimensional case.

Corollary 9.2. Let E be a Hilbert space and H (·, ·) : E×E →R be a Hamiltonian
of the form H (x1,x2) = ϕ1(x1)−ϕ2(x2), where ϕ1,ϕ2 are convex lower semicon-
tinuous functions satisfying

−C ≤ ϕ1(x1)+ϕ2(x2)≤C
(
1+‖x1‖β

E +‖x2‖β

E

)
.

Furthermore, let ψ1, ψ2, A1, and A2 be as in Theorem 9.4. Then, there exists
(x1,x2) ∈ Aα

E×E([0,T ]) such that for almost all t ∈ [0,T ],

−ẋ2(t) ∈ ∂1H (x1(t),x2(t)),

ẋ1(t) ∈ ∂2H (x1(t),x2(t)),

and satisfying the boundary conditions

−A1x1(0)− x2(0) ∈ ∂ψ1(x1(0)),

−A2x1(T )+ x2(T ) ∈ ∂ψ2(x1(T )).

Proof. This is a restatement of Theorem 9.4 for Φ(x1,x2) = ϕ1(x1)+ϕ2(x2).

Corollary 9.3. Let E be a Hilbert space and let ϕ be a convex lower semicontinu-
ous function on E satisfying ϕ(x) ≤C

(
1 + ‖x‖β

H). Let ψ1, ψ2, A1, and A2 be as in
Theorem 9.4. Then, there exists x ∈ Aα

E ([0,T ]) such that, for almost all t ∈ [0,T ],

ẍ(t) ∈ ∂ϕ(x(t)),



184 9 Direct Sum of Completely Self-dual Functionals

−ẋ(0) ∈ ∂ψ1(x(0))+A1x(0),
ẋ(T ) ∈ ∂ψ2(x(T ))+A2x(T ).

Proof. It is enough to apply the above to ϕ2 = ϕ and ϕ1(x1) = 1
2‖x1‖2

H .

An application to infinite-dimensional Hamiltonian systems.
Consider an evolution triple Y ⊂E ⊂Y ∗, where Y is a reflexive Banach space that

is densely embedded in a Hilbert space E. Then, the product X := Y ×Y is clearly
a reflexive Banach space that is densely embedded in the Hilbert space H = E ×E
and X ⊂ H ⊂ X∗ is also an evolution triple.

We consider now a simple but illustrative example. Let ϕ1,ϕ2 be convex lower
semicontinuous functions on E whose domain is Y and which are coercive on Y .
Define the convex function Φ : H → R∪{+∞} by Φ(x) = Φ(y1,y2) := ϕ1(y1)+
ϕ2(y2), and consider the linear automorphism S : X∗ → X∗ defined by

Sx∗ = S(y∗1,y
∗
2) := (−y∗2,−y∗1).

Clearly S is an automorphism whose restriction to H and X are also automorphisms.
Consider now the Lagrangians L : X∗×X∗ → R∪{+∞} defined as:

L(x,v) = Φ(x)+(Φ |X )∗(Sv). (9.23)

Now, for the boundary, consider the convex lower semicontinuous functions ψ1,
ψ2: Y ∗ → R∪{∞} assuming that both are coercive on Y . To these functions, we
associate the boundary Lagrangian ` : X∗×X∗ → R∪{+∞} by

`((a1,a2),(b1,b2)) = ψ1(a1)+(ψ1|X )∗(−a2)+ψ2(b1)+(ψ2|X )∗(b2). (9.24)

It is then easy to show that L is S-self-dual on X∗×X∗ since the convex function Φ

is coercive on X and that ` is S-compatible.

Proposition 9.1. Suppose that ϕ j(y) ≤ C(‖y‖β

Y + 1) for j = 1,2, and that ψ1 is
bounded on the bounded sets of Y , and consider the Hamiltonian H (p,q) =
ϕ1(p)−ϕ2(q). Then, for any T > 0, there exists a solution (p̄, q̄) ∈ Aα

H,X∗ to the
following Hamiltonian system:

ṗ(t) ∈ ∂2H (p(t),q(t)),
−q̇(t) ∈ ∂1H (p(t),q(t)),
−p(0) ∈ ∂ψ1(q(0))′

p(T ) ∈ ∂ψ2(q(T )).

It can be obtained by minimizing the completely self-dual functional on the space
Aα

H,X∗

I(p,q) =
∫ T

0
ϕ(p(t),q(t))+(ϕ|X )∗(−q̇(t),−ṗ(t))dt
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+`
(
(p(0),q(0)),(p(T ),q(T ))

)
,

where ϕ is the convex function ϕ(p,q) = ϕ1(p)+ϕ2(q) and ` is as in (9.24).

Exercises 9.B.

1. Suppose `1 (resp., `2) is an antiself-dual (resp., self-dual) Lagrangian on the Hilbert space
E×E. Show that the convex function ` : E2×E2 → R defined by

`((a1,a2),(b1,b2)) = `1(a1,a2)+ `2(b1,b2)

is T -self-dual, where T (x1,x2,y1,y2) = (x2,x1,−y2,−y1).
2. In particular, if ψ1 and ψ2 are convex lower semicontinuous on E and if A1, A2 are bounded

skew-adjoint operators on E, then what can be said about the Lagrangian ` : E2 ×E2 → R
defined by

`(a,b) := ψ1(a1)+ψ
∗
1 (−A1a1−a2)+ψ2(b1)+ψ

∗
2 (−A2b1 +b2).

3. Verify Theorem 9.3 and its corollaries.





Chapter 10
Semilinear Evolution Equations with Self-dual
Boundary Conditions

This chapter is concerned with existence results for evolutions of the form{
u̇(t) ∈ −∂L

(
t,u(t)) ∀t ∈ [0,T ]

u(0)+u(T )
2 ∈ −∂`(u(0)−u(T )),

where both L and ` are self-dual Lagrangians. We then apply it to equations{
u̇(t)+Au(t)+ωu(t) ∈ −∂ϕ(t,u(t)) for a.e. t ∈ [0,T ]

u(0)+eTAe−ωT u(T )
2 ∈ −∂ψ

(
u(0)− eTAe−ωT u(T )

)
,

where ϕ and ψ are convex lower semicontinuous energies, A is a skew-adjoint oper-
ator, and ω ∈ R. The time-boundary conditions we obtain are quite general, though
they include as particular cases the following more traditional ones:

• initial-value problems: x(0) = x0;
• periodic orbits: x(0) = x(T );
• antiperiodic orbits: x(0) =−x(T );
• periodic orbits up to an isometry: x(T ) = e−T (ωI+A)x(0).

10.1 Self-dual variational principles for parabolic equations

Consider a general semilinear evolution equation of the form

ẋ(t)+Ax(t)+ωx(t) ∈ −∂ϕ
(
t,x(t)

)
for a.e. t ∈ [0,T ], (10.1)

where ω ∈R, ϕ(t, ·) : H →R∪{+∞} is a proper convex and lower semicontinuous
functional on a Hilbert space H and A : Dom(A) ⊆ H → H is a linear operator, a
typical example being the complex Ginsburg-Landau equation on Ω ⊆ RN

∂u
∂ t − (κ + iα)∆u+ωu =−∂ϕ(t,u(t)) for t ∈ (0,T ]. (10.2)

187
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In order to solve these parabolic equations via a self-dual variational principle, we
first need to write them in a self-dual form such as

u̇(t) ∈ −∂L
(
t,u(t)

)
for t ∈ [0,T ], (10.3)

where L is a self-dual Lagrangian. We shall see that there are many ways to as-
sociate a self-dual Lagrangian L to the given vector field Ax(t)+ ωx(t)+ ∂ϕ . The
choices will depend on the nature of the operator A, the sign of ω , and the available
boundedness conditions on the convex functionϕ .

Moreover, we shall also see that many standard time-boundary conditions can be
formulated in a self-dual form such as

u(0)+u(T )
2

∈ −∂`(u(0)−u(T )), (10.4)

where ` is a self-dual boundary Lagrangian. The choice of ` will depend on whether
we are dealing with initial-value problems, periodic problems, or other – possibly
nonlinear – time-boundary conditions.

Many aspects of the evolution equation (10.1) can therefore be reduced to study
self-dual evolutions of the form (10.1). It is important to note that the interior La-
grangians L are expected in the applications to be smooth and hence their subdiffer-
entials will coincide with their differentials and the corresponding inclusions will
often be equations. On the other hand, it is crucial that the boundary Lagrangians `
be allowed to be degenerate so that they can cover the various boundary conditions
we need to cover.

We start by describing the various choices we have for writinf an evolution equa-
tion in a self-dual form.

The selection of self-dual Lagrangians

1. The diffusive case corresponds for instance to when w ≥ 0, A is a positive op-
erator, and the – then convex – function Φ(t,x) = ϕ(t,x)+ 1

2 〈Ax,x〉+ w
2 ‖x‖2

H is
coercive on the right space. In this case, the self-dual Lagrangian is

L(t,x, p) = Φ(t,x)+Φ
∗(t,−Aax+ p), (10.5)

where Aa is the antisymmetric part of the operator A.
2. The non-diffusive case essentially means that one of the above requirements is

not satisfied, e.g., ω < 0 or if A is unbounded and purely skew-adjoint (κ = 0).
The self-dual Lagrangian is then

L(t,x, p) = e−2ωt {
ϕ(t,eωtStx)+ϕ

∗(t,eωtSt p)
}

, (10.6)

where St is the C0-unitary group associated to the skew-adjoint operator A. This
nondiffusive case cannot be formulated on “energy spaces” and therefore requires
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less stringent coercivity conditions. However, the equation may not in this case
have solutions satisfying the standard boundary conditions. Instead, and as we
shall see below, one has to settle for solutions that are periodic but only up to the
isometry e−TA.

3. The mixed case deals with

ẋ(t)+A1x(t)+A2x(t)+ωx(t) ∈ −∂ϕ
(
t,x(t)

)
for a.e. t ∈ [0,T ], (10.7)

where A1 is a bounded positive operator and A2 is an unbounded and purely
skew-adjoint operator “playing a different role” in the equation. One example we
consider, is the following evolution equation with an advection term.

u̇(t)+a.∇u(t)− i∆u+ωu(t) =−∂ϕ(t,u(t)) for t ∈ [0,T ]. (10.8)

The self-dual Lagrangian is then

L(t,x, p) = e−2ωt {
ϕ(t,eωtStx)+ϕ

∗(t,−eωtAa
1Stx+ eωtSt p)

}
, (10.9)

where St is the C0-unitary group associated to the skew-adjoint operator A2.
Again, one then gets the required boundary condition up to the isometry e−TA2 .

The selection of boundary Lagrangians

The simplest version of the self-dual boundary condition (10.1) is simply

v(0)+e−ωT S−T v(T )
2 ∈ −∂ψ

(
v(0)− e−ωT S−T v(T )

)
, (10.10)

where ψ is a convex function on H and (St)t is the C0-unitary group associated
to the skew-adjoint part of the operator. Here is a sample of the various boundary
conditions that one can obtain by choosing ψ accordingly in (10.10):

1. Initial boundary condition, say v(0) = v0 for a given v0 ∈ H. Then it suffices to
choose ψ(u) = 1

4‖u‖2
H −〈u,v0〉.

2. Periodic type solutions of the form v(0) = S−T e−ωT v(T ). Then ψ is chosen as

ψ(u) =
{

0 u = 0
+∞ elsewhere.

3. Antiperiodic type solutions v(0) =−S−T e−ωT v(T ). Then ψ ≡ 0 on H.

In the latter case, we shall sometimes say that the solutions are periodic and an-
tiperiodic orbits up to an isometry.

We start by giving a general self-dual variational principle for parabolic equa-
tions, but under restrictive boundedness conditions. They will be relaxed later when
dealing with more specific situations.
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Proposition 10.1. Suppose L is a time-dependent self-dual Lagrangian on [0,T ]×
H ×H, and let ` be a self-dual Lagrangian on H ×H. Assume that for some n > 1
and C > 0, we have:

(A′1)
∫ T

0 L(t,x(t),0)dt ≤C
(
‖x‖n

L2
H

+1
)

for all x ∈ L2
H .

(A′2)
∫ T

0 L
(
t,x(t), p(t)

)
dt → ∞ as ‖x‖L2

H
→ ∞ for every p ∈ L2

H .

(A′3) ` is bounded from below and 0 ∈ Dom(`).

The completely self-dual functional

I(x) =
∫ T

0
L
(
t,x(t),−ẋ(t)

)
dt + `

(
x(0)− x(T ),−x(0)+ x(T )

2

)
then attains its minimum at a path u ∈ A2

H satisfying

I(u) = inf
x∈A2

H

I(x) = 0, (10.11)

−u̇(t) ∈ ∂L
(
t,u(t)) ∀t ∈ [0,T ], (10.12)

−u(0)+u(T )
2

∈ ∂`(u(0)−u(T )). (10.13)

Proof. Define for each λ > 0 the λ -regularization `1
λ

of the boundary Lagrangian `.
By Lemma 3.3, `1

λ
is also seldual on H×H, and by Theorem 9.2, the Lagrangian

Mλ (u, p) =
∫ T

0
L
(
t,u+ p0,−u̇(t)

)
dt + `1

λ

(
u(0)−u(T )+ p1,−

u(0)+u(T )
2

)
is a self-dual Lagrangian on A2

H×(L2
H×H). It also satisfies the hypotheses of Propo-

sition 6.1. It follows that the infimum of the functional

Iλ (x) =
∫ T

0
L
(
t,x(t),−ẋ(t)

)
dt + `1

λ

(
x(0)− x(T ),−x(0)+ x(T )

2

)
on A2

H is zero and is attained at some xλ ∈ A2
H satisfying∫ T

0
L
(
t,xλ ,−ẋλ

)
dt + `1

λ

(
xλ (0)− xλ (T ),−xλ (0)+ xλ (T )

2

)
= 0, (10.14)

−ẋλ (t) ∈ ∂L
(
t,xλ (t)), (10.15)

−xλ (0)+ xλ (T )
2

∈ ∂`1
λ

(
xλ (0)− xλ (T )

)
. (10.16)

We now show that (xλ )λ is bounded in A2
H . Indeed, since ` is bounded from be-

low, so is `λ , which together with (10.14) implies that
∫ T

0 L
(
t,xλ (t),−ẋλ (t)

)
dt

is bounded. It follows from (A′1) and Lemma 3.5 that {ẋλ (t)}λ is bounded in
L2

H . It also follows from (A′2) that {xλ (t)}λ is bounded in L2
H , and hence xλ is

bounded in A2
H and thus, up to a subsequence xλ (t) ⇀ u(t) in A2

H , xλ (0) ⇀ u(0) and
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xλ (T ) ⇀ u(T ) in H.
From (10.14), we have that `1

λ

(
xλ (0)− xλ (T ),− xλ (0)+xλ (T )

2

)
is bounded from

above. Hence, it follows from Lemma 3.3 that

`
(

u(0)−u(T ),−u(0)+u(T )
2

)
≤ liminf

λ→0
`1

λ

(
xλ (0)− xλ (T ),−xλ (0)+ xλ (T )

2

)
.

By letting λ → 0 in (10.14), we get∫ T

0
L
(
t,u(t),−u̇(t)

)
dt + `

(
u(0)−u(T ),−u(0)+u(T )

2
)
≤ 0.

On the other hand, for every x ∈ A2
H , we have

I(x) =
∫ T

0
L
(
t,x(t),−ẋ(t)

)
dt + `

(
x(0)− x(T ),−x(0)+ x(T )

2

)
=
∫ T

0

{
L
(
t,x(t),−ẋ(t)

)
+ 〈x(t), ẋ(t)〉

}
dt

+`
(

x(0)− x(T ),−x(0)+ x(T )
2

)
+
〈

x(0)− x(T ),
x(0)+ x(T )

2

〉
≥ 0,

which means I(u) = 0 and therefore u(t) satisfies (10.12) and (10.13) as well.

10.2 Parabolic semilinear equations without a diffusive term

We now consider the case where A is a purely skew-adjoint operator and therefore
cannot contribute to the coercivity of the problem.

Theorem 10.1. Let (St)t∈R be a C0-unitary group of operators associated to a skew-
adjoint operator A on a Hilbert space H, and let ϕ : [0,T ]×H → R∪{+∞} be a
time-dependent convex Gâteaux-differentiable function on H. Assume the following
conditions:

(A1) For some m,n > 1 and C1,C2 > 0, we have for every x ∈ L2
H

C1
(
‖x‖m

L2
H
−1
)
≤
∫ T

0

{
ϕ(t,x(t))+ϕ

∗(t,0)
}

dt ≤C2
(
1+‖x‖n

L2
H

)
.

(A2) ψ is a bounded below convex lower semicontinuous function on H with
0 ∈ Dom(ψ).

For any given ω ∈ R and T > 0, consider the following functional on A2
H :

I(x) =
∫ T

0
e−2ωt {

ϕ(t,eωtStx(t))+ϕ
∗(t,−eωtSt ẋ(t))

}
dt
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+ψ(x(0)− x(T ))+ψ
∗
(
− x(0)+ x(T )

2

)
.

Then, there exists a path u ∈ Ap
H such that:

1. I(u) = inf
x∈A2

H

I(x) = 0.

2. The path v(t) := Steωtu(t) is a mild solution of the equation

v̇(t)+Av(t)+ωv(t) ∈ −∂ϕ(t,v(t)) for a.e. t ∈ [0,T ], (10.17)
v(0)+S−T e−ωT v(T )

2
∈ −∂ψ

(
v(0)−S−T e−ωT v(T )

)
. (10.18)

Equation (10.17) means that v satisfies the following integral equation:

v(t) = Stv(0)−
∫ t

0

(
St−s∂ϕ(s,v(s))−ωStv(s)

)
ds for all t ∈ [0,T ]. (10.19)

Proof. Consider the self-dual Lagrangians M(t,x, p)= ϕ(t,x)+ϕ∗(t, p) and `(x, p)=
ψ(x)+ψ∗(p), and apply Proposition 10.1 to the Lagrangian

L(t,x, p) = e−2ωtM
(
t,Steωtx,Steωt p

)
, (10.20)

which is self-dual according to Proposition 3.4. We then obtain u(t) ∈ A2
H such that

0 =
∫ T

0
e−2ωt

ϕ
(
t,Steωtu(t)

)
+ϕ

∗
(
−Steωt u̇(t)

)
dt

+ψ(u(0)−u(T ))+ψ
∗(−u(0)+u(T )

2
),

which gives

0 =
∫ T

0 e−2ωt
[
ϕ
(
t,Steωtu(t)

)
+ϕ∗(−Steωt u̇(t)

)
+ 〈Steωtu(t),Steωt u̇(t)〉

]
dt

−
∫ T

0 〈Stu(t),St u̇(t)〉dt +ψ(u(0)−u(T ))+ψ∗
(
− u(0)+u(T )

2

)
=
∫ T

0 e−2ωt
[
ϕ
(
t,Steωtu(t)

)
+ϕ∗(−Steωt u̇(t)

)
+ 〈Steωtu(t),Steωt u̇(t)〉

]
dt

−
∫ T

0 〈u(t), u̇(t)〉dt +ψ(u(0)−u(T ))+ψ∗
(
− u(0)+u(T )

2

)
=
∫ T

0 e−2ωt
[
ϕ
(
t,Steωtu(t)

)
+ϕ∗(−Steωt u̇(t)

)
+ 〈Steωtu(t),Steωt u̇(t)〉

]
dt

− 1
2‖u(T )‖2 + 1

2‖u(0)‖2 +ψ(u(0)−u(T ))+ψ∗
(
− u(0)+u(T )

2

)
=
∫ T

0 e−2ωt
[
ϕ
(
t,Steωtu(t)

)
+ϕ∗(−Steωt u̇(t)

)
+ 〈Steωtu(t),Steωt u̇(t)〉

]
dt

+
〈

u(0)−u(T ), u(0)+u(T )
2

〉
+ψ(u(0)−u(T ))+ψ∗

(
− u(0)+u(T )

2

)
.

Since clearly

ϕ
(
t,Steωtu(t)

)
+ϕ

∗(−Steωt u̇(t)
)
+ 〈Steωtu(t),Steωt u̇(t)〉 ≥ 0
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for every t ∈ [0,T ] and since

ψ(u(0)−u(T ))+ψ
∗
(
− u(0)+u(T )

2

)
+
〈

u(0)−u(T ),
u(0)+u(T )

2

〉
≥ 0,

we get equality, from which we can conclude, that for almost all t ∈ [0,T ],

−Steωt u̇(t) = ∂ϕ(t,Steωtu(t)) and u(0)+u(T )
2 ∈ −∂ψ(u(0)−u(T )). (10.21)

In order to show that v(t) := Steωtu(t) is a mild solution for (10.17), we set x(t) =
eωtu(t) and write

−St(ẋ(t)−ωx(t)) = ∂ϕ(t,Stx(t)),

and hence, −(ẋ(t) + ωx(t)) = S−t∂ϕ(t,v(t)). By integrating between 0 and t, we
get

x(t) = x(0)−
∫ t

0
{S−s∂ϕ(s,v(s))−ωu(s)} ds

Substituting v(t) = Stx(t) in the above equation gives

v(t) = Stv(0)−
∫ t

0

(
St−s∂ϕ(s,v(s))−Stωv(s)

)
ds,

which means that v(t) is a mild solution for (10.17).
On the other hand, the boundary condition u(0)+u(T )

2 ∈−∂ψ(u(0)−u(T )) trans-
lates after the change of variables into

v(0)+ e−ωT S(−T )v(T )
2

∈ −∂ψ
(
v(0)− e−ωT S(−T )v(T )

)
and we are done.

Example 10.1. The complex Ginzburg-Landau equations in RN

Consider the following evolution on RN

u̇(t)+ i∆u+∂ϕ(t,u(t))+ωu(t) = 0 for t ∈ [0,T ]. (10.22)

(1) Under the condition:

C1

(∫ T

0
‖u(t)‖2

2 dt−1
)
≤
∫ T

0
ϕ(t,u(t))dt ≤C2

(∫ T

0
‖u(t)‖2

2 dt +1
)
, (10.23)

where C1,C2 > 0, Theorem 10.1 yields a solution of{
u̇(t)+ i∆u+∂ϕ(t,u(t))+ωu(t) = 0 for t ∈ [0,T ]

e−ωT e−iT ∆ u(T ) = u(0). (10.24)
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(2) If ω ≥ 0, then one can replace ϕ with the convex function Φ(x) = ϕ(x)+ ω

2 ‖x‖2

to obtain solutions such that

u(0) = e−iT ∆ u(T ) or u(0) =−e−iT ∆ u(T ). (10.25)

(3) One can also drop the coercivity condition (the lower bound) on ϕ(t,u(t)) in
(10.23) and still get periodic-type solutions. Indeed, by applying our result to the
now coercive convex functional Ψ(t,u(t)) := ϕ(t,u(t))+ ε

2‖u(t)‖2
H and ω − ε , we

obtain a solution such that

e(−ω+ε)T e−iT ∆ u(T ) = u(0). (10.26)

Example 10.2. Almost Periodic solutions for linear Schrödinger equations:

Consider now the linear Schrodinger equation

i
∂u
∂ t

= ∆u−V (x)u. (10.27)

Assuming that the space {u ∈ H2,2(RN) :
∫

RN |V (x)|u2 dx < ∞} is dense in H :=
L2(RN), we get that the operator Au := i∆u− iV (x)u is skew-adjoint on H. In order
to introduce some coercivity and to avoid the trivial solution, we can consider for
any ε,δ > 0 and 0 6= f ∈ H the convex function ϕε(u) := ε

2‖u‖2
H +δ 〈 f ,u〉.

By applying Theorem 10.1 to A, ϕε , and ω = ε , we get a nontrivial solution
u ∈ A2

H for the equation {
i ∂u

∂ t = ∆u−V (x)u+δ f ,
u(0) = e−εT eiT (−∆+V (x))u(T ).

(10.28)

Example 10.3. Coupled flows and wave-type equations

Let A : D(A) ⊆ H → H be a linear operator with a dense domain in H. Suppose
D(A) = D(A∗), and define the operator A on the product space H×H as follows:{

A : D(A )⊆ H×H → H×H
A (x,y) := (Ay,−A∗x).

It is easily seen that A : D(A ) ⊆ H ×H → H ×H is a skew-adjoint operator,
and hence, by virtue of Stone’s Theorem, A is the generator of a C0 unitary group
{St} on H×H. Here is another application of Theorem 10.1.

Theorem 10.2. Let ϕ(t, ·) and ψ be proper convex lower semicontinuous function-
als on H×H. Assume the following conditions:

(A′′1) For some m,n > 1 and C1,C2 > 0, we have
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C1
(
‖x‖m

L2
H×H

−1
)
≤
∫ T

0 ϕ(t,x(t))dt ≤C2
(
1+‖x‖n

L2
H×H

)
for every x ∈ L2

H×H .

(A′′2) ψ : H×H → R∪{+∞} is bounded below and 0 ∈ Dom(ψ).

Then, there exists a mild solution (u(t),v(t)) ∈ A2
H×H for the system{

−u̇(t)+Av(t)−ωu(t) = ∂1ϕ(t,u(t),v(t)),
−v̇(t)−A∗u(t)−ωv(t) = ∂2ϕ(t,u(t),v(t)),

with a boundary condition of the form (10.18).

10.3 Parabolic semilinear equation with a diffusive term

For a given 0 < T < ∞, 1 < p < ∞, and a Hilbert space H such that X ⊆ H ⊆ X∗ is
an evolution triple, we consider again the space

Xp,q = {u : u ∈ Lp(0,T : X), u̇ ∈ Lq(0,T : X∗)}

equipped with the norm ‖u‖Xp,q = ‖u‖Lp(0,T :X) + ‖u̇‖Lq(0,T :X∗), which leads to a
continuous injection Xp,q ⊆C(0,T : H).

Theorem 10.3. Let X ⊂ H ⊂ X∗ be an evolution triple, and consider a time-
dependent self-dual Lagrangian L(t,x, p) on [0,T ]× X × X∗ and a self-dual La-
grangian ` on H×H such that the following conditions are satisfied:

(B′1) For some p ≥ 2, m,n > 1, and C1,C2 > 0, we have

C1
(
‖x‖m

Lp
X
−1
)
≤
∫ T

0 L(t,x(t),0)dt ≤C2
(
1+‖x‖n

Lp
X

)
for every x ∈ Lp

X .

(B′2) ` is bounded from below.

The functional I(x) =
∫ T

0 L
(
t,−x(t), ẋ(t)

)
dt + `

(
x(0)− x(T ),− x(0)+x(T )

2

)
then at-

tains its minimum on Xp,q at a path u ∈Xp,q such that

I(u) = inf{I(x);x ∈Xp,q}= 0, (10.29)

−u̇(t) ∈ ∂L
(
t,u(t)

)
∀t ∈ [0,T ], (10.30)

−u(0)+u(T )
2

∈ ∂̄`
(
u(0)−u(T )

)
. (10.31)

Proof. Use Lemma 3.4 to lift the Lagrangian L to a time-dependent self-dual La-
grangian on [0,T ]×H×H via the formula

M(t,u, p) :=
{

L(t,u, p) if u ∈ X
+∞ if u ∈ H \X .
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We start by assuming that `(a,b) → ∞ as ‖b‖ → ∞. Consider for λ > 0 the λ -
regularization of M, namely

M1
λ
(t,x, p) := inf

{
M(t,z, p)+

‖x− z‖2

2λ
+

λ

2
‖p‖2; z ∈ H

}
. (10.32)

It is easy to check that M1
λ

satisfies the conditions (A′1) and (A′2) of Proposition 10.1.
It follows that there exists a path xλ (t) ∈ A2

H such that∫ T

0
M1

λ

(
t,xλ ,−ẋλ

)
dt + `

(
xλ (0)− xλ (T ),−xλ (0)+ xλ (T )

2

)
= 0. (10.33)

We now show that (xλ )λ is bounded in an appropriate function space. Indeed, since
L is convex and lower semicontinuous, there exists iλ (xλ ) such that the infimum in
(10.32) is attained at iλ (xλ ) ∈ X , i.e.,

Mλ (t,xλ ,−ẋλ ) = L(t, iλ (xλ ),−ẋλ )+
‖xλ − iλ (xλ )‖2

2λ
+

λ

2
‖ẋλ‖2. (10.34)

Plug (10.34) into equality (10.33) to get

0 =
∫ T

0

(
L(t, iλ (xλ ),−ẋλ (t))+

‖xλ (t)− iλ (xλ )‖2

2λ
+

λ

2
‖ẋλ‖2

)
dt (10.35)

+`
(

xλ (0)− xλ (T ),−xλ (0)+ xλ (T )
2

)
. (10.36)

By the coercivity assumptions in (B′1), we obtain that (iλ (xλ ))λ is bounded in
Lp(0,T ;X) and (xλ )λ is bounded in L2(0,T ;H). According to Lemma 3.5, con-
dition (B′1) yields that

∫ T
0 L(t,x(t), p(t))dt is coercive in p(t) on Lq(0,T ;X∗), and

therefore it follows from (10.35) that (ẋλ )λ is bounded in Lq(0,T ;X∗). Also, since
L and ` are bounded from below, it follows again from (10.35) that

∫ T
0 ‖xλ (t)−

iλ (xλ )‖2 dt ≤ 2λC for some C > 0. Since xλ (T )− xλ (0) =
∫ T

0 ẋλ dt, therefore
xλ (T )− xλ (0) is bounded in X∗. Also, since `(a,b) → ∞ as ‖b‖ → ∞, it follows
that xλ (0)+ xλ (T ) is also bounded in H and consequently in X∗. Therefore there
exists u ∈ L2

H with u̇ ∈ Lq(0,T ;X∗) and u(0),u(T ) ∈ X∗ such that

iλ (xλ ) ⇀ u in Lp(0,T ;X),
ẋλ ⇀ u̇ in Lq(0,T ;X∗),
xλ ⇀ u in L2(0,T ;H),

xλ (0) ⇀ u(0), xλ (T ) ⇀ u(T ) in X∗.

By letting λ go to zero in (10.35), we obtain from the above that

`
(

u(0)−u(T ),−u(0)+u(T )
2

)
+
∫ T

0
L
(

t,u(t),−u̇(t)
)

dt ≤ 0. (10.37)
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It follows from (B′1), Lemma 3.5, and (10.37) that u ∈ Xp,q and consequently
u(0),u(T ) ∈ H.

Now we show that one can actually do without the coercivity condition on `.
Indeed, by using the λ -regularization `1

λ
of `, we get the required coercivity con-

dition on the second variable of `λ and we obtain from the above that there exists
xλ ∈Xp,q such that∫ T

0
L
(
t,xλ ,−ẋλ

)
dt + `λ

(
xλ (0)− xλ (T ),−xλ (0)+ xλ (T )

2

)
≤ 0. (10.38)

It follows from (B′1) and the boundedness of `1
λ

from below that (xλ )λ is bounded
in Lp(0,T ;X) and (ẋλ )λ is bounded in Lq(0,T ;X∗) again by virtue of Lemma 3.5.
Hence, (xλ )λ is bounded in Xp,q and therefore (xλ (0))λ and (xλ (T ))λ are bounded
in H. We therefore get, up to a subsequence, that

xλ ⇀ u in Lp(0,T ;X),
ẋλ ⇀ u̇ in Lq(0,T ;X∗),

xλ (0) ⇀ u(0) in H,

xλ (T ) ⇀ u(T ) in H.

By letting λ go to zero in (10.38), it follows from the above that∫ T

0
L
(
t,u(t),−u̇(t)

)
dt + `

(
u(0)−u(T ),−u(0)+u(T )

2

)
≤ 0.

So I(u) = 0 and u is a solution of (10.30) and (10.31).

Corollary 10.1. Let X ⊆H ⊆X∗ be an evolution triple, let A : X →X∗ be a bounded
positive operator on X, and let ϕ : [0,T ]×X →R∪{+∞} be a time-dependent con-
vex, lower semicontinuous, and proper function on X. Consider the convex function
Φ(x) = ϕ(x) + 1

2 〈Ax,x〉 as well as the antisymmetric part Aa := 1
2 (A−A∗) of A.

Assume the following conditions hold:

(B1) For some p ≥ 2, m,n > 1, and C1,C2 > 0, we have for every x ∈ Lp
X

C1
(
‖x‖m

Lp
X
−1
)
≤
∫ T

0
{Φ(t,x(t))+Φ

∗(t,−Aax(t))}dt ≤C2
(
1+‖x‖n

Lp
X

)
.

(B2) ψ is a bounded below convex lower semicontinuous function on H with
0 ∈ Dom(ψ).

For any T > 0 and ω ≥ 0, consider the following functional on Xp,q:

I(x) =
∫ T

0
e−2ωt {

Φ(t,eωtx(t))+Φ
∗(t,−eωt(Aax(t)+ ẋ(t)))

}
dt

+ψ(x(0)− x(T ))+ψ
∗
(
− x(0)+ x(T )

2

)
.
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Then, there exists a path u ∈ Lp(0,T : X) with u̇ ∈ Lq(0,T : X∗) such that

1. I(u) = inf
x∈Xp,q

I(x) = 0.

2. If v(t) is defined by v(t) := eωtu(t), then it satisfies

v̇(t)+Av(t)+ωv(t) ∈ −∂ϕ(t,v(t)) for a.e. t ∈ [0,T ], (10.39)
v(0)+ e−wT v(T )

2
∈ −∂ψ

(
v(0)− e−wT v(T )

)
. (10.40)

Proof. It suffices to apply Theorem 10.3 to the self-dual Lagrangian

L(t,x, p) = e−2ωt {
Φ(t,eωtx)+Φ

∗(t,−eωtAax+ eωt p)
}

associated to a convex lower semicontinuous function Φ , a skew-adjoint operator
Aa, and a scalar ω .

Example 10.4. Complex Ginzburg-Landau evolution with diffusion

Consider a complex Ginzburg-Landau equation of the type.


∂u
∂ t − (κ + i)∆u+∂Ψ(t,u)+ωu = 0, (t,x) ∈ (0,T )×Ω ,

u(t,x) = 0, x ∈ ∂Ω ,
e−ωT u(T ) = u(0),

(10.41)

where κ > 0, ω ≤ 0, Ω is a bounded domain in RN , and Ψ is a time-dependent
convex lower semicontinuous function. An immediate corollary of Theorem 10.3 is
the following.

Corollary 10.2. Let X := H1
0 (Ω), H := L2(Ω), and X∗ = H−1(Ω). If for some C >

0, we have

−C ≤
∫ T

0 Ψ(t,u(t))dt ≤C(
∫ T

0 ‖u(t)‖2
H1

0
dt +1) for every u ∈ L2

X ,

then there exists a solution u ∈X2,2 for equation (10.41).

Proof. Set ϕ(t,u) := k
2
∫

Ω
|∇u|2dx+Ψ(t,u(t)), A =−(1+ i)∆ , Aa =−i∆ , and note

that since

c1(‖u‖2
L2

X
−1)≤

∫ T

0
ϕ(t,u)dt ≤ c2(‖u‖2

L2
X
+1) (10.42)

for some c1,c2 > 0, we therefore have

c′1(‖v‖2
L2

X∗
−1)≤

∫ T

0
ϕ
∗(t,v)dt ≤ c′2(‖v‖2

L2
X∗

+1)

for some c′1,c
′
2 > 0, and hence,
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c′1
(∫ T

0

∫
Ω

|∇(−∆)−1v|2 dxdt−1
)
≤
∫ T

0
ϕ
∗(t,v)dt

≤ c′2
(∫ T

0

∫
Ω

|∇(−∆)−1v|2 dxdt +1
)
,

from which we obtain

c′1
(∫ T

0

∫
Ω

|∇u|2 dxdt−1
)
≤
∫ T

0
ϕ
∗(t, i∆u)dt ≤ c′2

(∫ T

0

∫
Ω

|∇u|2 dxdt +1
)
,

which, once coupled with (10.42), yields the required boundedness in (B′1).

10.4 More on skew-adjoint operators in evolution equations

We now show how one can sometimes combine the two ways to define a self-dual
Lagrangian that deals with a superposition of an unbounded skew-adjoint operator
with another bounded positive operator. Note the impact on the boundeness condi-
tion (B1) above.

Corollary 10.3. Let X ⊆H ⊆X∗ be an evolution triple in such a way that the duality
map D : X → X∗ is linear and symmetric. Let A1 : X → X∗ be a bounded positive
operator on X and let A2 : D(A) ⊆ X → X∗ be a – possibly unbounded – skew-
adjoint operator. Let ϕ : [0,T ]×X →R∪{+∞} be a time-dependent convex, lower
semicontinuous, and proper function on X, and consider the convex function Φ(x) =
ϕ(x) + 1

2 〈A1x,x〉 as well as the antisymmetric part Aa
1 := 1

2 (A1 − A∗1) of A1. Let
S̄t : X∗ → X∗ be the unitary group generated by A2 and St = DS̄tD−1. Assume the
following conditions:

(D1) For some p ≥ 2, m,n > 1, and C1,C2 > 0, we have for every x ∈ Lp
X

C1
(
‖x‖m

Lp
X
−1
)
≤
∫ T

0
{Φ(t,Stx(t))+Φ

∗(t,−Aa
1Stx(t)}dt ≤C2

(
1+‖x‖n

Lp
X

)
.

(D2) ψ is a bounded below convex lower semicontinuous function on H with
0 ∈ Dom(ψ).

For any T > 0 and ω ∈ R, consider the following functional on Xp,q

I(x) =
∫ T

0
e−2ωt {

Φ(t,eωtStx(t))+Φ
∗(t,−eωt(AaStx(t)+ S̄t ẋ(t)))

}
dt

+ψ(x(0)− x(T ))+ψ
∗
(
− x(0)+ x(T )

2

)
.

Then, there exists a path u ∈ Lp(0,T : X) with u̇ ∈ Lq(0,T : X∗) such that

1. I(u) = inf
x∈Xp,q

I(x) = 0.
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2. Moreover, if S̄t = St on X, then v(t) := eωt S̄tu(t) satisfies for a.e. t ∈ [0,T ]

v̇(t)+A1v(t)+A2v(t)+ωv(t) ∈ −∂ϕ(t,v(t)), (10.43)
v(0)+S(−T )e−ωT v(T )

2
∈ −∂ψ

(
v(0)−S(−T )e

−ωT v(T )
)
. (10.44)

Proof. It suffices to apply Theorem 10.3 to the self-dual Lagrangian

LS(t,x, p) = e−2ωt {
Φ(t,eωtStx)+Φ

∗(t,−eωtAaStx+ eωt S̄t p)
}

,

which is self-dual in view of Proposition 3.4.

Example 10.5. The complex Ginzburg-Landau equations with advection in a
bounded domain

We consider the evolution equation

u̇(t)− i∆u+a∇u(t)+∂ϕ(t,u(t))+ωu(t) = 0 for t ∈ [0,T ], (10.45)

on a bounded domain Ω in Rn. Under the condition that a is a constant vector and

C1

(∫ T

0
‖u(t)‖2

2 dt−1
)
≤
∫ T

0
ϕ(t,u(t))dt ≤C2

(∫ T

0
‖u(t)‖2

2 dt +1
)
,(10.46)

where C1,C2 > 0, Corollary 10.3 yields a solution of (10.45) u such that

e−ωT e−iT ∆ u(T ) = u(0). (10.47)

Proof. Set A1u = a∇u, A2 = −i∆ , and H = L2(Ω) in Corollary 10.3. Define the
Banach space X1 = {u ∈ H;A1u ∈ H} equipped with the norm ‖u‖X =

(
‖u‖2

H +

‖A1u‖2
H
) 1

2 . Therefore X∗ = {(I + A∗1A1)u;u ∈ X} and the norm in X∗ is ‖ f‖X∗ =
‖(I + A∗1A1)−1 f‖X . Note that D = I + A∗1A1 is the duality map between X and X∗

since 〈u,Du〉= 〈u,(I +A∗1A1)u〉= ‖u‖2
X and ‖Du‖X∗ = ‖D−1Du‖X = ‖u‖X .

Exercises 10.A.

1. Verify that Examples 10.1–10.5 satisfy the conditions of the general theorems from which they
follow.

2. Show that, if in the above examples ω ≥ 0, then one can obtain truly periodic or anti-periodic
solutions (possibly up to an isometry).
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Further comments

There is a large literature about the existence of periodic solutions for evolutions
driven by monotone operators. See for example Brezis [25], Browder [33], Vrabie
[160], [161], and Showalter [144]. Actually, the existence of periodic solutions fol-
lows from a very general result of J. L. Lions (See [144] Proposition III.5.1]) that
deals with equations of the form{

−u̇(t) = Λ(t,u(t))
u(0) = u(T ),

where Λ(t, .) is a family of “hemi-continuous” and monotone operators from a Ba-
nach space X to X∗ that satisfy for some p≥ 2, k∈ Lq[0,T ] ( 1

p + 1
q = 1) and constants

c1,c2 > 0, the conditions:

‖Λ(t,x)‖X∗ ≤ c1(‖x‖p−1
X + k(t))

and
〈Λ(t,x),x〉 ≥ c2‖u‖p

X − k(t)

for all (t,x) ∈ [0,T ]×X .
The self-dual approach allows for more general – even nonlinear – time-boundary

conditions. It does give true periodic solutions, when the strong coercivity condi-
tions of Lions are satisfied. However, it also applies when such conditions are not
satisfied, yielding periodic solutions up to an isometry given by the infinitesimal
generator of the underlying skew-adjoint operator. All the results of this chapter
come form Ghoussoub and Moameni [64].





Part III
SELF-DUAL SYSTEMS AND THEIR

ANTISYMMETRIC HAMILTONIANS



Stationary Navier-Stokes equations, finite-dimensional Hamiltonian systems, and
equations driven by nonlocal operators such as the Choquard-Pekar equation are
not completely self-dual systems but can be written in the form

0 ∈Λu+∂L(u),

where L is a self-dual Lagrangian on X ×X∗ and Λ : D(Λ) ⊂ X → X∗ is a, not
necessarily linear, operator. They can be solved by minimizing the functionals

I(u) = L(u,−Λu)+ 〈Λu,u〉

on X by showing that their infimum is zero and that it is attained. These functionals
are typical examples of a class of self-dual functionals that we introduce and study
in this part of the book. They are defined as functionals of the form

I(u) = sup
v∈X

M(u,v),

where M is an antisymmetric Hamiltonian on X ×X , which contain and extend in
a nonconvex way, the Hamiltonians associated to self-dual Lagrangians by standard
Legendre duality (i.e., in one of the variables).

The class of antisymmetric Hamiltonians is quite large and easier to handle than
the class of self-dual Lagrangians. It contains “Maxwellian” Hamiltonians of the
form M(x,y) = ϕ(y)−ϕ(x), with ϕ being convex and lower semicontinuous, but
also those of the form M(x,y) = 〈Λx,x− y〉, where Λ is a suitable – possibly non-
linear – operator, as well as their sum.

Self-dual functionals turn out to have many of the variational properties of the
completely self-dual functionals, yet they are much more encompassing since they
allow for the variational resolution of a larger class of linear and nonlinear partial
differential equations.



Chapter 11
The Class of Antisymmetric Hamiltonians

Completely self-dual functionals can be written as

I(x) = L(x,0) = sup
y∈X

HL(y,Bx) for all x ∈ X ,

where L is a B-self-dual Lagrangian for some operator B on X and HL is the Hamil-
tonian associated to L. These Hamiltonians have some remarkable properties and are
typical members of the class H skew

B (X) of those concave-convex functions on state
space X×X that are B-skew-symmetric, i.e., they satisfy H(x,By) =−H(y,Bx). Be-
sides being stable under addition, this class naturally leads to the much larger class
H asym(X) of antisymmetric Hamiltonians consisting of those functions on X ×X
that are weakly lower semicontinuous in the first variable, concave in the second,
and zero on the diagonal. Functionals of the form

I(x) = sup
y∈X

M(x,y)

with M antisymmetric will be called self-dual functionals as they turn out to have
many of the variational properties of the completely self-dual functionals yet are
much more encompassing since they allow for the variational resolution of many
more linear and nonlinear partial differential equations. The class of antisymmetric
Hamiltonians is a convex cone that contains Hamiltonians of the form

M(x,y) = ϕ(y)−ϕ(x),

with ϕ being convex and lower semicontinuous, as well as their sum with functions
of the form

M(x,y) = 〈Λx,x− y〉,

provided Λ : X → X∗ is a not necessarily linear regular operator, that is, Λ is weak-
to-weak continuous, while satisfying that u→〈u,Λu〉 is weakly lowerr semicontin-
uous. Examples of such operators are of course the linear positive operators but also
include some linear but non-necessarily positive operators such as Λu = Ju̇, which

205
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is regular on the Sobolev space H1[0,T ] of R2N-valued functions on [0,T ], where
J is the symplectic matrix. They also include important nonlinear operators such as
the Stokes operator u → u ·∇u acting on the subspace of H1

0 (Ω ,Rn) consisting of
divergence-free vector fields (up to dimension 4).

11.1 The Hamiltonian and co-Hamiltonians of self-dual
Lagrangians

Let X be a reflexive Banach space. For each Lagrangian L on X ×X∗, we can define
its corresponding Hamiltonian HL : X ×X → R̄ (resp., co-Hamiltonian H̃L : X∗×
X∗ → R̄) by

HL(x,y) = sup{〈y, p〉−L(x, p); p ∈ X∗},

resp.,
H̃L(p,q) = sup{〈y, p〉−L(y,q);y ∈ X},

which is the Legendre transform in the second variable (resp., first variable). Their
effective domains are

Dom1(HL) : = {x ∈ X ;HL(x,y) >−∞ for all y ∈ X}
= {x ∈ X ;HL(x,y) >−∞ for some y ∈ X}

and

Dom2(H̃L) : = {q ∈ X∗; H̃L(p,q) >−∞ for all p ∈ X∗}
= {q ∈ X∗; H̃L(p,q) >−∞ for some p ∈ X∗}

It is clear that Dom1(L) = Dom1(HL) and Dom2(L) = Dom2(H̃L), where the (par-
tial) domains of a Lagrangian L have already been defined as

Dom1(L) = {x ∈ X ;L(x, p) < +∞ for some p ∈ X∗}

and

Dom2(L) = {p ∈ X∗;L(x, p) < +∞ for some x ∈ X}.

We now procced to identify the class of Hamiltonians associated to self-dual La-
grangians. We denote by K∗

2 (resp., K∗
1 ) the Legendre dual of a functional K(x,y)

with respect to the second variable (resp., the first variable).

Proposition 11.1. If L is a B-self-dual Lagrangian on X ×X∗, then its Hamiltonian
HL on X ×X (resp., its co-Hamiltonian H̃L on X∗×X∗) satisfies the following prop-
erties:

1. For y ∈ X, the function x → HL(x,y)
(
resp., for p ∈ X∗, the function q →

H̃L(p,q)
)

is concave.
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2. For x ∈ X, the function y → HL(x,y)
(
resp., for q ∈ X∗, the function p →

H̃L(p,q)
)

is convex and lower semicontinuous.
3. For x,y ∈ X, p,q ∈ X∗, we have

HL(y,Bx)≤−HL(x,By)
(
resp., H̃L(B∗q, p)≤−H̃L(B∗p,q)

)
. (11.1)

Proof. (1) Since L is convex in both variables, its corresponding Hamiltonian HL
is then concave in the first variable. Indeed, it suffices to prove the convexity of the
function

x → T (x,y) :=−HL(x,y) = inf{L(x, p)−〈y, p〉; p ∈ X∗}.

For that, consider λ ∈ (0,1) and elements x1,x2 ∈ X such that HL(x1,y) and
HL(x2,y) are finite. For every a > T (x1,y) (resp., b > T (x1,y)), find p1, p2 ∈ X∗

such that

T (x1,y)≤ L(x1, p1)−〈y, p1〉 ≤ a and T (x2,y)≤ L(x2, p2)−〈y, p2〉 ≤ b.

Now use the convexity of L in both variables to write

T (λx1 +(1−λ )x2,y) = inf{L(λx1 +(1−λ )x2, p)−〈y, p〉; p ∈ X∗}
≤ L(λx1 +(1−λ )x2,λ p1 +(1−λ )p2)
−〈y,λ p1 +(1−λ )p2〉

≤ λ
(
L(x1, p1)−〈y, p1〉

)
+(1−λ )

(
L(x2, p2)−〈y, p2〉

)
≤ λa+(1−λ )b.

This completes the proof of the concavity of x → HL(x,y).
The proof of (2) is straightfroward since y→HL(x,y) is the supremum of contin-

uous and affine functionals, and hence, is convex and lower semicontinuous in the
second variable.

(3) First note that the Legendre transform of −HL(·,y) with respect to the first
variable is related to the Legendre transform in both variables of its Lagrangian in
the following way:

(−HL)∗1(p,y) = sup{〈p,x〉+HL(x,y);x ∈ X}
= sup{〈p,x〉+ sup{〈y,q〉−L(x,q);q ∈ X∗};x ∈ X}
= L∗(p,y).

If now L is a B-self-dual Lagrangian, then the convex lower semicontinuous enve-
lope of the function `y : x →−HL(x,By) (i.e., the largest convex lower semicontin-
uous function below `y) is

`∗∗y (x) = sup{〈p,x〉− (−HL)∗1(p,By); p ∈ X∗}
= sup{〈p,x〉−L∗(p,By); p ∈ X∗}
≥ sup{〈B∗q,x〉−L∗(B∗q,By);q ∈ X∗}



208 11 The Class of Antisymmetric Hamiltonians

= sup{〈q,Bx〉−L(y,q);q ∈ X∗}
= HL(y,Bx).

It then follows that HL(y,Bx)≤ `∗∗y (x)≤ `y(x) =−HL(x,By).

Remark 11.1. If B∗ is onto or if it has dense range, while L∗ is continuous in the first
variable, then the function x → HL(y,Bx) is equal to the convex lower semiconvex
envelope of the function x →−HL(x,By). Note also that, for any z ∈ Dom1(H) =
{x ∈ X ;H(x,y) >−∞ for all y ∈ X}, we have that the function HBz : x→−H(x,Bz)
is convex and valued in R∪{+∞}. Moreover, Dom1(H) ⊂ Dom(HBz) hence, for
any z,y ∈ Dom1(H),

H(z,By) =−H(y,Bz) if and only if x → H(x,Bz) is upper semicontinuous at y.

As mentioned above, since a Lagrangian L ∈L (X) is convex in both variables, its
corresponding Hamiltoninan HL is always concave in the first variable. However, HL
is not necessarily upper semicontinuous in the first variable, even if L is a self-dual
Lagrangian. This leads to the following notion.

Definition 11.1. A Lagrangian L ∈ L (X) will be called tempered if for each y ∈
Dom1(L), the map x → HL(x,−y) from X to R∪{−∞} is upper semicontinuous.

The Hamiltonians of tempered self-dual Lagrangians satisfy the following remark-
able antisymmetry relation:

HL(y,Bx) =−HL(x,By) for all (x,y) ∈ X ×Dom1(L). (11.2)

For such Hamiltonians, we obviously have

HL(x,Bx) = 0 for all x ∈ Dom1(L). (11.3)

The Hamiltonians of basic self-dual Lagrangians

1. To any pair of proper convex lower semicontinuous functions ϕ and ψ on a
Banach space X , one can associate a Lagrangian on phase space X × X∗, via
the formula L(x, p) = ϕ(x)+ ψ∗(p). Its Hamiltonian is HL(x,y) = ψ(y)−ϕ(x)
if x ∈ Dom(ϕ) and −∞ otherwise, while its co-Hamiltonian is H̃L(p,q) =
ϕ∗(p)− ψ∗(q) if q ∈ Dom(ψ∗) and −∞ otherwise. The domains are then
Dom1HL := Dom(ϕ) and Dom2(H̃L) := Dom(ψ∗). These Lagrangians are read-
ily tempered.

2. More generally, if B is a bounded operator on X , Γ : X → X∗ a linear operator
such that B∗Γ is skew-adjoint, f ∈ X∗, and ϕ : X → R∪{+∞} a proper convex
and lower semicontinuous, then the B-self-dual Lagrangian on X ×X∗

L(x, p) = ϕ(Bx)+ 〈 f ,x〉+ϕ
∗(Γ x+ p− f )
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has a Hamiltonian equal to

HL(x,y) =
{

ϕ(y)−ϕ(Bx)+ 〈Γ x,y〉+ 〈 f ,−Bx+ y〉 if Bx ∈ Dom(ϕ)
−∞ if Bx /∈ Dom(ϕ). (11.4)

It is again a tempered Lagrangian.

We shall see later that not all self-dual Lagrangians are automatically tempered. The
following lemma shows that it is the case under certain coercivity conditions.

Proposition 11.2. Let L be a self-dual Lagrangian on a reflexive Banach space X.
If for some p0 ∈ X and α > 1 we have that L(x, p0) ≤ C(1 + ‖x‖α) for all x ∈ X,
then L is tempered.

Proof. Note that in this case we readily have that Dom1(L) = Dom1(HL) = X . As-
sume first that lim

‖x‖+‖p‖→+∞

L(x,p)
‖x‖+‖p‖ = ∞, and write

HL(x,y) = sup{〈p,y〉−L(x, p); p ∈ X∗}
= sup{〈p,y〉−L∗(p,x); p ∈ X∗}
= sup{〈p,y〉− sup{〈p,z〉+ 〈x,q〉−L(z,q); z ∈ X ,q ∈ X∗}; p ∈ X∗}
= sup{〈p,y〉+ inf{〈−p,z〉−〈x,q〉+L(z,q); z ∈ X ,q ∈ X∗}; p ∈ X∗}
= sup

p∈X∗
inf

(z,q)∈X×X∗
{〈p,y− z〉−〈x,q〉+L(z,q)}.

The function S defined on the product space (X ×X∗)×X∗ as

S((z,q), p) = 〈p,y− z〉−〈x,q〉+L(z,q)

is convex and lower semicontinuous in the first variable (z,q) and concave and upper
semicontinuous in the second variable p. Hence, in view of the coercivity condition,
von Neuman’s min-max theorem [8] applies and we get

H(x,y) = sup
p∈X∗

inf
(z,q)∈X×X∗

{〈p,y− z〉−〈x,q〉+L(z,q)}

= inf
(z,q)∈X×X∗

sup
p∈X∗

{〈p,y− z〉−〈x,q〉+L(z,q)}

= inf
q∈X∗

{〈x,q〉+L(y,q)}

= −HL(y,−x).

It follows that L is tempered under the coercivity assumption.
Suppose now that L(x, p0) ≤C(1 + ‖x‖α), and consider the λ -regularization of

its conjugate L∗, that is, Mλ = L∗ ? T ∗
λ

, where T ∗
λ
(p,x) = ‖p‖2

2λ 2 + λ 2‖x‖2

2 . Since L∗

is self-dual on X∗×X , we get from Lemma 3.3 that Mλ is self-dual on X∗×X .
Moreover,

Mλ (p,x) = inf
{

L∗(q,x)+
‖p−q‖2

2λ 2 +
λ 2‖x‖2

2
;q ∈ X∗

}
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≤ L∗(p0,x)+
1

2λ 2 ‖p− p0‖2 +
λ 2‖x‖2

2

≤ L(x, p0)+
1

2λ 2 ‖p− p0‖2 +
λ 2‖x‖2

2
≤ C1 +C2‖x‖2 +C3‖p‖2,

which means that its dual M∗
λ

is a self-dual Lagrangian on X ×X∗ that is coercive
in both variables. By the first part of the proof, HM∗

λ
is therefore a tempered anti-

symmetric Hamiltonian on X . But in view of Proposition 3.4, we have M∗
λ

= L⊕Tλ

and therefore HM∗
λ

= HL + HTλ
. Consequently, L itself is a tempered self-dual La-

grangian since both HM∗
λ

and HTλ
are.

11.2 Regular maps and antisymmetric Hamiltonians

We now introduce the following notion that extends considerably the class of Hamil-
tonians associated to self-dual Lagrangians.

Definition 11.2. Let E be a convex subset of a reflexive Banach space X . A func-
tional M : E × E → R is said to be an antisymmetric Hamiltonian (or an AS-
Hamiltonian) on E×E if it satisfies the following conditions:

1. For every x ∈ E, the function y → M(x,y) is proper concave.
2. For every y ∈ E, the function x → M(x,y) is weakly lower semicontinuous.
3. M(x,x)≤ 0 for every x ∈ E.

We shall denote the class of antisymmetric Hamiltonians on a convex set E by
H asym

B (E). It is clear that H asym(E) is a convex cone of functions on E×E.

Examples of antisymmetric Hamiltonians

1. If L is a B-self-dual Lagrangian on a Banach space X ×X∗, then the Hamiltonian
M(x,y) = HL(y,Bx) is clearly antisymmetric on Dom1(L). Similarly, the Hamil-
tonian N(p,q) = H̃L(B∗p,q) is antisymmetric on Dom2(L).

2. If Λ : D(Λ) ⊂ X → X∗ is a non necessarily linear operator that is continuous
on its domain for the weak topologies of X and X∗ and such that E ⊂ D(Λ),
while the function x → 〈Λx,x〉 is weakly lower semicontinuous on E, then the
Hamiltonian H(x,y) = 〈x− y,Λx〉 is in H asym(E).

More generally, we shall need the following definition.

Definition 11.3. Consider a pair of non necessarily linear operators A : D(A)⊂ Z →
X and Λ : D(Λ)⊂ Z → X∗, where Z and X are two Banach spaces.
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1. The pair (A,Λ) is said to be regular if both are weak-to-weak continuous on their
respective domains and if

u → 〈Au,Λu〉 is weakly lower semicontinuous on D(Λ)∩D(A). (11.5)

2. The pair (A,Λ) is said to be conservative if it is regular and satisfies

〈Au,Λu〉= 0 for all u ∈ D(Λ)∩D(A). (11.6)

If A is the identity operator, we shall simply say that Λ : D(Λ)⊂X →X∗ is a regular
(resp., conservative) map.

The following proposition will be frequently used in the sequel.

Proposition 11.3. Let L be a B-self-dual Lagrangian on a reflexive Banach space
X, where B : X → X is a bounded linear operator, and let HL (resp., H̃L) be its
corresponding Hamiltonian (resp., co-Hamiltonian). Suppose A : D(A) ⊂ Z → X
and Λ : D(Λ) ⊂ Z → X∗ are operators on a Banach space Z such that the pair
(A,B∗Λ) is regular.

1. If A is linear, then the function

M(x,y) = 〈BAx−BAy,Λx〉+HL(Ay,BAx)

is an AS-Hamiltonian on any convex subset E of D(A)∩D(Λ).
2. If the operator Λ is linear, then the function

M̃(x,y) = 〈BAx,Λx−Λy〉+ H̃L(−B∗Λx,−Λy)

is an AS-Hamiltonian on any convex subset Ẽ of D(A)∩D(Λ).

Proof. (1) For each x ∈ E, we have that y → M(x,y) is concave since y → 〈BAx−
BAy,Λx〉 is clearly linear, while y → HL(Ay,BAx) is concave.

For each y ∈ E, the function x → M(x,y) is weakly lower semicontinuous
since x → 〈BAy,Λx〉 is weakly continuous by assumption, while x → 〈BAx,Λx〉
is weakly lower semicontinuous on E since the pair (A,B∗Λ) is regular. Moreover,
x → HL(y,x) is the supremum of continuous affine functions on X and x → BAx is
weakly continuous on E. Hence, x→HL(Ay,BAx) is also weakly lower semicontin-
uous.

Finally, use Proposition 11.1 to infer that HL(Ax,BAx)≤ 0 and therefore M(x,x)≤
0 for all x ∈ E.

(2) Similarly, for each x ∈ Ẽ, we have that y → M̃(x,y) is concave since y →
〈BAx,Λx−Λy〉 is clearly linear, while y → H̃L(−B∗Λx,−Λy) is concave. Also,
for each y ∈ Ẽ, the function x → M̃(x,y) is weakly lower semicontinuous since
x → 〈BAx,Λy〉 is weakly continuous, while again x → 〈BAx,Λx〉 is weakly lower
semicontinuous. The last term x → H̃L(−B∗Λx,−Λy) is a composition of a convex
lower semicontinuous function with a weakly continuous function and hence, is
weakly lower semicontinuous. Finally, use again Proposition 11.1 to deduce that
H̃L(−B∗Λx,−Λx)≤ 0 and therefore M̃(x,x)≤ 0 for all x ∈ E.
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Exercises 11.A. Examples of regular maps

1. Show that if A : X →X (resp., Λ : X →X∗) are bounded linear operators such that 〈Au,Λu〉 ≥ 0,
then they form a regular pair, and that regular conservative maps include skew-symmetric
bounded linear operators.

2. Show that the linear operator Λu = Ju̇ is regular on the Sobolev space H1
per[0,T ] of R2N -valued

periodic functions on [0,T ], where J is the symplectic matrix.
3. Show that the nonlinear operator u→ u ·∇u acting on the subspace of H1

0 (Ω ,Rn) consisting of
divergence-free vector fields into its dual is regular as long as the dimension n ≤ 4.

4. Show that completely continuous operators (i.e., those that map weakly compact sets in X into
norm compact sets in X∗) are necessarily regular maps.

5. Let Ω be a smooth bounded domain in Rn (n ≥ 3), and let b : Ω × R × Rn → R be a
Caratheodory function such that for some positive constants c1,c2,q1,q2, we have for all
(u, p) ∈ R×Rn and almost all x ∈ Ω ,

|b(x,u, p)| ≤ c1 + c2|u|q1 + c2|p|q2 .

Show that the map Λ defined by Λu(x) := b(x,u(x),Du(x)) is completely continuous from
H1

0 (Ω) into H−1(Ω), provided q1 < n+2
n−2 and q2 < n+2

n .
Hint: The embedding i : H1

0 (Ω)→ Lp(Ω) is compact if p < 2n
n−2 , while j : Lq(Ω)→ H−1(Ω)

is compact, provided q > 2n
n+2 .

6. Let X ⊂ H ⊂ X∗ be an evolution triple such that the injection X → H is compact, and let
ϕ : H → R∪{+∞} be convex lower semicontinuous on H such that X ⊂ Dom(ϕ). Show that,
for each λ > 0, the map ∂ϕλ is completely continuous from X to X∗, where

ϕλ (x) = inf
{

ϕ(z)+
‖x− z‖H

λ
;z ∈ H

}
.

Hint: Show that ‖∂ϕλ x−∂ϕλ y‖H ≤ 1
λ
‖x− y‖H .

7. Suppose f : [0,T ]×Rn →Rn is a continuous map such that for every bounded set B⊂Rn there
exists C(B) > 0 such that for x,y ∈ B

‖ f (t,x)− f (t,y)‖ ≤C(B)‖x− y‖.

Consider the space Xp,q[0,T ], where p > 1 and 1
p + 1

q = 1, and show that the map F :
Xp,q[0,T ]→ Lq

Rn [0,T ] defined by F(u)(t) := f (t,u(t)) is completely continuous.

11.3 Self-dual functionals

Definition 11.4. Let I : X → R∪{+∞} be a functional on a Banach space X .

1. Say that I is a self-dual functional on a convex set E ⊂ X if it is nonnegative and
if there exists an antisymmetric Hamiltonian M : E×E → R such that

I(x) = sup
y∈E

M(x,y) for every x ∈ E.

2. Say that a self-dual functional I is strongly coercive on E if, for some y0 ∈ E,
the set E0 = {x ∈ E;M(x,y0)≤ 0} is bounded in X , where M is a corresponding
AS-Hamiltonian.
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Note that this notion of coercivity is slightly stronger than the coercivity of I,
which amounts to saying that lim

‖x‖→+∞

I(x) = lim
‖x‖→+∞

sup
y∈E

M(x,y) = +∞.

Basic examples of self-dual functionals

1. Every completely self-dual functional is clearly a self-dual functional. Indeed, if
I(x) = L(x,0), where L is a (partially) B-self-dual Lagrangian for some bounded
linear operator B : X → X , then

I(x) = L(x,0) = sup{HL(y,Bx);y ∈ Dom1(L)} for every x ∈ Dom1(L),

where HL is the Hamiltonian associated to L. It then follows that I is a self-dual
functional on Dom1(L) with M(x,y) := HL(y,Bx) being the corresponding AS-
Hamiltonian. Strong coercivity for I is then implied by the condition that, for
some y0 ∈ X , we have lim

‖x‖→+∞

HL(y0,Bx) = +∞.

In the case where L(x, p) = ϕ(x)+ϕ∗(p) for ϕ proper, convex, and lower semi-
continuous, the strong coercivity is simply equivalent to the coercivity of ϕ .

2. More generally, consider a functional of the form I(x) = L(x,Γ x), where L is a
B-self-dual Lagrangian on the graph of an operator Γ : X → X∗ such that B∗ ◦Γ

is a skew-adjoint bounded linear operator. It is then easy to see that

M(x,y) = 〈Bx−By,Γ x〉+HL(y,Bx)

is an AS-Hamiltonian for I on Dom1(L).

In the following we show that this notion is much more encompassing, as it covers
iterates of self-dual Lagrangians with operators that need not be skew-adjoint or
even linear.

Proposition 11.4. Let L be a B-self-dual Lagrangian on a reflexive Banach space
X, where B : X → X is a bounded linear operator, and let A : D(A) ⊂ Z → X and
Λ : D(Λ) ⊂ Z → X∗ be two operators on a Banach space Z such that the pair
(A,B∗Λ) is regular. Consider on D(A)∩D(Γ ) the functional

I(x) = L(Ax,−Λx)+ 〈BAx,Λx〉.

1. If the operator A is linear and E is a convex subset of D(Λ)∩D(A) such that
Dom1(L) ⊂ A(E), then I is a self-dual functional on E with an AS-Hamiltonian
given by

M(x,y) = 〈BAx−BAy,Λx〉+HL(Ay,BAx),

where HL is the Hamiltonian associated to L.
2. If the operator Λ is linear, and Ẽ is a convex subset of D(Λ)∩D(A) such that

Dom2(L)⊂Λ(−Ẽ), then I is a self-dual functional on Ẽ with an AS-Hamiltonian
given by
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M̃(x,y) = 〈BAx,Λx−Λy〉+ H̃L(−B∗Λx,−Λy),

where H̃L is the co-Hamiltonian associated to L.

Proof. The B-self-duality of L yields that I is nonnegative on D(Λ)∩D(A). For 1),
we use the fact that the Lagrangian L is B-self-dual and that Dom1(L) ⊂ A(E) to
write for each x ∈ E

I(x) = L(Ax,−Λx)+ 〈BAx,Λx〉
= L∗(−B∗Λx,BAx)+ 〈BAx,Λx〉
= sup{〈z,−B∗Λx〉+ 〈p,BAx〉−L(z, p);z ∈ X , p ∈ X∗}+ 〈BAx,Λx〉
= sup{〈z,−B∗Λx〉+ 〈p,BAx〉−L(z, p);z ∈ Dom1(L), p ∈ X∗}+ 〈BAx,Λx〉
= sup{〈Ay,−B∗Λx〉+ sup{〈p,BAx〉−L(Ay, p); , p ∈ X∗};y ∈ E}+ 〈BAx,Λx〉
= sup{〈BAx−BAy,Λx〉+HL(Ay,BAx); y ∈ E}
= sup

y∈E
M(x,y),

where M(x,y) = 〈BAx−BAy,Λx〉+ HL(Ay,BAx) and where HL is the Hamiltonian
associated to L. By Proposition 11.3, M is an antisymmetric Hamiltonian.

Similarly, for (2) we use the fact that Dom2(L)⊂Λ(−Ẽ) to write for each x ∈ Ẽ

I(x) = L(Ax,−Λx)+ 〈Λx,BAx〉
= L∗(−B∗Λx,BAx)+ 〈Λx,BAx〉
= sup{〈z,−B∗Λx〉+ 〈p,BAx〉−L(z, p);z ∈ X , p ∈ X∗}+ 〈Λx,BAx〉
= sup{〈z,−B∗Λx〉+ 〈p,BAx〉−L(z, p);z ∈ X , p ∈ Dom2(L)}+ 〈Λx,BAx〉
= sup{〈−Λy,BAx〉+ sup{〈z,−B∗Λx〉−L(z,−Λy); ,z ∈ X};y ∈ Ẽ}+ 〈Λx,BAx〉
= sup{〈BAx,Λx−Λy〉+ H̃L(−B∗Λx,−Λy); y ∈ Ẽ}
= sup

y∈Ẽ
M̃(x,y),

where M̃(x,y) = 〈BAx,Λx −Λy〉+ H̃L(−B∗Λx,−Λy) and where H̃L is the co-
Hamiltonian associated to L. By Proposition 11.3, M̃ is an antisymmetric Hamil-
tonian on Ẽ.

Exercises 11.B. The class of B-skew-symmetric Hamiltonians

1. Say that a functional H : X ×X → R∪{+∞}∪{−∞} is a B-skew-symmetric Hamiltonian if:

a. For each y ∈ X , the function x → H(x,y) is concave.
b. For each x ∈ X , the function y → H(x,y) is convex and lower semicontinuous.
c. For each x,y ∈ X , we have H(y,Bx)≤−H(x,By).

The class of B-skew-symmetric Hamiltonians on X will be denoted by H skew
B (X). The most

basic skew-symmetric Hamiltonian is H(x,y) = ‖y‖2−‖x‖2 (Maxwell’s Hamiltonian) or more
generally H(x,y) = ϕ(y)−ϕ(Bx) is a B-skew-symmetric Hamiltonian for any operator B on X .



11.3 Self-dual functionals 215

Show that for a bounded operator B on X , Γ : X → X∗ a linear operator such that B∗Γ is
skew-adjoint, f ∈ X∗, and ϕ : X → R∪{+∞} proper, convex, and lower semicontinuous, the
Hamiltonian

H(x,y) =
{

ϕ(y)−ϕ(Bx)+ 〈Γ x,y〉+ 〈 f ,−Bx+ y〉 if Bx ∈ Dom(ϕ)
−∞ if Bx /∈ Dom(ϕ) (11.7)

is B-skew-symmetric.
2. Show that scalar products H(x,y) = 〈Bx,y〉 on a Hilbert space are clearly B-skew-symmetric

Hamiltonians for any skew-adjoint operator B on H. More generally, for any operator Γ : X →
X∗, the Hamiltonian H(x,y) = 〈Γ x,y〉 is B-skew-symmetric whenever B : X → X is an operator
such that B∗Γ is nonpositive (i.e., 〈Γ x,Bx〉 ≤ 0 for all x ∈ X).

3. Deduce that this class does not characterize those functions H : X ×X → R̄ such that there
exists a self-dual Lagrangian L on X ×X∗ such that H = HL.

4. Suppose H : X ×X → R̄ is such that H∗
2 (x, p) = (−H)∗1(p,x) for each (x, p) ∈ X ×X∗. Show

that L(x, p) := H∗
2 (x, p) = (H)∗1(p,x) is a self-dual Lagrangian such that H = HL.

5. Show that the class of B-skew-symmetric Hamiltonians satisfies the following permanence
properties:

a. If H and K are in H skew
B (X) and λ > 0, then the Hamiltonians H +K (defined as −∞ if the

first variable is not in Dom1(H)∩Dom1(K)) and λ ·H also belong to H skew
B (X).

b. If Hi ∈H skew
B (Xi), where Xi is a reflexive Banach space for each i∈ I, then the Hamiltonian

H := Σi∈IHi defined by H((xi)i,(yi)i) = Σi∈IHi(xi,yi) is in H skew
B̄ (Πi∈IXi), where B̄ is the

operator Πi∈IBi.
c. If H ∈ H skew

B (X) and Γ : X → X∗ is a bounded linear operator such that B∗Γ is skew-
adjoint, then the Hamiltonian HB defined by HB(x,y)= H(x,y)+〈Γ x,y〉 is also in H skew

B (X).
d. If H ∈H skew

B1
(X) and K ∈H skew

B2
(Y ), then for any bounded linear operator A : X →Y ∗ such

that AB1 = B∗2A, the Hamiltonian H +A K defined by

(H +A K)((x,y),(z,w)) = H(x,z)+K(y,w)+ 〈A∗y,z〉−〈Ax,w〉

belongs to H skew
(B1,B2)(X ×Y ).

e. Let ϕ be proper, convex, and lower semicontinuous function on X×Y , B1 an operator on X ,
and B2 an operator on Y . If A is a bounded linear operator A : X →Y ∗ such that AB1 = B∗2A,
then the Hamiltonian Hϕ,A defined by

Hϕ,A((x,y),(z,w)) = ϕ(z,w)−ϕ(B1x,B2y)+ 〈A∗y,z〉−〈Ax,w〉

belongs to H skew
(B1,B2)(X ×Y ).





Chapter 12
Variational Principles for Self-dual Functionals
and First Applications

We establish the basic variational principle for self-dual functionals that states that
under appropriate coercivity conditions, the infimum of such a functional is attained
and is equal to zero. Applying this to functionals of the form

I(x) = L(x,−Λx)+ 〈x,Λx〉,

we obtain solutions to nonlinear equations of the form 0 ∈ Λx + ∂L(x). This al-
lows the variational resolution of a large class of PDEs, in particular nonlinear Lax-
Milgram problems of the type:

Λu+Au+ f ∈ −∂ϕ(u),

where ϕ is a convex lower semicontinuous functional, Λ is a nonlinear regular op-
erator, and A is a linear – not necessarily bounded – positive operator.

Immediate applications include a variational resolution to various equations in-
volving nonlinear operators, such as the stationary Navier-Stokes equation, as well
as to equations involving nonlocal terms such as the generalized Choquard-Pekar
Schrödinger equation.

12.1 Ky Fan’s min-max principle

We start by proving the following important result that is due to Ky Fan [49].

Theorem 12.1. Let E be a closed convex subset of a reflexive Banach space X, and
let M(x,y) be an antisymmetric Hamiltonian on E ×E such that for some y0 ∈ E,
the set E0 = {x ∈ E;M(x,y0) ≤ 0} is bounded in X. Then, there exists x0 ∈ E such
that

sup
y∈E

M(x0,y)≤ 0. (12.1)

This will follow immediately from the following lemma.

217
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Lemma 12.1. Let /0 6= D⊂ E ⊂ X, where E is a closed convex set in a Banach space
X, and consider M : E× conv(D)→ R∪{±∞} to be a functional such that

1. For each y ∈ D, the map x 7→ M(x,y) is weakly lower semicontinuous on E.
2. For each x ∈ E, the map y 7→ M(x,y) is concave on conv(D).
3. There exists γ ∈ R such that M(x,x)≤ γ for every x ∈ conv(D).
4. There exists a nonempty subset D0 ⊂D∩B, where B is a weakly compact convex

subset of E such that E0 =
⋂

y∈D0
{x ∈ E : M(x,y)≤ γ} is weakly compact.

Then, there exists a point x∗ ∈ E such that M(x∗,y)≤ γ for all y ∈ D.

Proof. Suppose first that E is weakly compact. By way of contradiction, assume that
for every x ∈ E there exists some point y ∈ D such that

M(x,y) > γ. (12.2)

It follows that E ⊂
⋃

y∈D
N(y), where each set N(y) = {x ∈ E : M(x,y) > γ} is

weakly open in E. Since the latter is weakly compact, {N(y)} has a finite subcover
N(y1), . . . ,N(ym). Choose a partition of unity µ j : E → R subordinate to {N(y)},
and define a map T : E → E by

T (x) =
m

∑
j=1

µ j(x)y j,

which is continuous and maps E into S ≡ co{y1, . . . ,ym}. In particular, T maps S
into itself, and therefore, by Brouwer’s fixed-point theorem, there exists xλ ∈ S such
that T (xλ ) = xλ .

Letting I = { j : 1≤ j ≤m, µ j(xλ ) > 0}, we get that xλ = ∑ j∈I µ j(xλ )y j and, for
all j ∈ I, xλ ∈ N(y j), meaning that ϕ(xλ ,y j) > γ , which contradicts the concavity
of y → M(xλ ,y).

Suppose now that E is not assumed to be weakly compact but only closed and
convex. For each y ∈ D, we set K(y) = {x ∈ E : M(x,y) ≤ γ}. We shall prove that
the collection {E0∩K(y) : y ∈ D} has the finite intersection property.

Indeed, for any arbitrary finite subset {y1, . . . ,ym} of D, we consider the set D1 =
D0 ∪{y1, . . . ,ym} and E1 to be the convex hull of B∪{y1, . . . ,ym} ⊂ E. Since B is
weakly compact and convex, so is E1, and we can apply the first part of the proof to
D1 ⊂ E1 to find a vector x′ ∈ E1 such that M(x′,y)≤ γ for all y ∈ D1, which means
that x′ ∈ E0∩

[⋂m
j=1 K(y j)

]
.

The collection {E0∩K(y) : y ∈ D} therefore has the finite intersection property,
and since E0 is weakly compact and K(y) is weakly closed, E0∩K(y) is also weakly
compact, and hence,

⋂
y∈D [E0∩K(y)] 6= /0. So there exists a vector x∗ ∈ E such that

x∗ ∈ K(y) for all y ∈ D and thus M(x∗,y)≤ γ for all y ∈ D, and we are done.
Now we can deduce the main variational principle for self-dual functionals.

Theorem 12.2. If I : E → R∪{+∞} is a self-dual functional that is strongly coer-
cive on a closed convex subset E of a reflexive Banach space X, then there exists
x̄ ∈ E such that
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I(x̄) = inf
x∈E

I(x) = 0.

The following is a key variational principle for the superposition of self-dual vector
fields with regular operators.

Theorem 12.3. Let L be a B-self-dual Lagrangian on a reflexive Banach space X,
where B : X → X is a bounded linear operator. Consider two operators A : D(A)⊂
Z → X and Λ : D(Λ) ⊂ Z → X∗, such that the pair (A,B∗Λ) is regular from a
reflexive Banach space Z into X ×X∗. Assume one of the two following situations:

1. The operator A is linear, E is a closed convex subset of D(Λ)∩D(A) such that
Dom1(L)⊂ A(E), as well as the coercivity condition:

lim
x∈E;‖x‖→+∞

HL(0,BAx)+ 〈BAx,Λx〉= +∞. (12.3)

2. The operator Λ is linear, Ẽ is a closed convex subset of D(Λ)∩D(A) such that
Dom2(L)⊂Λ(−Ẽ), as well as the coercivity condition:

lim
x∈Ẽ;‖x‖→+∞

H̃L(−B∗Λx,0)+ 〈BAx,Λx〉= +∞. (12.4)

Then, I(x) := L(Ax,−Λx)+ 〈BAx,Λx〉 is a self-dual functional on E (resp., Ẽ) and
there exists x̄ ∈ D(Λ)∩D(A) such that

I(x̄) = inf
x∈X

I(x) = 0, (12.5)

−Λ x̄ ∈ ∂ BL(Ax̄). (12.6)

Proof. Note first that I(x) = L(Ax,−Λx)+〈Λx,BAx〉 ≥ 0 for all x∈ E (resp., x∈ Ẽ).
In the first case, the associated AS-Hamiltonian is

M(x,y) = 〈BAx−BAy,Λx〉+HL(Ay,BAx),

where HL is the Hamiltonian associated to L. The strong coercivity follows from
the fact that the set E0 = {x ∈ E;M(x,0) ≤ 0} is bounded in X since M(x,0) =
HL(0,BAx)+ 〈Λx,BAx〉 and the latter goes to infinity with ‖x‖.

In the second case, the AS-Hamiltonian is

M̃(x,y) = 〈BAx,Λx−Λy〉+ H̃L(−B∗Λx,−Λy).

The strong coercivity follows from the fact that M̃(x,0)= H̃L(−B∗Λx,0)+〈Λx,BAx〉
and the latter goes to infinity with ‖x‖.

It follows from Theorem 12.2 that in either case there exists x̄ ∈ D(Λ)∩D(A)
such that

I(x̄) = inf
x∈X

I(x) = L(Ax̄,−Λ x̄)+ 〈Λ x̄,BAx̄〉= 0,

which means that (−B∗Λ x̄,Bx̄) ∈ ∂L(x̄,−Λ x̄) or equivalently −Λ x̄ ∈ ∂ B(Ax̄).
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Remark 12.1. One can easily see that the hypothesis in Theorem 12.3 above can be
relaxed in two ways:

1. The pair (A,Λ) need only be regular on the set E.
2. The Lagrangian L need only be B-self-dual on the graph {(Ax,Λx);x ∈ E} or
{(Ax,Λx);x ∈ Ẽ}.

In the case where A is the identity and Λ ≡ 0, this yields in particular the following
refinement of Theorem 6.1.

Corollary 12.1. If L is a partially B-self-dual Lagrangian on a reflexive Banach
space such that lim

‖x‖→+∞

HL(0,Bx) = +∞, then there exists x̄ ∈ X such that

{
L(x̄,0) = inf

x∈X
L(x,0) = 0.

0 ∈ ∂BL(x̄).
(12.7)

Exercises 12.A. A more general Min-Max principle

Weaker hypotheses on the Hamiltonian M are known to be sufficient to obtain the same conclusion
as in the Ky Fan min-max theorem above. For our purpose, this translates to only assuming that
the operator Λ is pseudoregular in the sense that it only needs to satisfy the following property:

If xn ⇀ x and limsup
n

〈Λxn,xn− x〉 ≤ 0, then liminf
n

〈Λxn,xn− y〉 ≥ 〈Λx,x− y〉. (12.8)

1. Show that if T : H → H is a Lipschitz continuous monotone map such that 〈T x,x〉 = 0 for all
x ∈ H, then T is pseudoregular.

2. Show that the same conclusion as in Theorem 12.1 will still hold if Λ is only assumed to be
pseudoregular.

3. Show that the same conclusion as in Theorem 12.1 will still hold if L is only supposed to be a
subself-dual Lagrangian.

12.2 Variational resolution for general nonlinear equations

We now give some of the most immediate applications of Theorem 12.3 to the
variational resolution of various nonlinear systems that are not of Euler-Lagrange
type. We shall actually apply it to the most basic self-dual Lagrangians of the form
L(x, p) = ϕ(x)+ ϕ∗(p), where ϕ is a convex function. The following version will
be used throughout this chapter.

Corollary 12.2. Let ϕ be a bounded below convex lower semicontinuous function
on a reflexive Banach space X, let f ∈ X∗, and suppose A : D(A)⊂ Z → X and Λ :
D(Λ)⊂ Z → X∗ are two operators, with A being linear. Consider E ⊂D(A)∩D(Λ)
to be a closed convex subset Z such that
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Dom(ϕ)⊂ A(E), (12.9)

the pair (A,Λ) is regular on the set E, (12.10)

and
lim
‖x‖→∞

x∈E

ϕ(Ax)+ 〈x,Λx+ f 〉= +∞. (12.11)

Then, there exists a solution x̄ ∈ E to the equation

0 ∈ f +Λx+∂ϕ(Ax). (12.12)

It is obtained as a minimizer of the self-dual functional

I(x) = ϕ(Ax)+ϕ
∗(−Λx− f )+ 〈Ax,Λx+ f 〉, (12.13)

which has zero as its minimal value over X.

Proof. Consider the convex and lower semicontinuous function ψ(x) = ϕ(x)+〈 f ,x〉
and the Lagrangian L(x, p) = ψ(x) + ψ∗(p), which is then self-dual. Since ϕ is
bounded below, we have Dom1(L)⊂Dom(ϕ). Moreover, HL(x,y) = ϕ(y)−ϕ(x)+
〈 f ,x+ y〉 when x ∈ Dom(ϕ), and Theorem 12.3 then applies to yield the claim.

Example 12.1. Sub-quadratic semilinear equations with advection

We now give some of the most immediate applications to semilinear equations of
the type{

a ·∇u−∆u+a0u = α|u|p−1u−β |u|q−1u+ f (x) on Ω

u = 0 on ∂Ω ,
(12.14)

where Ω is a bounded smooth domain in Rn (n ≥ 3), f ∈ H−1(Ω), α,β ≥ 0, and
p,q > 0. Throughout this section, a : Ω → Rn will be a smooth vector field on a
neighborhood of a bounded domain Ω of Rn, and we shall consider the first-order
linear operator a ·∇v = Σ n

i=1ai
∂v
∂xi

.

Theorem 12.4. Let f ∈ H−1, α ≥ 0, β > 0, 0 < q ≤ n+2
n−2 , 0 < p < max{1,q}, and

div(a)−2a0 < λ1 on Ω̄ , where λ1 is the first eigenvalue of the Laplacian on H1
0 (Ω).

Consider the convex continuous functional on H1
0 (Ω),

ψ(u) =
1
2

∫
Ω

|∇u|2 dx+
β

q+1

∫
Ω

|u|q+1 dx−
∫

Ω

f udx.

The functional

I(u) = ψ(u)+ψ
∗(−a ·∇u−a0u+α|u|p−1u)

+
1
2

∫
Ω

(2a0−div(a))u2dx−α

∫
Ω

|u|p+1 dx
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is then self-dual on H1
0 (Ω), has zero infimum, and the latter is attained at a solution

ū for equation (12.14).

Proof. First we check that the nonlinear operator Λu = a ·∇u + a0u−α|u|p−1u
is regular. Indeed, it is weak-to-weak continuous from H1

0 (Ω) into H−1(Ω) since
by the Sobolev embedding we have that un → u strongly in Lr for all r < 2∗ :=

2n
n−2 whenever un → u weakly in H1

0 (Ω). Setting α = 2n
n+2 , we have that 1 < α p <

2n
n+2 . n+2

n−2 = 2n
n−2 , and therefore |un|p−1un → |u|p−1u strongly in Lα .

Note that 1
α

+ 1
2∗ = 1, and therefore, by Hölder’s inequality, we have for any

v ∈ H1
0 (Ω)⊂ L2∗ that∣∣∣∫

Ω

|un|p−1unv−|u|p−1uvdx
∣∣∣ ≤ ∫

Ω

∣∣|un|p−1un−|u|p−1u
∣∣∣∣v∣∣dx

≤
(∫

Ω

∣∣|un|p−1up
n −|u|p−1u

∣∣α) 1
α
(∫

Ω

|v|2∗
) 1

2∗

.

It follows that |un|p−1un → |u|p−1u weakly in H−1(Ω). On the other hand,

u → 〈Λu,u〉 =
∫

Ω

(
a ·∇u+a0u−α|u|p−1u

)
udx

=
1
2

∫
Ω

(2a0−div(a))|u|2dx−α

∫
Ω

|u|p+1 dx

is weakly continuous on H1
0 (Ω). Let now λ := sup

x∈Ω̄

diva(x). We then have

ψ(u)+ 〈Λu,u〉 =
1
2

∫
Ω

|∇u|2dx+
β

q+1

∫
Ω

|u|q+1 dx

+
1
2

∫
Ω

(2a0−div(a))u2 dx−α

∫
Ω

|u|p+1 dx

≥ 1
2

(
1− λ −2a0

λ1

)∫
Ω

|∇u|2dx+
1

q+1

∫
Ω

|u|q+1 dx

−α

∫
Ω

|u|p+1 dx,

which means that it is coercive since q > p, 0 < p < max{1,q}, and 2a0 +div(a) >
−λ1. Now we can apply Corollary 12.2 and get a solution for (12.14).

Example 12.2. A Schrödinger equation with a nonlocal term

Consider the generalized Choquard-Pekar equation

−∆u+V (x)u =
(
w∗ f (u)

)
g(u)+h(x), (12.15)
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where V , w, and h are real-valued functions on RN and w∗ f (u) denotes the convo-
lution of f (u) and w.

We consider here the case where f (u) = |u|p and g(u) = |u|q−2u, but note first
that if p = q, then (12.15) can be solved by standard variational methods since weak
solutions are critical points of the energy function Φ(u) = ψ(u)−ϕ(u), where

ψ(u) = 1
2
∫

Ω
|∇u|2 + 1

2
∫

Ω
V (x)u2−

∫
Ω

h(x)u(x)dx

and
ϕ(u) =

∫
Ω

(
w∗ f (u)

)
f (u)dx.

However, as soon as p 6= q, (12.15) ceases to be an Euler-Lagrange equation, but we
can, however, proceed in the following way.

Theorem 12.5. Consider h ∈ L2(RN), w ∈ L1(RN), and V such that V (x) ≥ δ > 0
for x ∈ RN . Assume that either V and w are both radial or that lim

‖x‖→∞

V (x) = +∞.

Assume also that one of the following conditions holds:

(A) 1 ≤ p < 2∗
2 , 1 < q < 2∗

2 and w(x)≤ 0 on RN .
(B) 1 ≤ p < 2∗

2 , 1 < q < 2∗
2 and 1 ≤ pq < 2.

The functional

I(u) = ψ(u)+ψ
∗((w∗ |u|p)|u|q−1u

)
−
∫

Ω

(w∗ |u|p)|u|q dx

is then self-dual on H1(RN) (resp., on H1
r (RN) in the radial case), and has zero as

an infimum, which is attained at a solution of equation (12.15).

The proof uses the following standard facts:

• Let w ∈ Lr(RN), r ≥ 1, and s = 2r
2r−1 . The bilinear map (u,v)→ (w∗u)v is then

well defined and continuous from Ls×Ls into L1 and satisfies
∣∣(w∗u)v

∣∣
L1(Ω) ≤

‖w‖r‖u‖s‖v‖s. Moreover, if (vn) and (un) ⊆ Ls(RN) are bounded and if either
un → u in Ls(RN) and vn → v in Ls

Loc(RN) or vice-versa, un → u in Ls
Loc(RN) and

vn → v in Ls(RN), then (w∗un)vn → (w∗u)v in L1.
• If limsup

|x|→+∞

V (x) = +∞, then the space X = {u ∈ H1(RN) |
∫

RN V (x)u2 dx < ∞}

embeds compactly in Lk(RN), provided 2 ≤ k < 2∗.
• The space H1

r (RN) := {u ∈ H1(RN) | u is radial} also embeds compactly in
Lk(RN) for 2 ≤ k < 2∗.

We now show that the map Λ : X → X∗ defined by Λu = −(w ∗ |u|p)|u|q−1u is
regular when X is either H1

r (RN) for the radial case or when X = {u ∈ H1(RN) |∫
RN V (x)|u|2 dx < ∞} for the case where lim

|x|→+∞

V (x) = +∞.

First note that Λ : X → X∗ is well defined since by Young’s inequality and then by
Hölder’s we have
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∣∣ =

∣∣∣∣∫RN
(w∗ |u|p)|u|q−2uvdx

∣∣∣∣
≤ ‖w‖1‖|u|

p‖2‖|u|
q−1|v|‖2

≤ ‖w‖1‖u‖p
2p‖u‖q−1

2q ‖v‖2q < ∞.

To show that Λ is weak-to-weak continuous, let un ⇀ u weakly in X so that un → u
strongly in Lr(RN) for 2 ≤ r < 2∗. It follows that |un|p → |u|p strongly in L2(RN),

and |un|q−2u → |u|q−2u strongly in L
2q

q−1 (RN). For every v ∈ L2q, the sequence
|un|q−2uv then converges strongly to |u|q−2uv in L2(RN). Therefore, by Young’s
inequality, we get that 〈Λun,v〉 → 〈Λu,v〉 and consequently Λ is weak-to weak
continuous. On the other hand, in case (A) we have

〈Λu,u〉=−
∫

RN

(
w∗ |u|p

)
|u|q+1 dx ≥ 0,

so that the functional ψ(u)+ 〈Λu,u〉 is coercive. For case (B), even though 〈Λu,u〉
may be negative, the functional ϕ(u) + 〈Λu,u〉 does not lose its coercivity since
1 < pq < 2. Corollary 12.2 then applies to yield the claimed result.

Example 12.3. A subquadratic nonlinear system

Consider the problem{
div F(x,u)−∆u = −|u|p−2u on Ω

u = 0 on ∂Ω ,
(12.16)

on a smooth bounded domain Ω in Rn, where 2≤ p < 2n
n−2 and F : Ω ×R→Rn is a

Caratheodory function that satisfies for some 0 < q < 1 and g∈ L2(Ω) the following
growth condition:

|F(x,u)| ≤ g(x)+ |u|q. (12.17)

Theorem 12.6. Equation (12.16) has a solution that can be obtained by minimizing
the self-dual functional on H1

0 (Ω)

I(u) = Φ(u)+Φ
∗(−Λu)+ 〈u,Λu〉,

where Φ(u) = 1
2
∫

Ω
|∇u|2 dx + 1

p
∫

Ω
|u|p dx and Λ : H1

0 (Ω) → H−1(Ω) is the map
defined by

〈Λu,v〉=
∫

Ω

F(x,u) ·∇vdx.

Proof. Obviously Λ is well defined and to show that it is weak-to-weak continuous,
we consider un ⇀ u weakly in H1

0 (Ω) so that un → u strongly in Lr(Ω) for 1 ≤ r <
2∗ and un(x) → u(x) for almost every x ∈ Ω . Hence, F(x,un(x)) → F(x,u(x)) for
almost every x ∈ Ω . But

∫
Ω
|F(x,un)|2 dx ≤C +

∫
Ω
|un|2 dx and un → u strongly in



12.2 Variational resolution for general nonlinear equations 225

L2(Ω), and so F(x,un(x))→ F(x,u(x)) strongly in L2(Ω). Therefore Λ is weak to
weak continuous. Note also that∫

Ω

F(x,un) ·∇un dx →
∫

Ω

F(x,u) ·∇udx,

which means that Λ is regular.
On the other hand,

|〈Λu,u〉|=
∣∣∣∫

Ω

F(x,u) ·∇udx
∣∣∣≤ ∫

Ω

g(x)|∇u|dx+
∫

Ω

|u|q|∇u|dx,

and since 0 < q < 1, we deduce that

lim
‖u‖H1

0
→+∞

1
2

∫
Ω

|∇u|2 dx+
1
p

∫
Ω

|u|p dx+
∫

Ω

F(x,u) ·∇udx = +∞,

and Theorem 12.3 can now be applied to get our claim.

Example 12.4. A nonlinear biharmonic equation

Consider the problem{
−∆ 2u+ f (x,u,∇u) = 0 on Ω

u = ∂u
∂n = 0 on ∂Ω ,

(12.18)

on a smooth bounded domain Ω in Rn, where f : Ω ×R×RN →R is a nonnegative
Caratheodory function that satisfies for some 0≤ g∈ L2(Ω), r≥ 1, and 1≤ s < N

N−2
the conditions

u f (x,u, p)≥ 0 and f (x,u, p)≤ g(x)+ |u|r + |∇u|s. (12.19)

Theorem 12.7. Assume that either N > 4 or that 2 < N ≤ 4 and r < N
N−4 . Then,

equation (12.18) has a weak solution that can be obtained by minimizing the self-
dual functional

I(u) = Φ(u)+Φ
∗(−Λu)+ 〈u,Λu〉,

on H2
0 (Ω), where Φ(u) = 1

2
∫

Ω
|∆u|2 dx and Λ : H2

0 (Ω) → H2
0 (Ω)∗ is the map de-

fined by
Λu = f (x,u,∇u).

Proof. Setting X = H2
0 (Ω), we first show that Λ : X → X∗ is weak-to-weak continu-

ous. Indeed, let un ⇀ u weakly in H2
0 (Ω), so that un → u and ∇un → ∇u for almost

every x ∈ Ω . Since f is a caratheodory function, we have

f (x,un,∇un)→ f (x,u,∇u) for x ∈ Ω . (12.20)
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By ( 12.19), we have f (x,un,∇un)2 ≤ g(x)2 +|un|2r +|∇un|2s, and hence, f (x,un,∇un)
is uniformly bounded in L2(Ω). It follows – modulo passing to a subsequence – that
f (x,un,∇un)→ f (x,u,∇u) weakly in L2(Ω). On the other hand, un → u strongly in
L2(Ω), so that

lim
n→+∞

∫
un f (x,un,∇un)dx =

∫
u f (x,u,∇u)dx,

and Λ is therefore regular.
Since now u f (x,u, p)≥ 0, we have that

lim
‖u‖X→+∞

1
2

∫
Ω

|∆u|2 +u f (x,u,∇u)dx = +∞,

and Theorem 12.3 can therefore be applied to get our claim.

Exercises 12.B. Other applications

1. Show that equation (12.14) can still have a solution when β = 0, provided 0 < p < 1.
2. Consider the nonlocal semilinear elliptic equation on a smooth bounded domain Ω in Rn{

−∆u+∂ϕ(u)+ f (x,u,∇u)+ |u|p−2u(
∫

Ω
ψ(x,u,∇u)dx)α = 0, x ∈ Ω ,

u = 0, x ∈ ∂Ω ,
(12.21)

where α ≥ 0, and 1 ≤ p < 2∗. Give conditions on f and ψ that make Theorem 12.3 applicable
in order to find a weak solution in H1

0 (Ω).
3. Show that the equation{

−∆u+ |u|p−2u{
∫

Ω
|u|qdx}α = g(x) x ∈ Ω ,

u = 0 x ∈ ∂Ω ,
(12.22)

has a a weak solution in H1
0 (Ω) whenever 1 ≤ p,q < 2∗ and α > 0.

4. Give conditions on g1, g2, ϕ1, and ϕ2 that make Theorem 12.3 applicable in order to find a
weak solution in H1

0 (Ω) for the system of semilinear elliptic equations−∆u+∂ϕ1(u)+g1(x,u,v,Du,Dv) = 0 x ∈ Ω ,
−∆v+∂ϕ2(v)+g2(x,u,v,Du,Dv) = 0 x ∈ Ω ,

u = v = 0 x ∈ ∂Ω .
(12.23)

5. Repeat Exercise 4 above for the nonlinear polyharmonic equation{
m,(−∆ m)u+∂ϕ(u)+h(x,u,Du, . . .Dmu) = 0 x ∈ Ω

for |α| ≤ m−1 Dα u = 0 x ∈ ∂Ω .
(12.24)

6. Develop a self-dual variational formulation and resolution for the problem of existence of 2π-
periodic solutions for the following nonlinear wave equation ytt(t,x)− yxx(t,x)+∂ϕ(y(t,x)) = f (t,x) on R× (0,π)

y(t +2π,x) = y(t,x) on R× (0,π)
y(t,0) = y(t,π) = 0 on (0,π),

(12.25)
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where f is a 2π-periodic function in L∞((0,π)×R), and ϕ is a convex function on R such that,
for every x ∈ R

α1|x|2 +β1 ≤ ϕ(x)≤ α2|x|2 +β2

where β1 ≤ β2, and 0 < α1 < α2 < 4
3 .

Hint: A solution can be obtained by minimizing the self-dual functional∫ 2π

0

∫
π

0
{ϕ(y)+ϕ

∗(W y− f )− y(W y− f )}dxdt

over all functions y in L2([0,2π]× [0,π]), where W is the wave operator on L2([0,2π]× [0,π])
defined by ∫ 2π

0

∫
π

0
ϕW ydxdt =

∫ 2π

0

∫
π

0
y(ϕtt −ϕxx)dxdt

for every ϕ ∈ C2([0,2π]× [0,π]) such that ϕt(0,x) = ϕt(2π,x), ϕ(t,0) = ϕ(t,π) = 0, and
ϕ(0,x) = ϕ(2π,x) = 0 for all (t,x) in [0,2π]× [0,π].

12.3 Variational resolution for the stationary Navier-Stokes
equations

Example 12.5. Variational resolution for the stationary Navier-Stokes equation

Consider the incompressible stationary Navier-Stokes equation on a bounded smooth
domain Ω of R3  (u ·∇)u+ f = α∆u−∇p on Ω ,

divu = 0 on Ω ,
u = 0 on ∂Ω ,

(12.26)

where α > 0 and f ∈ Lp(Ω ;R3). Let

Φ(u) =
α

2

∫
Ω

Σ
3
j,k=1

(
∂u j

∂xk

)2
dx (12.27)

be the convex and coercive function on the Sobolev subspace

X = {u ∈ H1
0 (Ω ;R3);divv = 0}, (12.28)

Its Legendre transform Φ∗ on X∗ can be characterized as Φ∗(v) = 1
2 〈Sv,v〉, where

S : X∗ → X is the bounded linear operator that associates to v ∈ X∗ the solution
v̂ = Sv of the Stokes problemα∆ v̂+∇p = −v on Ω ,

divv̂ = 0 on Ω ,
v̂ = 0 on ∂Ω .

(12.29)

It is easy to see that (12.26) can be reformulated as



228 12 Variational Principles for Self-dual Functionals and First Applications{
(u ·∇)u+ f ∈ −∂Φ(u) = α∆u−∇p,

u ∈ X .
(12.30)

Consider now the nonlinear operator Λ : X → X∗ defined as

〈Λu,v〉=
∫

Ω

Σ
3
j,k=1uk

∂u j

∂xk
v j dx = 〈(u ·∇)u,v〉.

We can deduce the following known existence result.

Theorem 12.8. Assume Ω is a bounded domain in R3, and consider f ∈ Lp(Ω ;R3)
for p > 6

5 . Then,

I(u) = Φ(u)+Φ
∗(−(u ·∇)u+ f )−

∫
Ω

Σ
3
j=1 f ju j

is a self-dual functional on X, its infimum is equal to zero, and the latter is attained
at a solution of the Navier-Stokes equation (12.26).

Proof. To apply Corollary 12.2, it remains to show that Λ is a regular conserva-
tive operator. It is standard to show that 〈Λu,u〉 = 0 on X . For the weak-to weak
continuity, assume that un → u weakly in H1(Ω), and fix v ∈ X . We have that

〈Λun,v〉=
∫

Ω

Σ
3
j,k=1un

k
∂un

j

∂xk
v j dx =−

∫
Ω

Σ
3
j,k=1un

k
∂v j

∂xk
un

j dx

converges to 〈Λu,v〉 =
∫

Ω
Σ 3

j,k=1uk
∂v j
∂xk

u j dx. Indeed, the Sobolev embedding in di-
mension 3 implies that (un) converges strongly in Lp(Ω ;R3) for 1 ≤ p < 6. On the
other hand, ∂u j

∂xk
is in L2(Ω) and the result follows from an application of Hölder’s

inequality.

Example 12.6. Variational resolution for a fluid driven by its boundary

We now deal with the Navier-Stokes equation with a boundary moving with a pre-
scribed velocity: 

(u ·∇)u+ f = α∆u−∇p on Ω ,
divu = 0 on Ω ,

u = u0 on ∂Ω ,
(12.31)

where
∫

∂Ω
u0·ndσ = 0, α > 0, and f ∈ Lp(Ω ;R3). Assuming that u0 ∈ H3/2(∂Ω)

and that ∂Ω is connected, a classical result of Hopf [156], then yields for each ε > 0,
the existence of v0 ∈ H2(Ω) such that

v0 = u0 on ∂Ω , divv0 = 0, and
∫

Ω
Σ 3

j,k=1uk
∂v0

j
∂xk

u j dx ≤ ε‖u‖2
X for u ∈ X .

(12.32)
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Setting v = u+ v0, solving (12.31) then reduces to finding a solution for (u ·∇)u+(v0 ·∇)u+(u ·∇)v0 + f −α∆v0 +(v0 ·∇)v0 = α∆u−∇p on Ω

divu = 0 on Ω

u = 0 on ∂Ω .
(12.33)

This can be reformulated as the following equation in the space X

(u ·∇)u+(v0 ·∇)u+(u ·∇)v0 +g ∈ −∂Φ(u), (12.34)

where Φ is again the convex functional Φ(u) = α

2
∫

Ω
Σ 3

j,k=1(
∂u j
∂xk

)2 dx as above and

g := f −α∆v0 +(v0 ·∇)v0 ∈ X∗.

In other words, this is an equation of the form

Λu+Γ u+g ∈ −∂Φ(u) (12.35)

with Λu = (u ·∇)u a regular conservative operator and Γ u = (v0 ·∇)u+(u ·∇)v0 a
bounded linear operator. Note that the component u→ (v0 ·∇)u is skew-symmetric,
which means that Hopf’s result yields the required coercivity condition:

Ψ(u) := Φ(u)+
1
2
〈Γ u,u〉 ≥ 1

2
(α − ε)‖u‖2 forall u ∈ X .

In other words, Ψ is convex and coercive, and therefore we can apply Theorem 12.3
to deduce the following theorem.

Theorem 12.9. Under the hypotheses above and letting Aa be the antisymmetric
part of the operator Au = (u ·∇)v0, the functional

I(u) = Ψ(u)+Ψ
∗(−(u ·∇)u− (v0 ·∇)u−Aau+g)−

∫
Ω

Σ
3
j=1g ju j

is self-dual on X, has zero infimum, and the is latter attained at a solution ū for
equation (12.33).

Example 12.7. Variational resolution for a fluid driven by a transport operator

Let a ∈ C∞(Ω̄ ,R3) be a smooth vector field on a neighborhood of a C∞ bounded
open set Ω ⊂ R3, let a0 ∈ L∞(Ω), and consider again the space X as in (12.28) and
the skew-adjoint transport operator Γ : u 7→ (a ·∇)u+ 1

2 div(a)u from X into X∗.
Consider now the following equation on the domain Ω ⊂ R3 (u ·∇)u+(a ·∇)u+a0u+ |u|m−2u+ f = α∆u−∇p on Ω ,

divu = 0 on Ω ,
u = 0 on ∂Ω ,

(12.36)
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where α > 0, 6 ≥ m ≥ 1, and f ∈ Lq(Ω ;R3) for q ≥ 6
5 . Suppose

1
2

div(a)−a0 ≥ 0 on Ω , (12.37)

and consider the functional

Ψ(u) =
α

2

∫
Ω

Σ
3
j,k=1

(
∂u j

∂xk

)2
dx+

1
4

∫
Ω

(diva−2a0)|u|2dx+
1
m

∫
Ω

|u|mdx+
∫

Ω

u f dx,

which is convex and coercive function on X . Theorem 12.3 then applies to yield the
following result.
Theorem 12.10. Under the above hypotheses, the functional

I(u) = Ψ(u)+Ψ
∗
(
− (u ·∇)u−a ·∇u− 1

2
div(a)u

)
is self-dual on X, has zero infimum, and the latter is attained at a solution ū for
(12.34).

12.4 A variational resolution for certain nonlinear systems

Corollary 12.3. Let ϕ be a proper convex lower semicontinuous function on X ×Y ,
let A : X →Y ∗ be any bounded linear operator, let B1 : X → X∗ (resp., B2 : Y →Y ∗)
be two positive bounded linear operators, and assume Λ := (Λ1,Λ2) : X ×Y →
X∗×Y ∗ is a regular conservative operator. Assume that

lim
‖x‖+‖y‖→∞

ϕ(x,y)+ 1
2 〈B1x,x〉+ 1

2 〈B2y,y〉
‖x‖+‖y‖

= +∞.

Then, for any ( f ,g) ∈ X∗×Y ∗, there exists (x̄, ȳ) ∈ X ×Y that solves the system{
−Λ1(x,y)−A∗y−B1x+ f ∈ ∂1ϕ(x,y)
−Λ2(x,y)+Ax−B2y+g ∈ ∂2ϕ(x,y). (12.38)

The solution is obtained as a minimizer on X ×Y of the self-dual functional

I(x,y) = ψ(x,y)+ψ
∗(−A∗y−Ba

1x−Λ1(x,y),Ax−Ba
2y−Λ2(x,y)),

where
ψ(x,y) = ϕ(x,y)+

1
2
〈B1x,x〉+ 1

2
〈B2y,y〉−〈 f ,x〉−〈g,y〉,

and where Ba
1 (resp., Ba

2) are the skew-symmetric parts of B1 and B2.

Proof. Consider the self-dual Lagrangian

L((x,y),(p,q)) = ψ(x,y)+ψ
∗(−A∗y−Ba

1x+ p,Ax−Ba
2y+q).
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Theorem 12.3 yields that I(x,y) = L((x,y),−Λ(x,y)) attains its minimum at some
point (x̄, ȳ) ∈ X ×Y and that the minimum is 0. In other words,

0 = I(x̄, ȳ)
= ψ(x̄, ȳ)+ψ

∗(−A∗ȳ−Ba
1x̄−Λ1(x̄, ȳ),Ax̄−Ba

2ȳ−Λ2(x̄, ȳ))
= ψ(x̄, ȳ)+ψ

∗(−A∗ȳ−Ba
1x̄−Λ1(x̄, ȳ),Ax̄−Ba

2ȳ−Λ2(x̄, ȳ))
−
〈(

x̄, ȳ
)
,
(
−A∗ȳ−Ba

1x̄−Λ1(x̄, ȳ),Ax̄−Ba
2ȳ−Λ2(x̄, ȳ)

)〉
,

from which it follows that{
−A∗y−Ba

1x−Λ1(x,y) ∈ ∂1ϕ(x,y)+Bs
1(x)− f

Ax−Ba
2y−Λ1(x,y) ∈ ∂2ϕ(x,y)+Bs

2(y)−g.
(12.39)

Example 12.8. Doubly nonlinear coupled equations

Let b1 : Ω →Rn and b2 : Ω →Rn be two smooth vector fields on the neighborhood
of a bounded domain Ω of Rn, and let B1v = b1 ·∇v and B2v = b2 ·∇v be the
corresponding first-order linear operators. Consider the Dirichlet problem∆(v+u)+b1 ·∇u = |u|p−2u+um−1vm + f on Ω

∆(v−u)+b2 ·∇v = |v|q−2q−umvm−1 +g on Ω

u = v = 0 on ∂Ω .
(12.40)

We can use Corollary 12.3 to get the following result.

Theorem 12.11. Assume div(b1) ≥ 0 and div(b2) ≥ 0 on Ω , 2 < p,q ≤ 2n
n−2 , and

1 < m < n+2
n−2 , and consider on H1

0 (Ω)×H1
0 (Ω) the functional

I(u,v) = Ψ(u)+Ψ
∗
(

b1.∇u+
1
2

div(b1)u+∆v−um−1vm
)

+Φ(v)+Φ
∗
(

b2.∇v+
1
2

div(b2)v−∆u+umvm−1
)
,

where

Ψ(u) =
1
2

∫
Ω

|∇u|2dx+
1
p

∫
Ω

|u|pdx+
∫

Ω

f udx+
1
4

∫
Ω

div(b1) |u|2dx,

Φ(v) =
1
2

∫
Ω

|∇v|2dx+
1
q

∫
Ω

|v|qdx+
∫

Ω

gvdx+
1
4

∫
Ω

div(b2) |v|2dx

and Ψ ∗ and Φ∗ are their Legendre transforms. Then, there exists (ū, v̄) ∈ H1
0 (Ω)×

H1
0 (Ω) such that

I(ū, v̄) = inf{I(u,v);(u,v) ∈ H1
0 (Ω)×H1

0 (Ω)}= 0,

and (ū, v̄) is a solution of (12.40).
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Proof. Let A = ∆ on H1
0 , B1 = b1.∇, B2 = b2.∇. Let X = H1

0 ×H1
0 , and consider on

X ×X∗ the self-dual Lagrangian

L((u,v),(r,s))) = Ψ(u)+Ψ
∗
(

b1.∇u+
1
2

div(b1)u+∆v+ r
)

+Φ(v)+Φ
∗
(

b2.∇v+
1
2

div(b2)v−∆u+ s
)
.

It is also easy to verify that the map Λ : H1
0 ×H1

0 → H−1×H−1 defined by

Λ(u,v) = (um−1vm,−umvm−1)

is regular and conservative.

12.5 A nonlinear evolution involving a pseudoregular operator

We now apply Theorem 12.3 to solve nonlinear evolution equations of the form{
−v̇(t)−Λv(t) ∈ ∂L(t,v(t)) for a.e. t ∈ [0,T ]

v(0) = v0,
(12.41)

where L is a time-dependent self-dual Lagrangian on phase space X×X∗ and Λ is a
regular map on path space. As seen in Part II, one can lift L to a self-dual Lagrangian
L on either one of the two path spaces X2,2([0,T ])×X2,2([0,T ])∗ (Theorem 9.2)
or L2

X [0,T ]×L2
X∗ [0,T ] (Theorem 4.3). One can then try to get a solution for 12.41

by minimizing the functional

I (u) = L (u,−Λu)+
∫ T

0
〈Λu(t),u(t)〉dt

on either X2,2([0,T ]) or L2
X [0,T ].

Now the space X2,2 presents the advantage of having a strong topology that in-
creases the chance for a given map Λ to be regular on X2,2. On the other hand, the
coercivity condition becomes harder to satisfy, and one needs to establish the con-
clusions of Theorem 12.3 under much weaker coercivity conditions. This is done
in Chapters 17 and 18 in order to deal with the fact that the nonlinear operator
u→ u ·∇u – which appears in the Navier-Stokes equations – is only regular on X2,2
(at least in dimensions n = 2). On the other hand, by working on the space L2

X , the
coercivity condition on I is often easy to verify but, short of considering positive
linear operators as in part II, it is harder to find operators that are regular on L2

X .
In this section, we shall consider cases where this latter setting is applicable,

provided the operator Λ can be regularized to become pseudoregular on L2
X . First,

we give a general result.
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Theorem 12.12. Let X ⊂ H ⊂ X∗ be an evolution triple, and consider a self-dual
Lagrangian L on [0,T ]×X ×X∗ as well as a boundary Lagrangian ` on H ×H
satisfying `∗(−x, p) = `(x, p). Assume the following conditions:

u →
∫ T

0 L(t,u(t), p(t))dt is bounded on the balls of L2
X for each p ∈ L2

X∗ , (12.42)

lim
‖v‖L2(X)→+∞

∫ T

0
HL(t,0,v(t))dt = +∞, (12.43)

`(a,b)≤C(1+‖a‖2
H +‖b‖2

H) for all (a,b) ∈ H×H. (12.44)

(i) Then, for any pseudoregular map Λ : L2
X → L2

X∗ , the functional

I`,L,Λ (u) =
∫ T

0

{
L(t,u(t),−Λu(t)− u̇(t))+ 〈Λu(t),u(t)〉

}
dt + `(u(0),u(T ))

has zero infimum on L2
X . Moreover, there exists v ∈X2,2 such that

I`,L,Λ (v) = inf
u∈X2,2

I`,L,Λ (u) = 0, (12.45)

(−v(0),v(T )) ∈ ∂`(v(0),v(T )), (12.46)

−v̇(t)−Λv(t) ∈ ∂L(t,v(t)). (12.47)

(ii) In particular, for every v0 ∈ H, the self-dual functional

Iv0,L,Λ (u) =
∫ T

0

{
L(t,u(t),−Λu(t)− u̇(t))+ 〈Λu(t),u(t)〉

}
dt

+
1
2
‖u(0)‖2−2〈v0,u(0)〉+‖v0‖2 +

1
2
‖u(T )‖2

has zero infimum on X2,2. It is attained at a unique path v such that v(0) = v0
and satisfying (12.45- 12.47). In particular, we have the following “conservation of
energy type” formula: For every t ∈ [0,T ],

‖v(t)‖2
H = ‖v0‖2−2

∫ t
0
{

L(s,v(s),−Λv(s)− v̇(s))+ 〈v(s),Λv(s)〉
}

ds. (12.48)

Proof. (i) We first apply Theorem 4.3 to get that the Lagrangian

L (u, p) =
{ ∫ T

0 L(t,u(t), p(t)− u̇(t))dt + `(u(0),u(T )) if u ∈X2,2
+∞ otherwise

is self-dual on L2
X × L2

X∗ . We then apply Theorem 12.3 (actually its extension to
pseudoregular operators as of Exercise 12.A), with the space L2

X , to conclude that
the infimum of L (u,−Λu)+〈u,Λu〉 on L2

X is equal to 0 and is achieved. This yields
claim (12.45).

Since now L(t,v(t),Λv(t)+ v̇(t))+ 〈v(t),Λv(t)+ v̇(t)〉 ≥ 0 for all t ∈ [0,T ], and
`(v(0),v(T ))≥ 1

2 (‖v(T )‖2
H −‖v(0)‖2

H), claims (12.46) and (12.47) follow from the
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identity

0 = I`,L,Λ (v) =
∫ T

0

{
L(t,v(t),−Λv(t)− v̇(t))+ 〈v(t),Λv(t)+ v̇(t)〉

}
dt

−1
2
(‖v(T )‖2

H −‖v(0)‖2
H)+ `(v(0),v(T )).

It follows that

L(t,v(t),−Λv(t)− v̇(t))+ 〈v(t),Λu(t)+ v̇(t)〉= 0 a.e. t ∈ [0,T ] (12.49)

and
`(v(0),v(T )) =

1
2
(‖v(T )‖2

H −‖v(0)‖2
H), (12.50)

which imply claims (12.47) and (12.46) respectively.
For (ii) it suffices to apply the first part with the boundary Lagrangian

`(r,s) =
1
2
‖r‖2−2〈v0,r〉+‖v0‖2 +

1
2
‖s‖2.

We then get

I`,L,Λ (u) =
∫ T

0
[L(t,u(t),−Λu(t)− u̇(t))+ 〈u(t),Λu(t)+ u̇(t)〉]dt +‖u(0)− v0‖2.

Note also that (12.49) yields

d(|v(s)|2)
ds

=−2
[
L(s,v(s),−Λv(s)− v̇(s))+ 〈Λv(s),v(s)〉

]
,

which readily implies (12.48).
We now apply Theorem 12.12 to the particular class of self-dual Lagrangians of

the form L(x, p) = ϕ(x)+ϕ∗(Ax− p) to obtain variational formulations and resolu-
tions of various nonlinear parabolic equations.

Corollary 12.4. Let X ⊂ H ⊂ X∗ be an evolution triple, and consider for each t ∈
[0,T ] a bounded linear operator At : X → X∗ and ϕ : [0,T ]×X → R such that for
each t the functional ψ(t,x) := ϕ(t,x)+ 1

2 〈Atx,x〉 is convex, lower semicontinuous,
and satisfies for some C > 0, m,n > 1 the following growth condition: For x ∈ L2

X ,

1
C

(
‖x‖m

L2
X
−1
)
≤
∫ T

0 {ϕ(t,x(t))+ 1
2 〈Atx(t),x(t)〉}dt ≤C

(
‖x‖n

L2
X
+1
)

. (12.51)

If Λ : L2
X → L2

X∗ is a pseudoregular map, and if Aa
t is the antisymmetric part of the

operator At , then for every v0 ∈ X the functional

I(x) =
∫ T

0
{ψ(t,x(t))+ψ

∗(t,−Λx(t)−Aa
t x(t)− ẋ(t))+ 〈Λx(t),x(t)〉}dt
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+
1
2
(|x(0)|2 + |x(T )|2)−2〈x(0),v0〉+ |v0|2

attains its infimum on L2
X at a path v ∈X2,2 such that

I(v) = inf
x∈X2,2

I(x) = 0, (12.52)

{
−v̇(t)−Atv(t)−Λv(t) ∈ ∂ϕ(t,v(t)) for a.e. t ∈ [0,T ]

v(0) = v0.
(12.53)

Proof. L(t,x, p) := ψ(t,x)+ ψ∗(t,−Aax + p) is a self-dual Lagrangian on X ×X∗,
and it is easy to check that all the conditions of Theorem 12.12 are satisfied by L, `,
and Λ . Hence, there exists v ∈X2,2 such that I(v) = 0. We obtain

0 =
∫ T

0

(
ψ(t,v)+ψ

∗(t,−Λv−Aa
t v− v̇)+ 〈v(t),Λv(t)+Atv(t)+ v̇(t)〉

)
dt

+
1
2
‖v(0)− v0‖2

H ,

which yields since the integrand is nonnegative for each t and by the limiting case
of Legendre-Fenchel duality, that{

−v̇(t)−Aa
t v(t)−Λv(t) ∈ ∂ϕ(t,v(t))+As

t v(t) for a.e. t ∈ [0,T ]
v(0) = v0.

(12.54)

Example 12.9. Complex Ginsburg-Landau evolutions

We consider the initial boundary value problem for the complex Ginzburg-Landau
equation in Ω ⊆ RN{

u̇(t)− (κ + iα)∆u+(γ + iβ )|u|q−1u−ωu = 0,
u(x,0) = u0,

(12.55)

where κ ≥ 0,γ ≥ 0,q ≥ 1,α,β ∈ R.
We apply Theorem 12.12 to establish the following theorem.

Theorem 12.13. Let Ω be a bounded domain in RN , κ > 0, γ ≥ 0, β ∈ R, and
q > 1. Let H := L2(Ω), X := H1

0 (Ω), V1 := L2
X , V2 := Lq+1(0,T ;Lq+1(Ω)), and

V := V1 ∩V2. Then, for every u0 ∈ X, there exists u ∈ V with u̇ ∈ V ∗ satisfying
equation (12.55).

We would like to apply Theorem 12.12 with the nonlinear operator

Λu :=−i∆u+ iβ |u|q−1u−ωu

and the convex functional
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Φ(x) :=
κ

2

∫
Ω

|∇u|2dx+
γ

q+1

∫
Ω

|u|q+1 dx

with X = H1
0 (Ω) and H := L2(Ω). However, the operator Λ is not necessarily reg-

ular from its domain into L2
X∗ . We shall therefore replace Λ by the pseudoregular

operator
Λλ (u) :=−i∆u+ iβ∂ψλ (u)−ωu,

where ψλ is the λ -regularization of ψ(u) = γ

q+1
∫
|u|q+1 dx on H := L2(Ω). In this

case, Φ needs to be replaced by

Φλ (x) :=
κ

2

∫
Ω

|∇u|2dx+ψλ (u).

Indeed, we first prove the following lemma

Lemma 12.2. Suppose κ,γ,ω > 0 and u0 ∈ X . For every 0 < λ < 1
2ω

, there exists
a solution uλ ∈X2,2 of the λ -regularized problem{

u̇(t)− (κ + iα)∆u+(γ + iβ )∂ψλ (u)−ωu = 0 onΩ ,
u(x,0) = u0.

(12.56)

Proof. In order to apply Theorem 12.12, we need to show that Λλ is pseudoregular
on L2

X , and that the functional

Φλ (u)+ 〈Λλ u,u〉=
κ

2

∫
Ω

|∇u|2dx+ψλ (u)−ω‖u‖2
H

is coercive on H. For Λλ , we first note that the operator −i∆u−ωu is bounded
and linear, and so clearly “lifts” to a regular operator from L2

X → L2
X∗ since −i∆

is skew-adjoint and that u → −ωu is compact from L2
X → L2

H . So we only need
to verify that Bλ (u) := i∂ψλ u : L2

X → L2
X∗ is pseudoregular. For that, suppose that

xn ⇀ x weakly in L2
X . Since Bλ is Lipschitz continuous on L2

H , we can assume that
Bλ xn ⇀ y weakly in L2

X∗ . Since 〈u,Bλ (u)〉= 0 for every u ∈ X , it therefore suffices
to show that y = Bλ x as long as 0 ≤ 〈x,y〉.

Now, by the monotonicity property of ∂ϕλ , we have 〈Bλ xn −Bλ u,xn − u〉 ≥ 0
for every u ∈ L2

X . It follows that

〈y−Bλ u,x−u〉 ≥ 〈y,−u〉+ 〈−Bλ u,x−u〉 (12.57)
≥ lim

n
〈Bλ xn,−u〉+ lim

n
〈−Bλ u,xn−u〉 (12.58)

= lim
n
〈Bλ xn−Bλ u,xn−u〉 (12.59)

≥ 0. (12.60)

Hence, 〈y−Bλ u,x−u〉 ≥ 0 for all u ∈ L2
X . For w ∈ L2

X , set u = x− tw with t > 0 in
such a way that

0 ≤ 1
t
〈y−Bλ u,x−u〉= 〈y−Bλ (x− tw),w〉. (12.61)
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Since Bλ is Lipschitz continuous on L2
H , we have lim

t→0
〈Bλ (x− tw),w〉 = 〈Bλ x,w〉,

which yields that 〈y−Bλ (x),w〉 ≥ 0 for every w ∈ L2
X , and therefore y = Bλ x.

For the coercivity, it suffices to show that for every ω > 0 with 0 < λ < 1
2ω

, the
functional ψλ (u)−ω‖u‖2

H is coercive on H. For that, write for u ∈ H

ψλ (u)−ω‖u‖2
H = inf

v∈H

{
ψ(v)+

‖u− v‖2
H

2λ

}
−ω‖u‖2

H

= inf
v∈H

{
ψ(v)+

‖u‖2
H

2λ
+
‖v‖2

H
2λ

− 1
λ
〈u,v〉−ω‖u‖2

H

}
=
( 1

2λ
−ω

)
‖u‖2

H + inf
v∈H

{
ψ(v)+

‖v‖2
H

2λ
− 1

λ
〈u,v〉

}
=
( 1

2λ
−ω

)
‖u‖2

H − sup
v∈H

{
1
λ
〈u,v〉−ψ(v)− ‖v‖2

H
2λ

}
≥
( 1

2λ
−ω

)
‖u‖2

H − sup
v∈H

{
1
λ
〈u,v〉−ψ(v)

}
≥
( 1

2λ
−ω

)
‖u‖2

H −ψ
∗( 1

λ
u
)

=
( 1

2λ
−ω

)
‖u‖2

H −
γ−1/q

pλ p

∫
Ω

|u|p dx,

where 1
p + 1

q+1 = 1. Since q + 1 > 2, we have p < 2, which implies the required
coercivity of ψλ (u)−ω‖u‖2

H on H.
All conditions of Theorem 12.12 are therefore satisfied, and there exists then a

solution uλ ∈ X2,2 of (12.56). In order to complete the proof of Theorem 12.13,
we need some estimates for uλ . For that, we perform an inner product of uλ with
equation (12.56) to get for all t ∈ [0,T ]

1
2

d
dt
‖uλ‖2

H +κ

∫
Ω

|∇uλ |2dx+ψλ (uλ )−ω‖uλ‖2
H ≤ 0. (12.62)

Using Gronwall’s inequality, we obtain that ‖uλ‖H is bounded and that consequently
uλ is bounded in L2

X . It also follows from the above inequality that
∫ T

0 ψλ (uλ )dt is
bounded. On the other hand, the regularization process gives for every λ > 0 a
unique jλ uλ ∈ L2

H such that, for some constant C > 0,∫ T

0
ψλ (uλ )dt =

∫ T

0

{
ψ( jλ uλ )+

‖uλ − jλ uλ‖2
H

2λ

}
dt ≤C. (12.63)

We now claim that there exists u ∈V such that

uλ ⇀ u weakly in L2
H , (12.64)

uλ → u a.e. in [0,T ]×Ω . (12.65)
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Indeed, It follows from (12.62) and (12.63) that uλ and jλ uλ are bounded in V1
and V2, respectively. Since ∂ψ and −∆ are duality maps, it follows that −∆uλ and
∂ψλ (uλ ) = ∂ψ( jλ uλ ) are bounded in V ∗

1 and V ∗
2 , respectively. Let m ∈ N with

m > N/2 in such a way that V0 = W m,2
0 (Ω) continuously embeds in X ∩Lq+1(Ω).

It follows from equation (12.56) that {uλ} is bounded in the space

Y := {u ∈ L2
X ; u̇ ∈ Lp(0,T : V ∗

0 )}, where p = q+1
q .

Since X ⊆ H ⊆ V ∗
0 , where X ⊆ H is compact and H ⊆ V ∗

0 is continuous, it follows
that the injection Y ⊆ L2

H is compact, and therefore, there exists u ∈ Y such that
uλ → u in L2

H and uλ → u a.e. in [0,T ]×Ω . It follows that, up to a subsequence,

uλ ⇀ u weakly in L2
X , (12.66)

jλ uλ ⇀ u weakly in V2, (12.67)
∂ψλ (uλ ) ⇀ ∂ψ(u) weakly in V ∗

2 , (12.68)
uλ (T ) ⇀ a weakly in H for some a ∈ H. (12.69)

Indeed, since (uλ ) is bounded in L2
X and since uλ → u a.e. in [0,T ]×Ω , we easily

get (12.66), that jλ uλ → u, and ∂ψλ (uλ )→ ∂ψ(u) a.e. in [0,T ]×Ω , which together
with the fact that ∂ψλ (uλ ) is bounded in V ∗

2 imply (12.67) and (12.68). To prove
(12.69), it suffices to note that uλ (T ) is bounded in H and therefore uλ (T ) ⇀ a for
some a ∈ H.

To complete the proof of Theorem 12.13, take any v ∈C1([0,T ];V ) and deduce
from equation (12.56) that

0 =
∫ T

0
〈−(κ + iα)∆uλ +(γ + iβ )∂ψλ (uλ )−ωuλ ,v(t)〉dt

−
∫ T

0
〈v̇(t),uλ (t)〉+ 〈uλ (T ),v(T )〉−〈u0,v(0)〉.

Letting λ go to zero, it follows from (12.66)-(12.69) that

0 =
∫ T

0
〈−(κ + iα)∆u+(γ + iβ )∂ψ(u)−ωu,v(t)〉dt

−
∫ T

0
〈v̇(t),u(t)〉+ 〈a,v(T )〉−〈u0,v(0)〉.

Therefore u ∈V is a solution of equation (12.55).

Further comments

The min-max theorem of Ky Fan [49] can be found in several books (see for ex-
ample, Aubin-Ekeland [8]). The version that covers pseudoregular operators can be
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found, for example, in Brézis-Nirenberg-Stampachia [31]. The selfdual variational
principle (Theorem 12.3) was established by Ghoussoub in [56], where one can also
find some of the applications mentioned in this chapter. The self-dual formulation
to Navier-Stokes equations seems to have been considered first by Aucmuty [10]. A
proof of the stationary case appeared in Auchmuty [13].

The global existence of unique strong solutions to (12.55) was first proved by
Pecher and Von Wahl [128] under the conditions: 1≤ q≤∞ if N = 1,2 and 1≤ q≤
N+2
N−2 for dimensions 3 ≤ N ≤ 8. They conjectured that N+2

N−2 is the largest possible
exponent (if N > 2) for the global existence of strong solutions (see [128], Remark
1.3). Shigeta managed in [144] to remove the restriction N ≤ 8 on the dimension, but
since the arguments in both [128] and [144] are based on the Gagliardo-Nirenberg
inequality, they could not handle the case where q > N+2

N−2 . This was done recently
by Okazawa and Yokota [124], who proved the existence of strong solutions for all
exponents q ≥ 1. However, unlike the global argument above, their proof seems to
work only for convex functions of power type.





Chapter 13
The Role of the Co-Hamiltonian in Self-dual
Variational Problems

Self-dual functionals of the form I(x) = L(Ax,−Λx) + 〈Ax,Λx〉 have more than
one antisymmetric Hamiltonian associated to them. In all previous examples, we
have so far used the one involving the Hamiltonian HL associated to the self-dual
Lagrangian L. In this chapter, we shall see that the one corresponding to the co-
Hamiltonian H̃L can be more suitable not only when the operator A is nonlinear but
also in situations where we need a constrained minimization in order to obtain the
appropriate boundary conditions. Furthermore, even if both A and Λ are linear, we
shall see that the co-Hamiltonian representation can be more suitable for ensuring
the required coercivity conditions.

Applications are given to provide variational solutions for semilinear equations
in divergence form, Cauchy problems for Hamiltonian systems, doubly nonlinear
evolutions, and gradient flows of certain nonconvex functionals.

13.1 A self-dual variational principle involving the
co-Hamiltonian

An immediate application of Theorem 12.3 yields the following variational principle
that will be used throughout this chapter.

Proposition 13.1. Let L be a self-dual Lagrangian on a reflexive Banach space X,
and consider a not necessarily linear operator A : D(A) ⊂ Z → X and a linear
operator Λ : D(Λ) ⊂ Z → X∗, where Z is a reflexive Banach space. Let E be a
closed convex subset of D(Λ)∩D(A)⊂ Z such that

Dom2(L)⊂Λ(E), (13.1)

(A,Λ) is a regular pair on E, (13.2)

lim
x∈E;‖x‖→+∞

H̃L(−B∗Λx,0)+ 〈BAx,Λx〉= +∞. (13.3)

241
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Then, I(x) := L(Ax,−Λx)+ 〈Ax,Λx〉 is a self-dual functional on E and there exists
x̄ ∈ D(Λ)∩D(A) such that

I(x̄) = inf
x∈X

I(x) = 0, (13.4)

−Λ x̄ ∈ ∂ BL(Ax̄). (13.5)

In the particular case where L is a self-dual Lagrangian L(x, p) = ϕ(x) + ϕ∗(p)
associated to a bounded below, and lower semicontinuous convex functional ϕ , we
then have Dom2(L)⊂Dom(ϕ∗), and H̃L(p,q) = ϕ∗(p)−ϕ∗(q) when q∈Dom(ϕ∗)
and −∞ elsewhere. One can then deduce the following useful corollary.

Corollary 13.1. Let ϕ be a bounded below convex lower semicontinuous function
on a reflexive Banach space X, and let f ∈ X∗. Consider A : D(A) ⊂ Z → X and
Λ : D(Λ)⊂ Z → X∗, to be two operators, with Λ being linear. Let E ⊂D(A)∩D(Λ)
be a closed convex subset Z such that

Dom(ϕ∗)⊂Λ(E), (13.6)

the pair (A,Λ) is regular on the set E, (13.7)

and
lim

‖x‖→∞,x∈E
ϕ
∗(−Λx)+ 〈Ax,Λx+ f 〉= +∞. (13.8)

Then, there exists a solution x̄ ∈ E to the equation

0 ∈ f +Λx+∂ϕ(Ax). (13.9)

It is obtained as a minimizer of the self-dual functional

I(x) = ϕ(Ax)+ϕ
∗(−Λx− f )+ 〈Ax,Λx+ f 〉, (13.10)

which has zero as its minimal value over E.

13.2 The Cauchy problem for Hamiltonian flows

Example 13.1. Convex Hamiltonian systems

The first application of Corollary 13.1 deals with the following standard Cauchy
problem for Hamiltonian systems. Given a time T > 0, we shall let X = A2

R2N ([0,T ])

be the Sobolev space endowed with the norm ‖u‖=
(
‖u‖2

L2 +‖u̇‖2
L2

) 1
2
.

Theorem 13.1. Suppose ϕ : RN ×RN → R is a proper, convex, lower semicontinu-
ous function such that ϕ(p,q)→ ∞ as |p|+ |q| → ∞. Assume that
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−α ≤ ϕ(p,q)≤ β (|p|r + |q|r +1) (1 < r < ∞), (13.11)

where α,β are positive constants. Then, the infimum of the functional

I(p,q) :=
∫ T

0

[
ϕ
(

p(t),q(t)
)
+ϕ

∗(− q̇(t), ṗ(t)
)
+ q̇(t) · p(t)− ṗ(t) ·q(t)

]
dt

on the set E := {(p,q) ∈ X ; p(0) = p0,q(0) = q0} is equal to zero and is attained
at a solution of  ṗ(t) ∈ ∂2ϕ

(
p(t),q(t)

)
t ∈ (0,T )

−q̇(t) ∈ ∂1ϕ
(

p(t),q(t)
)

t ∈ (0,T )
(p(0),q(0)) = (p0,q0).

(13.12)

We shall first consider the subquadratic case (1 < r < 2).

Proposition 13.2. Assume ϕ is a proper, convex, and lower semicontinuous function
on RN ×RN , and consider the following functional on X ×X:

I(p,q) :=
∫ T

0

[
ϕ
(

p(t),q(t)
)
+ϕ

∗(− q̇(t), ṗ(t)
)
+ q̇(t) · p(t)− ṗ(t) ·q(t)

]
dt

1. If ϕ is subquadratic on RN×RN , then for any (p0,q0)∈RN×RN , I is a self-dual
functional on the closed convex set E := {(p,q) ∈ X ×X , p(0) = p0,q(0) = q0}
with a corresponding antisymmetric Hamiltonian on E×E given by

M(r,s; p,q) :=
∫ T

0
[ϕ∗(−q̇, ṗ)−ϕ

∗(−ṡ, ṙ)+(ṙ,−ṡ) · (q, p)+(q̇,−ṗ) · (p,q)] dt.

2. The infimum of I on E is zero and is attained at a solution of system (13.12).

Proof of Proposition 13.2: Fenchel-Legendre duality gives that I(p,q)≥ 0 for ev-
ery (p,q)∈ X . We shall apply Corollary 13.1 with E ⊂ X , Λu = Ju̇(t), the symplec-
tic automorphism J(p,q) = (−q, p), and the self-dual Lagrangian

L
(
(p,q),(r,s)

)
=
∫ T

0

[
ϕ
(

p(t),q(t)
)
+ϕ

∗(r(t),s(t))]dt (13.13)

on X ×X∗. Note that the map u →
∫ T

0 〈Ju, u̇〉dt is weakly continuous, making Λ a
regular linear operator. The functional I can then be written as: I(z) = L(z,Λz)−
〈Jz,Λz〉 over X , and the result then follows from Theorem 12.3. The corresponding
AS-Hamiltonian is then

M(z,w) = H̃L(Λz,Λw)+ 〈z,Λ(z−w)〉, (13.14)

which in this case is equal to (13.13).
Note now that the subquadraticity of ϕ ensures that I is strongly coercive, and

we are then able to apply Theorem 12.3 to find (p̄, q̄) ∈ E such that I(p̄, q̄) = 0.
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In order to deal with the general case (that is, when (13.11) holds with r > 2), we
shall use a variation of the standard inf-convolution procedure to reduce the problem
to the subquadratic case where Proposition 13.2 applies. To do that, define for every
λ > 0, the functional

ϕλ (p,q) := inf
u,v∈RN

{
ϕ(u,v)+

‖p−u‖s
s

sλ s +
‖q− v‖s

s

sλ s

}
, (13.15)

where s = r
r−1 . Obviously, 1 < s < 2, and since ϕ is convex and lower semicontin-

uous, the infimum is clearly attained, so that for every p,q ∈ RN there exist unique
points i(p), j(q) ∈ RN such that

ϕλ (p,q) = ϕ
(
i(p), j(q)

)
+
‖p− i(p)‖s

s

sλ s +
‖q− j(q)‖s

s

sλ s . (13.16)

Lemma 13.1. The regularized functional ϕλ satisfies the following properties:

(i) ϕλ (p,q)→ ϕ(p,q) as λ → 0+.
(ii) ϕλ (p,q)≤ ϕ(0,0)+ ‖q‖s

s+‖p‖s
s

sλ s .
(iii) ϕ∗

λ
(p,q) = ϕ∗(p,q)+ λ r

r (‖p‖r
r +‖q‖r

r).

Proof. (i) and (ii) are easy. For (iii), we have

ϕ
∗
λ
(p,q) = sup

u,v∈RN
{u · p+ v ·q−ϕλ (u,v)}

= sup
u,v∈RN

{
u · p+ v ·q− inf

z,w∈RN

{
ϕ(z,w)+

‖z−u‖s
s +‖w− v‖s

s

sλ s

}}
= sup

u,v∈RN
sup

z,w∈RN

{
u · p+ v ·q−ϕ(z,w)− ‖z−u‖s

s

sλ s − ‖w− v‖s
s

sλs

}
= sup

z,w∈RN
sup

u,v∈RN

{
(u− z) · p+(v−w) ·q+ z · p+w ·q−ϕ(z,w)

−‖z−u‖s
s +‖w− v‖s

s

sλ s

}
= sup

z,w∈RN
sup

u1,v1∈RN

{
u1 · p+ v1 ·q−

‖u1‖s
s

sλ s − ‖v1‖s
s

sλ s

+z · p+w ·q−ϕ(z,w)
}

= sup
u1,v1∈RN

{
u1 · p+ v1 ·q−

‖u1‖s
s

sλ s − ‖v1‖s
s

sλ s

}
+ sup

z,w∈RN
{z · p+w ·q−ϕ(z,w)}

=
λ r

r
(‖p‖r

r +‖q‖r
r)+ϕ

∗(p,q).
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Lemma 13.2. For every λ > 0, there exists (pλ ,qλ ) ∈ X ×X such that pλ (0) =
p0,qλ (0) = q0, and {

ṗλ ∈ ∂2ϕ
(
iλ (pλ ), jλ (qλ )

)
−q̇λ ∈ ∂1ϕ

(
iλ (pλ ), jλ (qλ )

)
.

Proof. Consider the Cauchy problem associated to ϕλ . By Proposition 13.2, there
exists (pλ ,qλ ) ∈ X ×X such that pλ (0) = p0,qλ (0) = q0, and

I(pλ ,qλ ) =
∫ T

0

[
ϕλ (pλ ,qλ )+ϕ

∗
λ
(−q̇λ , pλ )+ q̇λ · pλ − ṗλ ·qλ

]
dt = 0,(13.17)

yielding  ṗλ ∈ ∂2ϕλ (pλ ,qλ )
−q̇λ ∈ ∂1ϕλ (pλ ,qλ )

pλ (0) = p0, qλ (0) = q0,
(13.18)

while

ϕλ (pλ ,qλ ) = ϕ
(
iλ (pλ ), jλ (qλ )

)
+
‖pλ − iλ (pλ )‖s

s

sλ s +
‖qλ − jλ (qλ )‖s

s

sλ s . (13.19)

To relate (pλ ,qλ ) to the original Hamiltonian, use (13.17) and Legendre-Fenchel
duality to write

ϕλ (pλ ,qλ )+ϕ
∗
λ
(−q̇λ , pλ )+ q̇λ · pλ − ṗλ ·qλ = 0 ∀t ∈ (0,T ). (13.20)

Part (iii) of Lemma 13.1, together with (13.18) and (13.19), gives

0 = ϕ
(
iλ (pλ ), jλ (qλ )

)
+
‖pλ − iλ (qλ )‖s

s +‖qλ − jλ (qλ )‖s
s

sλ s

+ϕ
∗(−q̇λ , ṗλ )+

λ r

r

(
‖ ṗλ‖r

r +‖q̇λ‖r
r
)

(13.21)

+q̇λ · pλ − ṗλ ·qλ .

Note that

pλ · q̇λ =
(

pλ − iλ (pλ )
)
· q̇λ + iλ (pλ ) · q̇λ

ṗλ ·qλ =
(
qλ − jλ (qλ )

)
· ṗλ +

(
ṗλ · jλ (qλ )

)
. (13.22)

By Young’s inequality, we have

∣∣(pλ − iλ (pλ )
)
· q̇λ

∣∣ ≤ ‖pλ − iλ (pλ )‖s
s

sλ s +
λ r

r
‖q̇λ‖r

r, (13.23)∣∣(qλ − jλ (qλ )
)
· ṗλ

∣∣ ≤ ‖qλ − jλ (qλ )‖s
s

sλ s +
λ r

r
‖ṗλ‖r

r. (13.24)

Combining the last three inequalities gives
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0 = ϕ
(
iλ (pλ ), jλ (qλ )

)
+
‖pλ − iλ (qλ )‖s

s +‖qλ − jλ (qλ )‖s
s

sλ s

+ϕ
∗(−q̇λ , ṗλ )+

λ r

r
(‖ṗλ‖r

r +‖q̇λ‖r
r)

+
(

pλ − iλ (pλ )
)
· q̇λ + iλ (pλ ) · q̇λ − (qλ − jλ (qλ ) · ṗλ − ṗλ · jλ (qλ ))

≥ ϕ
(
iλ (pλ ), jλ (qλ )

)
+
‖pλ − iλ (qλ )‖s

s +‖qλ − jλ (qλ )‖s
s

sλ s

+ϕ
∗(−q̇λ , ṗλ )+

λ r

r
(‖ṗλ‖r

r +‖q̇λ‖r
r)

+iλ (pλ ) · q̇λ − ṗλ · jλ (qλ )− λ r

r
(‖ ṗλ‖r

r +‖q̇λ‖r
r)

−‖pλ − iλ (pλ )‖s
s +‖qλ − jλ (qλ )‖s

s

sλ s

= ϕ
(
iλ (pλ ), jλ (qλ )

)
+ϕ

∗(−q̇λ , ṗλ )+ iλ (pλ ) · q̇λ − ṗλ · jλ (qλ ).

On the other hand, by the definition of Fenchel-Legendre duality,

ϕ
(
iλ (pλ ), jλ (qλ )

)
+ϕ

∗(−q̇λ , ṗλ )+ iλ (pλ ) · q̇λ − ṗλ · jλ (qλ )≥ 0,

which means we have equality, so that{
ṗλ ∈ ∂2ϕ

(
iλ (pλ ), jλ (qλ )

)
−q̇λ ∈ ∂1ϕ

(
iλ (pλ ), jλ (qλ )

)
.

Lemma 13.3. With the above notation, the following estimate holds:

1. sup
t∈(0,T )

|qλ − jλ (qλ )|+ |pλ − iλ (pλ )| ≤ cλ , where c is a constant.

2. If ϕ(p,q)→∞ as |p|+ |q| →∞, then sup
t∈(0,T )
λ>0

|qλ |+ | jλ (qλ )|+ |pλ |+ |iλ (pλ )|< ∞.

3. sup
t∈[0,T ],λ>0

|ṗλ (t)|+ |q̇λ (t)|< +∞.

Proof. (1) For every λ > 0 and t ∈ (0,T ), multiply the first equation of (13.18) by
q̇λ and the second one by ṗλ to get{

ṗλ q̇λ = q̇λ ∂2ϕλ (pλ ,qλ ),
−q̇λ pλ = ṗλ ∂1ϕλ (pλ ,qλ ).

So d
dt ϕλ (pλ ,qλ ) = 0 and ϕλ

(
pλ (t),qλ (t)

)
= ϕλ

(
p(0),q(0)

)
≤ ϕ

(
p(0),q(0)

)
:=

c < +∞. Hence, it follows from (13.19) that

ϕ
(
iλ (pλ (t)), jλ (qλ (t))

)
+
‖pλ − iλ (pλ )‖s

s +‖qλ − jλ (qλ )‖s
s

sλ s ≤ c,

which yields supt∈(0,T ] |qλ − jλ (qλ )|+ |pλ − iλ pλ | ≤ cλ and



13.2 The Cauchy problem for Hamiltonian flows 247

sup
t∈(0,T ]

ϕ
(
iλ
(

pλ (t)
)
, jλ
(
qλ (t)

))
< +∞.

(2) Since ϕ is coercive the last equation gives supt∈(0,T )λ | jλ (qλ )|+ |iλ pλ |< ∞,
which together with (1) proves claim (2).

(3) Since−α < ϕ(p,q)≤ β |p|r +β |q|r +β with r > 2, an easy calculation shows
that if (p∗,q∗) ∈ ∂ϕ(p,q), then

|p∗|+ |q∗| ≤
{

s(2β )
r
s (|p|+ |q|+α +β )+1

}r−1
. (13.25)

Since by Lemma 13.1 we have (ṗλ ,−q̇λ ) = ∂ϕ(iλ (pλ ), jλ (qλ )), it follows that

|ṗλ |+ |q̇λ | ≤
{

s(2β )
r
s (|iλ (pλ )|+ | jλ (qλ )|+α +β )+1

}r−1
, (13.26)

which together with (1) and (2) proves the desired result.

End of proof of Theorem 13.1: From Lemma 13.1, we have∫ T

0

[
ϕ
(
iλ (pλ ), jλ (qλ ))+ϕ

∗(−q̇λ , ṗλ )+ q̇λ · iλ (pλ )− ṗλ · jλ (qλ )
]

dt = 0, (13.27)

while pλ (0) = p0 and qλ (0) = q0. By Lemma 13.3, ṗλ and q̇λ are bounded in
L2(0,T ;RN) so there exists (p,q) ∈ X ×X such that ṗλ ⇀ ṗ and q̇λ ⇀ q̇ weakly
in L2(0,T ;RN) and pλ → p and qλ → q strongly in L∞(0,T ;RN). So again by
Lemma 13.3, iλ (pλ )→ p and jλ (qλ )→ q strongly in L∞(0,T ;RN). Hence, by let-
ting λ → 0 in (13.27), we get

∫ T
0 [ϕ(p,q)+ϕ∗ (−q̇, ṗ)+ q̇ · p− ṗ ·q] dt ≤ 0, which

means p(0) = p0 and q(0) = q0 and (p,q) satisfies (13.12).

Exercises 13.A. More on co-Hamiltonians

1. Show directly that the functional I given in Proposition 13.2 is given by

I(p,q) = sup
(r,s)∈E×E

M(r,s; p,q)

= sup
f ,g∈L2

{∫ T

0
[( f ,−g) · (q, p)+ϕ

∗(−q̇, ṗ)−ϕ
∗(−g, f )+ q̇p− ṗ ·q] dt

}
.

2. Show that the map u →
∫ T

0 〈Ju̇(t),u(t)〉dt is weakly continuous on the space A2
R2N ([0,T ]).
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13.3 The Cauchy problem for certain nonconvex gradient flows

Example 13.2. A doubly nonlinear evolution

Consider the doubly nonlinear equation{
∂ψ(−u̇(t)) = DF(u(t)) t ∈ (0,T ),

u(0) = u0,
(13.28)

or equivalently {
−u̇(t) ∈ ∂ϕ(DF(u(t)) x ∈ (0,T )

u(0) = u0,
(13.29)

where ϕ : X →R (resp., ψ = ϕ∗) is convex lower semicontinuous on a reflexive Ba-
nach space X (resp., X∗) and where F : X∗→R is a Fréchet differentiable functional
with differential DF : X∗ → X . We shall assume that X ⊂ H ⊂ X∗ is an evolution
triple in such a way that the following formula holds on the space Xp,q[0,T ], where
1
p + 1

q = 1. ∫ T

0
〈u̇(t),DF(u(t))dt〉= F(u(T ))−F(u(0)). (13.30)

Corollary 13.2. Let ϕ be a convex function on a reflexive Banach space X such that
for some p > 1 and C > 0 we have

−C ≤ ϕ(x)≤C(1+‖x‖p) for all x ∈ X. (13.31)

Let F be a weakly lower semicontinuous Fréchet-differentiable functional on X∗

such that the induced map A : Xp,q[0,T ]→ Lq
X [0,T ] defined by (Au)(t) = DF(u(t))

is weak-to-weak continuous. Then, the infimum of the self-dual functional

I(u) =
∫ T

0

{
ϕ(DF(u(t))+ϕ

∗(−u̇(t))
}

dt +F(u(T ))−F(u(0))

on the set E = {u ∈ Xp,q[0,T ]; u(0) = u0} is equal to zero and is attained at a
solution of equation (13.28).

Proof. Indeed, apply the preceding theorem with the linear operator Λu = u̇ map-
ping Xp,q[0,T ] to Lq

X [0,T ], and the nonlinear weakly continuous map A map-
ping Xp,q[0,T ] to Lq

X∗ [0,T ]. Note that E is a closed convex set such that Λ(E) =
Lq

X∗ [0,T ], and since F is assumed to be weakly lower semicontinuous, we get from
(13.30) that the pair (A,Λ) is regular on the set E. The coercivity condition is now

lim
u∈E,‖u‖Xp,q→+∞

∫ T

0
ϕ
∗(−u̇)dx+F(u(T )) = +∞,

which holds since the growth assumption on ϕ implies that ϕ∗(y)≥C′(1+‖y‖q).
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Example 13.3. A nonconvex gradient flow

Consider the initial-value problem{
−ux = u|u|p−2−u|u|q−2 +1 x ∈ (0,1),
u(0) = 0,

(13.32)

where p > 2 ≥ q > 1.
We reformulate the problem in the following way. Set

A(u) = u|u|q−2 = ∂F(u), (13.33)

where F(u) = 1
q
∫ 1

0 |u|q dx, so that it becomes

−ux = u|u|p−2−A(u)+1 = |A(u)|q′−1)(p−1)−1A(u)−A(u)+1
= ∂ψ

(
A(u)

)
−A(u)+1,

where 1
q + 1

q′ = 1 and

ψ(u) =
1

(q′−1)(p−1)+1

∫ 1

0
|u|(q′−1)(p−1)+1 dx. (13.34)

Problem (13.32) is now equivalent to{
−ux ∈ ∂ψ

(
A(u)

)
−A(u)+1

u(0) = 0.
(13.35)

Moreover, by considering the convex functional defined by

ϕ(u) =
1

(p−1)(q′−1)+1

∫ 1

0
e2τ |e−τ u|(p−1)(q′−1)+1 dx+

1
2

∫ 1

0
τx|u|2 dx+

∫ 1

0
udx

for an appropriate function τ ∈C1([0,1]), we get that any solution ū to{
−ux ∈ ∂ϕ

(
A(u)

)
u(0) = 0 (13.36)

yields a solution v̄(x) := e−τ(x)ū(x) to equation (13.32).
In order to solve (13.36), we set p# = (q′−1)(p−1)+1 and its conjugate q# =

1+ 1
(q′−1)(p−1) , and consider the Banach space X = Lp#

[0,1], its dual X∗ = Lq#
[0,1],

and the space
Z = {u ∈ Lp#

[0,1]; ux ∈ Lq#
[0,1]}.

Since p > 2 ≥ q > 1, we have that X ⊂ L2 ⊂ X∗, and it is therefore easy to prove
that A : Z → X and Λu = u̇ from Z to X∗ are weak-to-weak continuous. Moreover,
we have
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0
〈ux,Au(x)dx〉=

∫ 1

0
uxu|u|q−2 dx =

|u(1)|q

q
− |u(0)|q

q
(13.37)

and therefore weakly lower semicontinuous on Z. Finally, the set E = {u∈ Z; u(0) =
0} is closed and convex and Λ(E) = X∗ = Lq#

[0,1]. Now we can conclude since the
functional

I(u) =
∫ T

0

{
ϕ(∇F(u(t)))+ϕ

∗(−u̇(t))
}

dt +
|u(1)|q

q

is self-dual and coercive on E, and therefore its infimum is attained at ū in such a
way that v̄ = e−τ ū is a solution of equation (13.32).

Exercises 13.B. More on co-Hamiltonians

1. Let Z be a reflexive Banach space, and let ϕ : X → R∪{+∞} be proper, convex, and lower
semicontinuous on a reflexive space X . Suppose Λ : D(Λ) ⊂ Z → X∗ is a linear operator, and
(b1,b2) : D(b1,b2) ⊂ Z× x → H1 ×H2 are linear operators into a Hilbert space H1 ×H2. F :
D(F) ⊂ Z → X , a not necessarily linear weak-to-weak continuous map, such that for every
x ∈ D(Λ)∩D(F)∩D(b1,b2),

〈Λx,F(x)〉= ψ(x)+ `2(b2x)− `1(b1x),

where `2 : H2 → R∪ {+∞} (resp., `1 : H1 → R∪ {+∞}) are bounded below weakly lower
semicontinuous functions on H1 (resp., H2), and ψ is weakly lower semicontinuous on Z.
Suppose E is a closed convex subset of Z such that for some a ∈ H1 we have

E ⊂ D(Λ)∩D(F)∩D(b1,b2)∩{x ∈ X : b1x = a}

and
Λ(E) is dense in X∗.

a. Show that the functional

I(z) = ϕ(F(z))+ϕ
∗(−Λz)+ 〈Λz,F(z)〉

is self-dual on E and write its antisymmetric Hamiltonian.
b. Show that the problem {

−Λu ∈ ∂ϕ
(
F(u)

)
b1(u) = a

can be solved, provided ϕ∗(−Λz)
‖z‖ →+∞ as ‖z‖Z → ∞.

2. Fill in the details in Example 13.3.
3. Develop a self-dual variational approach to initial-value problems of the form

f ∈ d
dt

S1(u)+S2(u) (13.38)

where S1 and S2 are two maximal monotone operators.
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Further comments

The self-dual approach to the Cauchy problem for Hamiltonian flows appeared in
Ghoussoub-Moameni [62]. Doubly nonlinear evolutions have a long history starting
probably with Barbu [16]. See also Arai [3], Senba [142] and Colli and Visentin
[39] for a Hilbertian framework, and Colli [38] and Visentin [159], [158] in Banach
space settings. Fo more recent work, we refer to Stefanelli [151], [147], [152], and
to Mielke et al. [111], [107], [102], [112], and [108]. For equations of the form
(13.38), we refer to the recent work of Stefanelli [145], and [146] and the references
therein.





Chapter 14
Direct Sum of Self-dual Functionals and
Hamiltonian Systems

This chapter extends the results of Chapter 9. The context is similar, as we assume
that a system of linear equations

Γix = pi, i = 1, ...,n,

with Γi being a linear operator from a Banach space Z into the dual of another one Xi,
can be solved for any pi ∈ X∗. We then investigate when one can solve variationally
the semilinear system of equations

Γix ∈ ∂ϕi(Aix),

where each Ai is a bounded linear operator from Z to Xi. Unlike Chapter 9, where

we required
n
∑

i=1
〈Aiz,Γiz〉 to be identically zero, here we relax this assumption con-

siderably by only requiring that the map

z →
n
∑

i=1
〈Aiz,Γiz〉 be weakly upper semicontinuous

as long as we have some control of the form∣∣∣ n

∑
i=1
〈Aiz,Γiz〉

∣∣∣≤ n

∑
i=1

αi‖Γiz‖2

for some αi ≥ 0. In this case, the growth of the potentials ϕi should not exceed a
quadratic growth of factor 1

2αi
. This result is then applied to derive self-dual vari-

ational resolutions to periodic solutions of Hamiltonian systems as well as orbits
connecting certain Lagrangian submanifolds.

253
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14.1 Self-dual systems of equations

We first state the following general result.

Theorem 14.1. Consider n reflexive Banach spaces X1,X2, ....,Xn, bounded linear
operators Bi acting on each Xi, and Bi-self-dual Lagrangians Li on Xi × X∗

i for
i = 1, ...,n. Let Z be a reflexive Banach space and let Γi : Z → X∗

i be bounded linear
operators such that Γ := (Γ1,Γ2, ...,Γn) maps a closed convex subset E of Z onto
Dom2(L1)×Dom2(L2)× ...×Dom2(Ln)⊂ Π n

i=1X∗
i . Consider also bounded linear

operators Ai : Z → Xi such that the map

z →
n
∑

i=1
〈BiAiz,Γiz〉 is weakly upper semicontinuous on E. (14.1)

1. The functional

I(z) =
n

∑
i=1

Li(Aiz,Γiz)−〈BiAiz,Γiz〉 (14.2)

is self-dual on E with corresponding AS-Hamiltonian

M(z,w) =
n

∑
i=1

H̃Li(B
∗
i Γiz,Γiw)+ 〈BiAiz,Γi(w− z)〉, (14.3)

where for each i = 1, ...,n, H̃Li is the co-Hamiltonian on X∗
i ×X∗

i associated to
Li.

2. If the coercivity condition

lim
z∈E,‖z‖→+∞

n
∑

i=1
H̃Li(B

∗
i Γiz,0)−〈BiAiz,Γiz〉= +∞, (14.4)

holds, then the infimum of the functional I over E is zero and is attained at x̄ ∈ E,
which then solves the system of equations

Γix̄ ∈ ∂ BiLi(Aix̄) for i = 1, ...,n. (14.5)

Proof. First, it is clear that I is nonnegative since each Li is Bi-self-dual. Now write
for any z ∈ Z

I(z) =
n

∑
i=1

Li(Aiz,Γiz)−〈BiAiz,Γiz〉

=
n

∑
i=1

L∗i (B
∗
i Γiz,BiAiz)−〈BiAiz,Γiz〉

=
n

∑
i=1

sup
{
〈B∗i Γiz,xi〉+ 〈BiAiz,wi〉−Li(xi,wi);xi ∈ Xi,wi ∈ X∗

i
}

−
n

∑
i=1
〈BiAiz,Γiz〉
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=
n

∑
i=1

sup
{

H̃Li(B
∗
i Γiz,wi)+ 〈BiAiz,wi〉;wi ∈ X∗

i
}
−

n

∑
i=1
〈BiAiz,Γiz〉

=
n

∑
i=1

sup
{

H̃Li(B
∗
i Γiz,wi)+ 〈BiAiz,wi〉;wi ∈ Dom2(Li)

}
−

n

∑
i=1
〈BiAiz,Γiz〉

= sup

{
n

∑
i=1

H̃Li(B
∗
i Γiz,Γiw)+ 〈BiAiz,Γiw〉;w ∈ E

}
−

n

∑
i=1
〈BiAiz,Γiz〉

= sup

{
n

∑
i=1

H̃Li(B
∗
i Γiz,Γiw)+ 〈BiAiz,Γi(w− z)〉;w ∈ E

}
.

For (2), use the coercivity condition and Theorem 12.2 to deduce the existence
of z̄ such that

0 =
n

∑
i=1

Li(Aiz̄,Γiz̄)−〈BiAiz̄,Γiz̄〉.

Again, since each term is nonnegative , we get that Li(Aiz̄,Γiz̄)−〈BiAiz̄,Γiz̄〉= 0 for
each i = 1, ...,n, and therefore

(B∗i Γiz̄,BiAiz̄) ∈ ∂Li(Aiz̄,Γiz̄).

The following is a major improvement on Corollary 9.1.

Theorem 14.2. For i = 1, ...,n, we consider Γi : Z → X∗
i to be bounded linear op-

erators from a reflexive Banach space Z into the dual of a Banach space Xi such
that (Γi)i is an isomorphism from Z onto Π n

i=1X∗
i . Let Ai : Z → Xi be bounded linear

operators and scalars αi ≥ 0, i = 1, ...,n such that

z →
n
∑

i=1
〈Aiz,Γiz〉 is weakly upper semicontinuous on Z (14.6)

and ∣∣∣ n
∑

i=1
〈Aiz,Γiz〉

∣∣∣≤ n
∑

i=1
αi‖Γiz‖2 for z ∈ Z. (14.7)

Consider bounded below, convex, and lower semicontinuous functions Φi on Xi (1≤
i ≤ n) such that for 1 ≤ i ≤ k there are βi > 0 so that

0 ≤ αi < 1
2βi

and Φi(x)≤ βi
2 (‖x‖2 +1) for all x ∈ Xi, (14.8)

while for k +1 ≤ i ≤ n we have

Φi(0) < +∞ and lim
‖p‖→∞

Φ∗
i (p)
‖p‖2 ≥ αi. (14.9)

Assuming the coercivity condition

lim
‖z‖→+∞

n

∑
i=1

[
Φi(Aiz)+Φ

∗
i (Γiz)+αi‖Γiz‖2]= +∞, (14.10)
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then there exists a solution to the system

Γiz ∈ ∂Φi(Aiz) for all i = 1, ...n. (14.11)

It is obtained as the minimum of the nonnegative functional

I(z) =
n

∑
i=1

Φi(Aiz)+Φ
∗
i (Γiz)−〈Aiz,Γiz〉 (14.12)

over Z, which is then equal to zero.

We start with the following lemma, which proves the theorem above under stronger
boundedness conditions.

Lemma 14.1. Let Γi : Z → X∗
i be bounded linear operators from a reflexive Banach

space Z into the dual of a Banach space Xi such that (Γi)i is an isomorphism from
Z onto Π n

i=1X∗
i . Consider bounded linear operators Ai : Z → Xi such that (14.6) is

satisfied. Let (αi)n
i=1 be scalars such that for some p > 1∣∣∣ n

∑
i=1
〈Aiz,Γiz〉

∣∣∣≤ n
∑

i=1
αi‖Γiz‖p

Xi
for z ∈ Z. (14.13)

Consider convex lower semicontinuous functions Φi on Xi verifying, for some εi > 0,
βi > 0, r > 1,

εi(‖x‖r −1)≤ Φi(x)≤ βi
q (‖x‖q +1) for all x ∈ Xi, (14.14)

where 1
p + 1

q = 1. Assuming that

0 ≤ αi <
β

1−p
i
p for i = 1, ...,n, (14.15)

then there exists a solution to the system (14.11). It is obtained as the minimum over
Z of the self-dual functional I given in (14.12), which is then equal to zero.

Proof. This is a direct application of Proposition 14.1 applied to the self-dual La-
grangians Li(x, p) = Φi(x)+Φ∗

i (p). The AS-Hamiltonian M associated to the self-
dual functional I is then

M(z,w) =
n

∑
i=1

Φ
∗
i (Γiz)−Φ

∗
i (Γiw)+ 〈Aiz,Γi(w− z)〉. (14.16)

In order to check the coercivity condition, we write

M(z,0) =
n

∑
i=1

Φ
∗
i (Γiz)−Φ

∗
i (0)−〈Aiz,Γiz〉

≥
n

∑
i=1

(
β

1−p
i
p

‖Γiz‖p− βi

q

)
−

n

∑
i=1

Φ
∗
i (0)−

n

∑
i=1

αi‖Γiz‖p
Xi
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≥
n

∑
i=1

(
β

1−p
i
p

−αi

)
‖Γiz‖p−C,

and hence, M(z,0)→+∞ whenever ‖z‖→∞. It follows that there exists z̄ ∈ Z such
that

0 = I(z̄) =
n

∑
i=1

Φi(Aiz̄)+Φ
∗
i (Γiz̄)−〈Aiz̄,Γiz̄〉,

yielding Φi(Aiz̄)+ Φ∗
i (Γiz̄)−〈Aiz̄,Γiz̄〉 = 0 for i = 1, ...n, and hence z̄ satisfies sys-

tem (14.11).

Proof of Theorem 14.2. We shall use inf-convolution to relax the boundedness
condition on Φi in the lemma above. We first assume that, for all 1≤ i≤ n, we have

Ci ≤ Φi(x)≤ βi
2 (‖x‖2 +1) for all x ∈ Xi, and αi < 1

2βi
. (14.17)

In this case, the convex functions Φi,ε(x) = Φi(x)+ ε

2‖x‖2 clearly satisfy the condi-
tions of Lemma 14.1, provided ε is chosen small enough so that for 1 ≤ i ≤ n

0 ≤ αi <
1

2(βi + ε)
,

and therefore we can find zε ∈ Z such that the minimum of the self-dual functional

Iε(z) =
n

∑
i=1

Φi,ε(Aiz)+Φ
∗
i,ε(Γiz)−〈Aiz,Γiz〉 (14.18)

over Z is attained at zε and Iε(zε) = 0. We now show that (zε)ε is bounded in Z.
Indeed, the fact that Iε(zε) = 0 coupled with (14.7) yields that

n

∑
i=1

Φi,ε(Aizε)+Φ
∗
i,ε(Γizε)−

n

∑
i=1

αi‖Γizε‖2 ≤ 0. (14.19)

This, combined with the bounds on (Φi)n
i=1, guarantees the existence of C > 0 inde-

pendent of ε such that

n

∑
i=1

( 1
2(βi + ε)

−αi

)
‖Γizε‖2 ≤C.

It follows that (zε)ε is bounded in Z, and therefore there exists z̄ such that zε → z̄
weakly as ε → 0. Write now

Φ
∗
i,ε(Γizε) = inf

{
Φ
∗
i (v)+

1
2ε
‖Γizε − v‖2; v ∈ X∗

i

}
,

where the infimum is attained at some vi
ε ∈ X∗

i in such a way that Φ∗
i,ε(Γizε) =

Φ∗
i (vi

ε)+ 1
2ε
‖Γizε − vi

ε‖2. The boundedness of (zε)ε in Z yields that there is C > 0
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independent of ε such that

Φ
∗
i (vi

ε)+
1

2ε
‖Γizε − vi

ε‖2 = Φ
∗
i,ε(Γizε)≤C,

and since Φ∗
i is bounded below, we get that ‖Γizε − vi

ε‖ ≤ Cε , which means that
vi

ε → Γiz̄ weakly in X∗
i for every i = 1, ...,n.

Since now each Φ∗
i is convex and (weakly) lower semicontinuous, we get

Φ
∗
i (Γiz̄) ≤ liminf

ε→0
Φ
∗
i (vi

ε)

≤ liminf
ε→0

Φ
∗
i (vi

ε)+
1

2ε
‖Γizε − vi

ε‖2

= liminf
ε→0

Φ
∗
i,ε(Γizε).

Similarly, we have

Φi(Aiz̄)≤ liminf
ε→0

Φi(Aizε)≤ liminf
ε→0

Φi(Aizε)+
ε

2
‖zε‖2 = liminf

ε→0
Φi,ε(Aizε).

These, combined with the weak upper semicontinuity of z →
n
∑

i=1
〈Aiz,Γiz〉 on Z, fi-

nally yields

I(z̄) =
n

∑
i=1

Φi(Aiz)+Φ
∗
i (Γiz)−〈Aiz,Γiz〉

≤
n

∑
i=1

[
liminf

ε→0
Φi,ε(Aizε)+ liminf

ε→0
Φ
∗
i,ε(Γizε)

]
+ liminf

ε→0

n

∑
i=1

−〈Aizε ,Γizε〉

≤ liminf
ε→0

Iε(zε)

= 0.

On the other hand, I(z) ≥ 0 for every z ∈ X , and the proof is complete under the
assumption (14.17).

Now, for the general case, we only assume that for 1 ≤ i ≤ k

Ci ≤ Φi(x)≤ βi
2 (‖x‖2 +1) for all x ∈ Xi, (14.20)

while for k +1 ≤ i ≤ n we have

Φi(0) < +∞ and lim
‖p‖→∞

Φ∗
i (p)
‖p‖2 ≥ αi. (14.21)

In this case, we use inf-convolution on {Φi; k + 1 ≤ i ≤ n} and define for λ >

0 the convex functional Φi,λ (x) = inf
{

Φi(y)+ λ

2 ‖x− y‖2; y ∈ Xi

}
in such a way

that their conjugates are Φ∗
i,λ (v) = Φ∗

i (v)+ 2
λ
‖v‖2. Note that Φi,λ are also bounded
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below, and since Φi(0) < +∞ for i = k +1, ...,n, we have that Φ∗
i and consequently

Φ∗
i,λ is bounded below for all i = k +1, ...,n.
The first part of the proof applies to

{
Φ1, ...,Φk,Φk+1,λ , ...,Φn,λ

}
as long as λ is

small enough so that αi < 2
λ

for all i = k +1, ...,n. We then obtain for each λ > 0 a
zλ ∈ Z such that the minimum of the self-dual functional

Iλ (z) =
k

∑
i=1

[
Φi(Aiz)+Φ

∗
i (Γiz)−〈Aiz,Γiz〉

]
+

n

∑
i=k+1

[
Φi,λ (Aiz)+Φ

∗
i,λ (Γiz)−〈Aiz,Γiz〉

]
over Z is attained at zλ and Iλ (zλ ) = 0. We shall show that (zλ )λ is bounded in Z.
Indeed, combining again the fact that Iλ (zλ ) = 0 and (14.7) yields that

k

∑
i=1

[
Φi(Aizλ ) + Φ

∗
i (Γizλ )

]
(14.22)

+
n

∑
i=k+1

[
Φi,λ (Aizλ )+Φ

∗
i,λ (Γizλ )

]
−

n

∑
i=1

αi‖Γizλ‖2 ≤ 0.

From the lower bounds on Φ∗
i (1 ≤ i ≤ k), we get

k

∑
i=1

[
Φi(Aizλ ) +

( 1
2βi

−αi

)
‖Γizλ‖2

]
+

n

∑
i=k+1

[
Φi,λ (Aizλ )+Φ

∗
i,λ (Γizλ )−αi‖Γizλ‖2]≤ 0. (14.23)

This, combined with the lower bounds on (Φi)n
i=1, guarantees the existence of C > 0

independent of λ such that

k

∑
i=1

( 1
2βi

−αi

)
‖Γizλ‖2 +

n

∑
i=k+1

[
Φ
∗
i,λ (Γizλ )−αi‖Γizλ‖2]≤C.

It follows that
n
∑

i=k+1

[
Φ∗

i (Γizλ )+ ( 2
λ
−αi)‖Γizλ‖2

]
≤ C, and in view of (14.9) this

means that (‖Γizλ‖)λ is bounded for each i ∈ {k,k +1, ...,n}. Since Φ∗
i is bounded

below for all such i′s, we get that
k
∑

i=1
‖Γizλ‖2 is also bounded. In other words, we

have in view of (14.23) and the fact that Φi,λ and Φ∗
i,λ are bounded below, that

k
∑

i=1

[
Φi(Aizλ )+αi‖Γizλ‖2

]
≤C1 (14.24)

and
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n

∑
i=k+1

[
Φi,λ (Aizλ )+Φ

∗
i,λ (Γizλ )

]
≤C2. (14.25)

It follows that
n
∑

i=1

[
Φi(Aizλ ) + Φ∗

i (Γizλ ) + αi‖Γizλ‖2
]

< +∞. Using the coercivity

condition (14.10), we conclude that (zλ )λ is necessarily bounded in Z, and therefore
there exists z̄ such that zλ → z̄ weakly as λ → 0. Therefore

Φi(Aiz̄)+Φ
∗
i (Γiz̄)≤ liminf

λ→0
[Φi(Aizλ )+Φ

∗
i (Γizλ )]

for 1≤ i≤ k, and from (14.25) combined with Lemma 3.3, we get for k +1≤ i≤ n
that

Φi(Aiz̄)+Φ
∗
i (Γiz̄)≤ liminf

λ→0
[Φi,λ (Aizλ )+Φ

∗
i,λ (Γizλ )].

The last two assertions, coupled with the weak upper semicontinuity of z →
n
∑

i=1
〈Aiz,Γiz〉 on Z, give

I(z̄) =
n

∑
i=1

Φi(Aiz)+Φ
∗
i (Γiz)−〈Aiz,Γiz〉

≤
k

∑
i=1

liminf
λ→0

[
Φi(Aizλ )+Φ

∗
i (Γizλ )

]
+

n

∑
i=k+1

liminf
λ→0

[
Φi,λ (Aizλ )+Φ

∗
i,λ (Γizλ )

]
+ liminf

λ→0

n

∑
i=1

−〈Aizλ ,Γizλ 〉

≤ liminf
λ→0

Iλ (zλ )

= 0.

On the other hand, I(z)≥ 0 for all z∈ X , and the proof of Theorem 14.2 is complete.

14.2 Periodic orbits of Hamiltonian systems

For a given Hilbert space H, we consider the subspace H1
T of A2

H consisting of all
periodic functions, equipped with the norm induced by A2

H . We also consider the
space H1

−T consisting of all functions in A2
H that are antiperiodic, i.e. u(0) =−u(T ).

The norm of H1
−T is given by ‖u‖H1

−T
= (

∫ T
0 |u̇|2 dt)

1
2 . We start by establishing a

few useful inequalities on H1
−T that can be seen as the counterparts of Wirtinger’s

inequality,∫ T

0
|u|2 dt ≤ T 2

4π2

∫ T

0
|u̇|2 dt for u ∈ H1

T and
∫ T

0
u(t)dt = 0, (14.26)
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and the Sobolev inequality on H1
T ,

‖u‖2
∞ ≤

T
12

∫ T

0
|u̇|2 dt for u ∈ H1

T and
∫ T

0
u(t)dt = 0. (14.27)

Proposition 14.1. If u ∈ H1
−T , then

∫ T

0
|u|2 dt ≤ T 2

π2

∫ T

0
|u̇|2 dt (14.28)

and

‖u‖2
∞ ≤

T
4

∫ T

0
|u̇|2 dt. (14.29)

Proof. Since u(0)=−u(T ), it has the Fourier expansion u(t)=
∞

∑
k=−∞

uk exp( (2k−1)iπt
T ).

The Parseval equality implies that∫ T

0
|u̇|2 dt =

∞

∑
k=−∞

T
(
(2k−1)2

π
2/T 2)|uk|2 ≥

π2

T 2

∞

∑
k=−∞

T |uk|2 =
π2

T 2

∫ T

0
|u|2 dt.

On the other hand, the Cauchy-Schwarz inequality yields for t ∈ [0,T ],

|u(t)|2 ≤

(
∞

∑
k=−∞

|uk|

)2

≤

[
∞

∑
k=−∞

T
π2(2k−1)2

][
∞

∑
k=−∞

T
(
(2k−1)2

π
2/T 2)|uk|2

]

=
T
π2

∞

∑
k=−∞

1
(2k−1)2

∫ T

0
|u̇|2 dt,

and we conclude by noting that ∑
∞
k=−∞

1
(2k−1)2 = π2

4 .

Proposition 14.2. Consider the space A2
X where X = H ×H, and let J be the sym-

plectic operator on X defined as J(p,q) = (−q, p).

1. If H is any Hilbert space, then for every u ∈ A2
X∣∣∣∣∫ T

0
〈Ju̇,u〉dt +

〈
J

u(0)+u(T )
2

,u(T )−u(0)
〉∣∣∣∣≤ T

2

∫ T

0

∣∣u̇(t)
∣∣2 dt.

2. If H is finite-dimensional, then∣∣∣∣∫ T

0
〈Ju̇,u〉dt +

〈
J

u(0)+u(T )
2

,u(T )−u(0)
〉∣∣∣∣≤ T

π

∫ T

0

∣∣u̇(t)
∣∣2 dt.
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Proof. For part (1), note that each u ∈ A2
X can be written as

u(t) =
1
2

(∫ t

0
u̇(s)ds−

∫ T

t
u̇(s)ds

)
+

u(0)+u(T )
2

,

where v(t) = u(t)− u(0)+u(T )
2 = 1

2

(∫ t
0 u̇(s)ds−

∫ T
t u̇(s)ds

)
clearly belongs to H1

−T .
Multiplying both sides by Ju̇ and integrating over [0,T ], we get∫ T

0
〈Ju̇, u〉dt =

1
2

∫ T

0

〈∫ t

0
u̇(s)ds−

∫ T

t
u̇(s)ds, Ju̇

〉
dt

+
〈u(0)+u(T )

2
,
∫ T

0
Ju̇(t)dt

〉
.

Hence, ∫ T

0
〈Ju̇,u〉dt −

〈u(0)+u(T )
2

,J
(
u(T )−u(0)

)〉
=

1
2

∫ T

0

〈∫ t

0
u̇(s)ds−

∫ T

t
u̇(s)ds, Ju̇

〉
dt,

and since J is skew-symmetric, we have∫ T

0
〈Ju̇,u〉dt +

〈
J

u(0)+u(T )
2

,u(T )−u(0)
〉

(14.30)

=
1
2

∫ T

0

〈∫ t

0
u̇(s)ds−

∫ T

t
u̇(s)ds, Ju̇

〉
dt. (14.31)

Applying Hölder’s inequality for the right-hand side, we get∣∣∣∣∫ T

0
〈Ju̇,u〉dt +

〈
J

u(0)+u(T )
2

,u(T )−u(0)
〉∣∣∣∣≤ T

2

∫ T

0

∣∣∣u̇(t)
∣∣∣2 dt.

For part (2), set v(t) = u(t)− u(0)+u(T )
2 and note that∫ T

0
〈Ju̇,u〉dt +

〈
J

u(0)+u(T )
2

,u(T )−u(0)
〉

=
∫ T

0
(Jv̇,v)dt. (14.32)

Since v ∈ H1
−T , Hölder’s inequality and Proposition 14.1 imply,∣∣∣∣∫ T

0
〈Jv̇,v〉dt

∣∣∣∣ ≤ (∫ T

0
|v|2 dt

) 1
2
(∫ T

0
|Jv̇|2 dt

) 1
2

≤ T
π

(∫ T

0
|v̇|2 dt

) 1
2
(∫ T

0
|Jv̇|2 dt

) 1
2

=
T
π

∫ T

0
|v̇|2 dt =

T
π

∫ T

0
|u̇|2 dt.



14.2 Periodic orbits of Hamiltonian systems 263

Combining this inequality with (14.30) yields the claimed inequality.

Lemma 14.2. If H = RN and X = H×H, then the functional F : A2
X → R

F(u) =
∫ T

0
〈Ju̇,u〉dt +

〈
u(T )−u(0),J

u(T )+u(0)
2

〉
is weakly continuous.

Proof. Let uk be a sequence in A2
X that converges weakly to u in A2

X . The injection
A2

X into C([0,T ];X) with natural norm ‖ ‖∞ is compact. Hence uk → u strongly in
C([0,T ];X) and specifically uk(T )→ u(T ) and uk(0)→ u(0) strongly in X . There-
fore

lim
k→+∞

〈
uk(T )−uk(0),J

uk(T )+uk(0)
2

〉
=
〈

u(T )−u(0),J
u(T )+u(0)

2

〉
.

Since H is finite-dimensional, we use again that u →
∫ T

0 〈Ju̇,u〉dt is weakly contin-
uous on A2

X [0,T ] (Proposition 1.2 in [96]), which together with (14.33) implies that
F is weakly continuous on A2

X [0,T ].

Periodic orbits for Hamiltonian systems

We now establish the following existence result.

Theorem 14.3. Let ϕ : [0,T ]× X → R be a time-dependent, convex, and lower
semicontinuous function, and let ψ : X → R∪{∞} be convex and lower semicon-
tinuous on X such that the following conditions are satisfied. There exists β > 0,
γ,α ∈ L2(0,T ;R+) such that:

(B1) −α(t)≤ ϕ(t,u)≤ β

2 |u|
2 + γ(t) for every u ∈ H and all t ∈ [0,T ].

(B2)
∫ T

0 ϕ(t,u)dt →+∞ as ‖u‖2 →+∞.
(B3) ψ is bounded from below and 0 ∈ Dom(ψ).

(1) For any T < π

2β
, the infimum on A2

X of the nonnegative functional

I1(u) =
∫ T

0
[ϕ(t,u(t))+ϕ

∗(t,−Ju̇(t))+ 〈Ju̇(t),u(t)〉]dt (14.33)

+
〈

u(T )−u(0),J
u(0)+u(T )

2

〉
+ψ

(
u(T )−u(0)

)
+ψ

∗
(
− J

u(0)+u(T )
2

)
is equal to zero and is attained at a solution of{

−Ju̇(t) ∈ ∂ϕ
(
t,u(t)

)
−J u(T )+u(0)

2 ∈ ∂ψ
(
u(T )−u(0)

)
.

(14.34)

(2) Under the same assumptions, the infimum on A2
X of the functional
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I2(u) =
∫ T

0

[
ϕ
(
t,u(t)

)
+ϕ

∗(t,−Ju̇(t))+ 〈Ju̇(t),u(t)〉
]

dt

+〈Ju(0),u(T )〉+ψ
(
u(0)

)
+ψ

∗(Ju(T )
)

is also zero and is attained at a solution of{
−Ju̇(t) ∈ ∂ϕ

(
t,u(t)

)
Ju(T ) ∈ ∂ψ

(
u(0)

)
.

(14.35)

Proof. It suffices to apply Theorem 14.2 with Z = A2
X = A2

H×H , X1 = L2
H×H , X2 =

X = H×H, and the isomorphism (Γ1,Γ2) : Z → X∗
1 ×X∗

2 , where

Γ1(u) =−Ju̇(t) and Γ2(u) :=−J u(T )+u(0)
2 , (14.36)

while A1 : Z → X1, and A2 : Z → X2 are defined as

A1(u) := u and A2(u) := u(T )−u(0). (14.37)

Consider now the functional Φ on X1 = L2
H×H defined by Φ1(u) =

∫ T
0 ϕ(t,u(t))dt

and let Φ2(x) = ψ(x) on X2 = H×H. The functional I on Z can be written as

I1(u) = Φ1(A1u)+Φ
∗
1 (Γ1u)−〈A1u,Γ1u〉

+Φ2(A2u)+Φ
∗
2 (Γ2u)−〈A2u,Γ2u〉. (14.38)

From Lemma 14.2, we have that u → 〈A1u,Γ1u〉+ 〈A2u,Γ2u〉 is weakly continuous
on Z, and from part (2) of Proposition 14.2, we have

∣∣〈A1u,Γ1u〉+ 〈A2u,Γ2u〉
∣∣ =

∣∣∣∣∫ T

0
〈Ju̇(t),u(t)〉dt +

〈
u(T )−u(0),J

u(T )+u(0)
2

〉∣∣∣∣
≤ T

π

∫ T

0
|u̇(t)|2 dt.

This means that (14.7) above applies with α1 = T
π

and α2 = 0. Moreover, since 1
2β
−

T
π

> 0, condition (14.14) is satisfied, and since ψ(0) is finite, hypothesis (14.10) also
holds. It remains to show that

L (u) : =
∫ T

0

[
ϕ(t,u(t))+ϕ

∗(t,−Ju̇(t))+‖u̇(t)‖2]dt

+ψ
(
u(T )−u(0)

)
+ψ

∗
(
− J

u(0)+u(T )
2

)
is coercive on Z. But this follows from condition (B2) since ψ and ψ∗ are bounded
below,

L (u)≥
∫ T

0

[
ϕ(t,u(t))+‖u̇(t)‖2]dt−C,
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and
∫ T

0 ϕ(t,u(t))dt → +∞ with
∫ T

0 |u(t)|2dt. It follows that there exists ū ∈ X such
that I(ū) = 0, which yields

I(ū) =
∫ T

0
[ϕ(t, ū)+ϕ

∗(t,−J ˙̄u)+ 〈ū,J ˙̄u〉] dt

+ψ
(
ū(T )− ū(0)

)
+ψ

∗
(
− J

ū(0)+ ū(T )
2

)
+
〈

ū(T )− ū(0),J
ū(0)+ ū(T )

2

〉
= 0.

The result now follows from the following identities and from the limiting case in
Legendre-Fenchel duality:

ϕ(t, ū(t))+ϕ
∗(t,−J ˙̄u(t))+(ū(t),J ˙̄u(t)) = 0,

ψ
(
ū(T )− ū(0)

)
+ψ

∗
(
− J

ū(0)+ ū(T )
2

)
+
〈

ū(T )− ū(0),J
ū(0)+ ū(T )

2

〉
= 0.

Example 14.1. Periodic solutions for Hamiltonian systems

As mentioned earlier, one can choose the boundary Lagrangian ψ appropriately to
solve Hamiltonian systems of the form{

−Ju̇(t) ∈ ∂ϕ(t,u(t))
u(0) = u0, or u(T )−u(0) ∈ K, or u(T ) =−u(0), or u(T ) = Ju(0).

For example:

• For an initial boundary condition x(0) = x0 with a given x0 ∈ H, use the func-
tional I1 with ϕ̄(t,x) = ϕ(t,x− x0) and ψ(x) = 0 at 0 and +∞ elsewhere.

• For periodic solutions x(0) = x(T ), or more generally x(0)− x(T ) ∈ K, where K
is a closed convex subset of H×H, use the functional I1 with ψ chosen as

ψ(x) =
{

0 x ∈ K
+∞ elsewhere.

• For antiperiodic solutions x(0) =−x(T ), use the functional I1 with ψ(x) = 0 for
each x ∈ H.

• For skew-periodic solutions x(0) = Jx(T ), use the functional I2 with ψ(x) =
1
2 |x|

2.

Corollary 14.1. Let ϕ : [0,T ]×X →R be a time-dependent convex and lower semi-
continuous function, and let ψ : X → R∪{∞} be convex and lower semicontinuous
on X such that (B2) and (B3) are satisfied, while (B1) is replaced by:

(B′1) α(t)≤ ϕ(t,u)≤ β

p |u|
p + γ(t) for every u ∈ H and all t ∈ R+,
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for some β > 0, 1≤ p < 2, and γ,α ∈ L2([0,T ];R). Then, there is a solution for the
system (14.35).

Proof. It is an immediate application of Theorem 14.3 since for every ε > 0 there
exists C > 0 such that |x|p ≤ ε|x|2 +C, leading to solutions for arbitrarily large T .

Example 14.2. Periodic solutions for second-order equations

One can also use the method to solve second order systems with convex potential
and with prescribed nonlinear boundary conditions such as

−q̈(t) = ∂ϕ
(
t,q(t)

)
,

− q(0)+q(T )
2 = ∂ψ1

(
q̇(T )− q̇(0)

)
,

q̇(0)+q̇(T )
2 = ∂ψ2

(
q(T )−q(0)

)
,

(14.39)

and  q̈(t) = ∂ϕ
(
t,q(t)

)
,

−q(T ) = ∂ψ1
(
q̇(0)

)
,

q̇(T ) = ∂ψ2
(
q(0)

)
,

(14.40)

where ψ1 and ψ2 are convex lower semicontinuous. One can deduce the following

Corollary 14.2. Let ϕ : [0,T ]×X →R be a time-dependent convex and lower semi-
continuous function, and let ψi : H → R∪{∞}, i = 1,2 be convex and lower semi-
continuous on H. Assume the following conditions. There exists β ∈ (0, π

2T ) and
γ,α ∈ L2(0,T ;R+) such that

(A1) −α(t)≤ ϕ(t,q)≤ β 2

2 |q|
2 + γ(t) for every q ∈ H and a.e. t ∈ [0,T ].

(A2)
∫ T

0 ϕ(t,q)dt →+∞ as |q| →+∞.
(A3) ψ1 and ψ2 are bounded from below, and 0 ∈ Dom(ψi) for i = 1,2.

Then, equations (14.39) and (14.40) have at least one solution in A2
H .

Proof. Define Ψ : H×H →R∪{+∞} by Ψ(p,q) := ψ1(p)+ψ2(q) and Φ : [0,T ]×
H ×H → R by Φ(t,u) := β

2 |p|
2 + 1

β
ϕ
(
t,q(t)

)
, where u = (p,q). It is easily seen

that Φ is convex and lower semicontinuous in u and that

−α(t)≤ Φ(t,u)≤ β

2 |u|
2 + γ(t)

β
and

∫ T
0 Φ(t,u)dt →+∞ as |u| →+∞.

Also, from (A3), the function Ψ is bounded from below and 0 ∈ Dom(Ψ). By The-
orem 14.3, the infimum of the functional

I(u) : =
∫ T

0
[Φ(t,u(t))+Φ

∗(t,−Ju̇(t))+ 〈Ju̇(t),u(t)〉] dt

+
〈

u(T )−u(0),J
u(0)+u(T )

2

〉
+Ψ

(
u(T )−u(0)

)
+Ψ

∗
(
− J

u(0)+u(T )
2

)
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on A2
X is zero and is attained at a solution of{

−Ju̇(t) ∈ ∂Φ(t,u(t))
−J u(T )+u(0)

2 = ∂Ψ(u(T )−u(0)).

Now, if we rewrite this problem for u = (p,q), we get

−ṗ(t) =
1
β

∂ϕ
(
t,q(t)

)
,

q̇(t) = β p(t),

−q(T )+q(0)
2

= ∂ψ
(

p(T )− p(0)
)
,

p(T )+ p(0)
2

= ∂ψ
(
q(T )−q(0)

)
,

and hence, q ∈ A2
H is a solution of (14.39).

As in the case of Hamiltonian systems, one can then solve variationally the dif-
ferential equation −q̈(t) = ∂ϕ

(
t,q(t)

)
with any one of the following boundary con-

ditions:

(i) periodic: q̇(T ) = q̇(0) and q(T ) = q(0);
(ii) antiperiodic: q̇(T ) =−q̇(0) and q(T ) =−q(0);
(iii) Cauchy: q(0) = q0 and q̇(0) = q1 for given q0,q1 ∈ H.

14.3 Lagrangian intersections

We consider again the Hamiltonian system{
ṗ(t) ∈ ∂2ϕ

(
p(t),q(t)

)
t ∈ (0,T )

−q̇(t) ∈ ∂1ϕ
(

p(t),q(t)
)

t ∈ (0,T ), (14.41)

where ϕ : RN ×RN → R is a convex and lower semicontinuous function, but we
now establish the existence of solutions that connect two Lagrangian submanifolds
associated to given convex lower semicontinuous functions ψ1 and ψ2 on RN ; that
is, solutions satisfying

q(0) ∈ ∂ψ1
(

p(0)
)

and − p(T ) ∈ ∂ψ2
(
q(T )

)
. (14.42)

In other words, the Hamiltonian path must connect the graph of ∂ψ1 to the graph
of −∂ψ2, which are typical Lagrangian submanifolds in R2N . First, we consider the
case of a convex Hamiltonian, and we extend it later to the semiconvex case.

Theorem 14.4. Suppose ϕ : R2N → R is a convex lower semicontinuous Hamilto-
nian such that, for some 0 < β < 1

2 and some constants α,γ , we have
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α ≤ ϕ(p,q)≤ β

2 (|p|2 + |q|2)+ γ for all (p,q) ∈ R2N . (14.43)

Let ψ1 and ψ2 be two convex lower semicontinuous and coercive functions on RN

such that one of them (say ψ1) satisfies the following condition:

liminf
|p|→+∞

ψ1(p)
|p|2 > 0. (14.44)

Then, for any T < min
{

liminf
|p|→+∞

ψ1(p)
2|p|2 , 1

2
√

β

}
, the minimum of the functional

I(p,q) : =
∫ T

0

[
ϕ
(

p(t),q(t)
)
+ϕ

∗(− q̇(t), ṗ(t)
)
+2q̇(t) · p(t)

]
dt

+ψ2
(
q(T )

)
+ψ

∗
2
(
− p(T )

)
+ψ1

(
p(0)

)
+ψ

∗
1
(
q(0))

on Y = A2
RN ×A2

RN is zero and is attained at a solution of
ṗ(t) ∈ ∂2ϕ

(
p(t),q(t)

)
t ∈ (0,T )

−q̇(t) ∈ ∂1ϕ
(

p(t),q(t)
)

t ∈ (0,T )
q(0) ∈ ∂ψ1

(
p(0)

)
−p(T ) ∈ ∂ψ2

(
q(T )

)
.

(14.45)

Proof. We again apply Theorem 14.2 with Z = A2
RN ×A2

RN , X1 = L2
RN ×L2

RN , X2 =
RN , X3 = RN , and the isomorphism (Γ1,Γ2,Γ3) : Z → X∗

1 ×X∗
2 ×X∗

3 , where

Γ1(p(t),q(t)) : = (−q̇(t), ṗ(t)),
Γ2(p(t),q(t)) : = p(0),
Γ3(p(t),q(t)) : = q(T ),

while A1 : Z → X1, A2 : Z → X2, A3 : Z → X3 are defined as

A1(p(t),q(t)) := (p,q), A2(p(t),q(t)) := q(0), and A3(p(t),q(t)) :=−p(T ).

From Lemma 14.2, we have by setting z = (p,q) that the functional

z →
3

∑
i=1
〈Aiz,Γiz〉 =

∫ T

0
(−q̇ · p+ ṗ ·q)dt + p(0)q(0)− p(T )q(T )

= −2
∫ T

0
q̇ · pdt

is weakly continuous on Z = A2
RN ×A2

RN . An easy calculation shows that

‖p‖L2 ≤ T‖ṗ‖L2 +
√

T |p(0)|, ‖q‖L2 ≤ T‖q̇‖L2 +
√

T |q(T )|. (14.46)

Using Hölder’s inequality, we then have
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0
q̇ · pdt

∣∣∣∣ ≤ 1
2

∫ T

0
|p|2 dt +

1
2

∫ T

0
|q̇|2 dt

≤ T 2
∫ T

0
|ṗ|2 dt +T |p(0)|2 +

1
2

∫ T

0
|q̇|2 dt. (14.47)

It follows that∣∣∣∣∣ 3

∑
i=1
〈Aiz,Γiz〉

∣∣∣∣∣= 2
∣∣∣∣∫ T

0
q̇ · pdt

∣∣∣∣≤ max{2T 2,1}
∫ T

0
(|ṗ|2 + |q̇|2 dt +2T |p(0)|2.

This means that estimate (14.7) holds with α1 = max{2T 2,1}, α2 = 2T , and α3 = 0.
Now consider the convex functions Φ1(p,q) =

∫ T
0 ϕ
(

p(t),q(t)
)

dt on X1 = L2
RN ×

L2
RN , Φ2 = ψ∗

1 on X2 = RN , and Φ3 = ψ∗
2 on X3 = RN . One can then write the

functional I as

I(z) =
3

∑
i=1

Φi(Aiz)+Φ
∗
i (Γiz)−〈Aiz,Γiz〉 (14.48)

over Z. We now show that all the hypotheses of Theorem 14.2 are satisfied. Indeed,
it is clear that α1 = max{2T 2,1}< 1

2β
and that

liminf
|p|→+∞

Φ∗
2 (p)
|p|2

= liminf
|p|→+∞

ψ1(p)
|p|2

> 2T = α2.

Moreover, that the functional

L (z) : =
3

∑
i=1

Φi(Aiz)+Φ
∗
i (Γiz)+α1‖Γ1z‖2 +α2‖Γ2z‖2

≥ ψ2(q(T ))+α1

∫ T

0
(|ṗ|2 + |q̇|2)dt +α2|p(0)|2−C

is coercive follows from the fact that Φ1, Φ2 = ψ∗
1 , Φ3 = ψ∗

2 and their conjugates
are bounded below, while Φ∗

3 = ψ2 is coercive.
Theorem 14.2 now applies, and we obtain (p̄, q̄) ∈ Z = A2

RN × A2
RN such that

I(p̄, q̄) = 0. It follows that

0 = I(p̄, q̄)

=
∫ T

0

[
ϕ
(

p̄(t), q̄(t)
)
+ϕ

∗(− ˙̄q(t), ˙̄p(t)
)
+2˙̄q(t) · p̄(t)

]
dt

+ψ2
(
q̄(T )

)
+ψ

∗
2
(
− p̄(T )

)
+ψ1

(
p̄(0)

)
+ψ

∗
1
(
q̄(0))

=
∫ T

0

[
ϕ
(

p̄(t), q̄(t)
)
+ϕ

∗(− ˙̄q(t), ˙̄p(t)
)
+ ˙̄q(t) · p̄(t)− ˙̄p(t) · q̄(t)

]
dt

+
[
ψ2
(
q̄(T )

)
+ψ

∗
2
(
− p̄(T )

)
+ p̄(T ) · q̄(T )

]
+
[
ψ1
(

p̄(0)
)
+ψ

∗
1
(
q̄(0)

)
− p̄(0) · q̄(0)

]
.
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The result is now obtained from the following three identities and from the limiting
case in Legendre-Fenchel duality:

ϕ
(

p̄(t), q̄(t)
)
+ϕ

∗(− ˙̄q(t), ˙̄p(t)
)
+ ˙̄q(t) · p̄(t)− ˙̄p(t) · q̄(t) = 0,

ψ2
(
q̄(T )

)
+ψ

∗
2
(
− p̄(T )

)
+ p̄(T ) · q̄(T ) = 0,

ψ1
(

p̄(0)
)
+ψ

∗
1
(
q̄(0)

)
− p̄(0) · q̄(0) = 0.

Remark 14.1. As in the preceding example, if the Hamiltonian is assumed to satisfy

−α ≤ H(p,q)≤ β (|p|r + |q|r +1) (1 < r < 2)

where α,β are any positive constants, then we have existence for any T > 0.

14.4 Semiconvex Hamiltonian systems

In this section, we consider the system
ṗ(t) ∈ ∂2ϕ

(
p(t),q(t)

)
−δ1q(t) t ∈ (0,T )

−q̇(t) ∈ ∂1ϕ
(

p(t),q(t)
)
−δ2 p(t) t ∈ (0,T )

q(0) ∈ ∂ψ1
(

p(0)
)

−p(T ) ∈ ∂ψ2
(
q(T )

)
,

(14.49)

where δ1,δ2 ∈R. Note that if δi ≤ 0, then the problem reduces to the one studied in
the previous section, with a new convex Hamiltonian ϕ̃(p,q) = ϕ(p,q)− δ1

2 |q|
2 −

δ2
2 |p|

2. The case that concerns us here is when δi > 0.

Theorem 14.5. Suppose ϕ : R2N → R is a convex lower semicontinuous Hamilto-
nian such that, for some 0 < β < 1

2 and some constants α,γ , we have

α ≤ ϕ(p,q)≤ β

2 (|p|2 + |q|2)+ γ for all (p,q) ∈ R2N , (14.50)

and let ψ1 and ψ2 be convex lower semicontinuous functions on RN satisfying

liminf
|p|→+∞

ψi(p)
|p|2 > 0 for i = 1,2. (14.51)

Then, for T small enough, the minimum of the functional

I(p,q) : =
∫ T

0

[
ϕ
(

p(t),q(t)
)
+ϕ

∗(− q̇(t)+δ2 p(t), ṗ(t)+δ1q(t)
)]

dt

−
∫ T

0

(
δ1|q|2 +δ2|p|2−2q̇(t) · p(t)

)
dt

+ψ2
(
q(T )

)
+ψ

∗
2
(
− p(T )

)
+ψ1

(
p(0)

)
+ψ

∗
1
(
q(0)

)
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on Z = A2
RN ×A2

RN is equal to zero and is attained at a solution of (14.49).

We shall need the following lemma.

Lemma 14.3. For any f ,g ∈ L2(0,T ;RN), x,y ∈ RN , and δ1,δ2 ≥ 0, there exists
(r,s) ∈ Z such that 

ṙ(t) = −δ2s(t)+ f (t),
−ṡ(t) = −δ1r(t)+g(t),

r(0) = x,
s(T ) = y.

(14.52)

Proof. This is standard and is essentially a linear system of ordinary differential
equations. Also, one can rewrite the problem as

ṙ(t)− f (t) = −∂2G
(
r(t),s(t)

)
,

−ṡ(t)−g(t) = −∂1G
(
r(t),s(t)

)
,

r(0) = x,
s(T ) = y,

where G
(
r(t),s(t)

)
= δ1

2
∫ T

0 |r(t)|2 dt + δ2
2
∫ T

0 |s(t)|2 dt. Hence,

G∗(− ṡ(t)−g(t), ṙ(t)− f (t)
)

=
1

2δ2

∫ T

0
|ṡ(t)+g(t)|2 +

1
2δ1

∫ T

0
|ṙ(t)− f (t)|2 dt.

One can show as in Theorem 14.4 that whenever |δi|< 1
2T , coercivity holds and the

following infimum is achieved at a solution of (14.52).

0 = inf
(r,s)∈D⊆X×X

G∗(− ṡ(t)−g(t), ṙ(t)− f (t)
)
+G

(
r(t),s(t)

)
+
∫ T

0
ṙ(t) · s(t)dt−

∫ T

0
ṡ(t) · r(t)dt−

∫ T

0

(
f (t) · s(t)+ r(t) ·g(t)

)
dt,

where D = {(r,s) ∈ X ×X | r(0) = x,s(T ) = y}.
Proof of Theorem 14.5. Apply Theorem 14.2 with Z = A2

RN ×A2
RN , X1 = L2

RN ×L2
RN ,

X2 = RN , X3 = RN , and the isomorphism (Γ1,Γ2,Γ3) : Z → X∗
1 ×X∗

2 ×X∗
3 , where

Γ1(p(t),q(t)) : = (−q̇(t)+δ2 p(t), ṗ(t)+δ1q(t)),
Γ2(p(t),q(t)) : = p(0),
Γ3(p(t),q(t)) : = q(T ),

while A1 : Z → X1, A2 : Z → X2, and A2 : Z → X2 are defined as

A1(p(t),q(t)) := (p,q), A2(p(t),q(t)) := q(0), and A3(p(t),q(t)) :=−p(T ).

Again, from Lemma 14.2, we have by setting z = (p,q) that the functional
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z →
3

∑
i=1
〈Aiz,Γiz〉 =

∫ T

0

[
q̇(t) · p(t)− ṗ(t) ·q(t)−δ1|q|2−δ2|p|2

]
dt

+p(T ) ·q(T )− p(0) ·q(0)

is weakly continuous on Z = A2
RN ×A2

RN .
It is easily seen that

|q̇−δ2 p|2 ≥ 1
2
|q̇|2−|δ2|2|p|2 and |ṗ+δ1q|2 ≥ 1

2
|ṗ|2−|δ1|2|q|2 (14.53)

and, as above, we have

1
2

∫ T

0
|p(t)|2dt ≤ T 2

∫ T

0
|ṗ|2dt +T |p(0)|2 (14.54)

and

1
2

∫ T

0
|q(t)|2dt ≤ T 2

∫ T

0
|q̇|2dt +T |q(T )|2. (14.55)

Combining the inequalities above gives∫ T

0

[
|q̇−δ2 p|2 + |ṗ+δ1q|2

]
dt ≥

∫ T

0

[1
2
(
|q̇|2 + |ṗ|2

)
−|δ2|2|p|2−|δ1|2|q|2

]
dt

≥
∫ T

0

[
1
2
(
|q̇|2 + |ṗ|2

)
−2T 2(|δ2|2|ṗ|2 + |δ1|2|q̇|2

)]
dt

−2T
(
|δ2|2|p(0)|2 + |δ1|2|q(T )|2

)
≥
∫ T

0

1
2
[
(1−4T 2|δ2|2)|ṗ|2 +(1−4T 2|δ1|2)|q̇|2

]
dt

−2T
(
|δ2|2|p(0)|2 + |δ1|2|q(T )|2

)
=
∫ T

0

1
2
[
ε1|q̇|2 + ε2|ṗ|2

]
−2T

(
|δ2|2|p(0)|2 + |δ1|2|q(T )|2

)
,

where εi := 1−4T 2|δi|2 > 0 since |δi|< 1
2T .

We can now estimate∣∣∣∣∣ 3

∑
i=1
〈Aiz,Γiz〉

∣∣∣∣∣ = 2
∣∣∣∣∫ T

0

[
q̇ · p+δ1|q|2 +δ2|p|2

]
dt
∣∣∣∣

≤ max{2T 2,1}
∫ T

0
(|ṗ|2 + |q̇)|2 dt +2T |p(0)|2

+8δ1T 2
∫ T

0
|q̇|2dt +4δ1T |q(T )|2

+8δ2T 2
∫ T

0
|ṗ|2dt +4δ2T |p(0)|2
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≤
(

max{2T 2,1}+8δ2T 2)∫ T

0
|ṗ|2 dt +

(
max{2T 2,1}

+8δ1T 2)∫ T

0
|q̇|2 dt +2T (1+2δ2)|p(0)|2 +4δ1T |q(T )|2

≤ α1

∫ T

0

[
|q̇−δ2 p|2 + |ṗ+δ1q|2

]
dt +α2|p(0)|2 +α3|q(T )|2,

where αi := αi(T )→ 0 as T → 0 for i = 1,2,3.
Now consider again the convex functions Φ1(p,q) =

∫ T
0 ϕ
(

p(t),q(t)
)

dt on X1 =
L2

RN , Φ2 = ψ∗
1 on X2 = RN , and Φ3 = ψ∗

2 on X3 = RN , in such a way that

I(z) =
3

∑
i=1

Φi(Aiz)+Φ
∗
i (Γiz)−〈Aiz,Γiz〉. (14.56)

Take now T small enough so that 0 < α1(T ) < 1
2β

,

liminf
|p|→+∞

ψ1(p)
|p|2 > α2(T ) > 0 and liminf

|p|→+∞

ψ2(p)
|p|2 > α3(T ) > 0. (14.57)

All the hypotheses of Theorem 14.2 are then satisfied, and we conclude as above.

Further comments

The general existence results in this chapter come from [59]. They were motivated
by the applications to Hamiltonian systems exhibited by Ghoussoub and Moameni
[63]. They can be seen as extensions of results obtained by Clarke and Ekeland
for subquadratic Hamiltonian systems. See for example Ekeland [46] and Mawhin-
Willem [96].





Chapter 15
Superposition of Interacting Self-dual
Functionals

We consider situations where functionals of the form

I(x) = L1(A1x,Λ1x)−〈A1x,Λ1x〉+L2(A2x,Λ2x)−〈A2x,Λ2x〉

are self-dual on a Banach space Z, considering that Li, i = 1,2 are self-dual La-
grangians on spaces Xi×X∗

i , and (Λ1,Λ2) : Z → X∗
1 ×X∗

2 and (A1,A2) : Z → X1×X2
are linear or nonlinear operators on Z. However, unlike in the previous chapter, the
space Z is not necessarily isomorphic to X1 ×X2, and the functional is not a direct
sum, but still certain compatibility relations between the operators A1,A2,Λ1,Λ2 are
needed according to which one of the operators is linear. One also needs that the
functional x → 〈A1x,Λ1x〉+ 〈A2x,Λ2x〉 be weakly upper semicontinuous on Z. Un-
der a suitable coercivity condition, I will attain its zero infimum at an element x̄ that
solves the system {

Λ1x̄ ∈ ∂L1(A1x̄)
Λ2x̄ ∈ ∂L2(A2x̄).

The theorem is applied to semilinear Laplace equations and to a nonlinear Cauchy-
Riemann problem. An application to Hamiltonian systems of PDEs will be given in
Chapter 16.

15.1 The superposition in terms of the Hamiltonians

Theorem 15.1. Consider three reflexive Banach spaces Z,X1,X2, and bounded op-
erators B1 on X1 and B2 on X2. Let Λ1 : D(Λ1) ⊂ Z → X∗

1 (resp., Λ2 : D(Λ2) ⊂
Z → X∗

2 ) be – not necessarily linear – weak-to-weak continuous operators, and let
A1 : D(A1)⊂ Z → X1 (resp., A2 : D(A2)⊂ Z → X2) be linear operators. Suppose E
is a closed linear subspace of Z such that E ⊂D(A1)∩D(A2)∩D(Λ1)∩D(Λ2) such
that the following properties are satisfied:

275
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1. The image of E0 := Ker(A2)∩E by A1 is dense in X1.
2. The image of E by A2 is dense in X2.
3. x → 〈B1A1x,Λ1x〉+ 〈B2A2x,Λ2x〉 is weakly upper semicontinuous on E.

Let Li, i = 1,2 be a Bi-self-dual Lagrangian on Xi×X∗
i such that the Hamiltonians

HLi are continuous in the first variable on Xi.

(i) The functional

I(x) = L1(A1x,Λ1x)−〈B1A1x,Λ1x〉+L2(A2x,Λ2x)−〈B2A2x,Λ2x〉 (15.1)

is then self-dual on E. Its corresponding AS-Hamiltonian on E×E is

M(x,v) = 〈B1A1(v− x),Λ1x〉+HL1(A1v,B1A1x)
+〈B2A2(v− x),Λ2x〉+HL2(A2v,B2A2x). (15.2)

(ii) Consequently, if

lim
‖x‖→+∞

HL1(0,B1A1x)−〈Λ1x,B1A1x〉+HL2(0,B2A2x)−〈Λ2x,B2A2x〉=+∞,

(15.3)
then I attains its minimum at a point z ∈ E in such a way that

I(z) = infx∈E I(x) = 0
Λ1z ∈ ∂ B1L1(A1z)
Λ2z ∈ ∂ B2L2A2z).

(15.4)

Proof. (i) Recall first from Proposition 11.3 that, for every z ∈ D(Ai)∩D(Λi)⊂ Z,
we have

Li(Aiz,Λiz) = sup{〈Bir,Λiz〉+HLi(r,BiAiz); r ∈ Xi}.

Let x ∈ D(A1)∩D(A2)∩D(Λ1)∩D(Λ2), and write

sup
v∈E

M(x,v) = sup
v∈E

{〈B1A1(v− x),Λ1x〉+HL1(A1v,B1A1x)

+〈B2A2(v− x),Λ2x〉+HL2(A2v,B2A2x)}
= sup

v∈E
{〈B1A1v,Λ1x〉+HL1(A1v,B1A1x)+ 〈B2A2v,Λ2x〉

+HL2(A2v,B2A2x)}−〈B1A1x,Λ1x〉−〈B2A2x,Λ2x〉
= sup

v∈E,v0∈E0

{〈B1A1v,Λ1x〉+HL1(A1v,B1A1x)

+〈B2A2(v+ v0),Λ2x〉+HL2(A2(v+ v0),B2A2x)}
−〈B1A1x,Λ1x〉−〈B2A2x,Λ2x〉

= sup
w∈E,v0∈E0

{〈B1A1(w− v0),Λ1x〉+HL1(A1(w− v0),B1A1x)

+〈B2A2w,Λ2x〉+HL2(A2w,B2A2x)}
−〈B1A1x,Λ1x〉−〈B2A2x,Λ2x〉
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= sup
w∈E,r∈X1

{〈B1(A1w+ r),Λ1x〉+HL1(A1w+ r,B1A1x)

+〈B2A2w,Λ2x〉+HL2(A2w,B2A2x)}
−〈B1A1x,Λ1x〉−〈B2A2x,Λ2x〉

= sup
w∈E,x1∈X1

{〈B1x1,Λ1x〉+HL1(x1,B1A1x)

+〈B2A2w,Λ2x〉+HL2(A2w,B2A2x)}
−〈B1A1x,Λ1x〉−〈B2A2x,Λ2x〉

= sup
x1∈X1

{〈B1x1,Λ1x〉+HL1(x1,B1A1x)}

+ sup
x2∈X2

{〈B2x2,Λ2x〉+HL2(x2,B2A2x)}

−〈B1A1x,Λ1x〉−〈B2A2x,Λ2x〉
= L1(A1x,Λ1x)−〈B1A1x,Λ1x〉+L2(A2x,Λ2x)−〈B2A2x,Λ2x〉
= I(x).

For (ii) it suffices to apply Theorem 12.2 to get that I(z) = 0 for some z∈E. Now use
the fact that L1(A1x,Λ1x)−〈B1A1x,Λ1x〉 ≥ 0 and L2(A2x,Λ2x)−〈B2A2x,Λ2x〉 ≥ 0
to conclude.

Example 15.1. Nonlinear Laplace equation

Consider the equation{
∆u+a ·∇u ∈ ∂ϕ(u) on Ω ⊂ Rn

− ∂u
∂n ∈ ∂ψ(u) on ∂Ω ,

(15.5)

where a is a smooth vector field on Ω with compact support with div(a)≥ 0, and ϕ

and ψ are convex functions on the real line. We shall apply the preceding theorem
with the spaces Z = H1(Ω), X1 = L2(Ω), X2 = H1/2(∂Ω), and the linear operators
A1(u) = u, Γ1u = ∆u+a ·∇u, A2(u) = u|∂Ω , Γ2u =− ∂u

∂n . Note that

〈A1u,Λ1u〉+ 〈A2u,Λ2u〉 =
∫

Ω

u∆udx− 1
2

∫
Ω

div(a)|u|2dx−
∫

∂Ω

u
∂u
∂n

dσ

= −
∫

Ω

div(a)|u|2dx−
∫

Ω

|∇u|2 dx,

and therefore u → 〈A1u,Λ1u〉+ 〈A2u,Λ2u〉 is weakly upper semicontinuous on
H1(Ω). Moreover, the other assumptions on A1,A2,Γ1,Γ2 are easily verified.
Assuming now that ϕ and ψ satisfy the growth conditions

ϕ(0) < +∞ and ϕ(x)≥C(|x|2−1) (15.6)

and
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ψ(0) < +∞ and ψ bounded below, (15.7)

one can then easily prove that the coercivity condition (15.3) is verified. Theorem
15.1 applies, and we obtain the following.

Theorem 15.2. Under the assumptions above, the minimum of the functional

I(u) =
∫

Ω

(ϕ(u)+ϕ
∗(∆u+a ·∇u)+

1
2

div(a)|u|2 + |∇u|2)dx

+
∫

∂Ω

(
ψ(u)+ψ

∗(− ∂u
∂n

))
dσ

on H1(Ω) is zero and is attained at a solution of equation (15.15).

15.2 The superposition in terms of the co-Hamiltonians

Theorem 15.3. Consider three reflexive Banach spaces Z,X1,X2 and bounded oper-
ators B1 on X1 and B2 on X2. Let Γ1 : D(Γ1)⊂ Z → X∗

1 (resp., Γ2 : D(Γ2)⊂ Z → X∗
2 )

be linear operators, and let A1 : D(A1) ⊂ Z → X1 (resp., A2 : D(A2) ⊂ Z → X2)
be – not necessarily linear – weak-to-weak continuous operators. Suppose F is a
closed linear subspace of Z such that F ⊂ D(A1)∩D(A2)∩D(Γ1)∩D(Γ2), while
the following properties are satisfied:

1. The image of F0 := Ker(Γ2)∩F by Γ1 is dense in X∗
1 .

2. The image of F by Γ2 is dense in X∗
2 .

3. x → 〈B1A1x,Γ1x〉+ 〈B2A2x,Γ2x〉 is weakly upper semicontinuous on F.

Let Li, i = 1,2 be a Bi-self-dual Lagrangian on Xi×X∗
i such that the co-Hamiltonians

H̃Li are continuous in the second variable on X∗
i .

(i) The functional

I(x) := L1(A1x,Γ1x)−〈B1A1x,Γ1x〉+L2(A2x,Γ2x)−〈B2A2x,Γ2x〉 (15.8)

is then self-dual on F. Its corresponding AS-Hamiltonian on F ×F is

M(x,v) = 〈Γ1v−Γ1x,B1A1x〉+ H̃L1(B
∗
1Γ1x,Γ1v)

+〈Γ2v−Γ2x,B2A2x〉+ H̃L2(B
∗
2Γ2x,Γ2v).

(ii) Consequently, if

lim
‖x‖→+∞

H̃L1(B
∗
1Γ1x,0)−〈Γ1x,B1A1x〉+ H̃L2(B

∗
2Γ2x,0)−〈Γ2x,B2A2x〉= +∞,

(15.9)
then I attains its minimum on X at a point z ∈ F in such a way that
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I(z) = infx∈F I(x) = 0,

Λ1z ∈ ∂ B1L1(A1z),
Λ2z ∈ ∂ B2L2(A2z).

(15.10)

Proof. i) Recall again from Proposition 11.3 that, for every z ∈D(Ai)∩D(Λi)⊂ Z,
we have

Li(Aiz,Γiz) = sup{〈r,BiAiz〉+ H̃Li(B
∗
i Γiz,r); r ∈ X∗

i }.

Let x ∈ D(Γ1)∩D(Γ2)∩D(A1)∩D(A2), and write

sup
v∈F

M(x,v) = sup
v∈F

{
〈Γ1v−Γ1x,B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1v)

+〈Γ2v−Γ2x,B2A2x〉+ H̃L2(B
∗
2Γ2x,Γ2v)

}
= sup

v∈F,v0∈F0

{
〈Γ1v,B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1v)

+〈Γ2(v+ v0),B2A2x〉+ H̃L2(B
∗
2Γ2x,Γ2(v+ v0))

}
−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
w∈F,v0∈F0

{
〈Γ1(w− v0),B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1(w− v0))

+〈Γ2w,B2A2x〉+ H̃L2(B
∗
2Γ2x,Γ2w)

}
−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
w∈F,r∈X∗

1

{
〈Γ1w+ r,B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1w+ r)

+〈Γ2w,B2A2x〉+ H̃L2(B
∗
2Γ2x,Γ2w)

}
−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
w∈F,x∗1∈X∗

1

{
〈x∗1,B1A1x〉+ H̃L1(B

∗
1Γ1x,x∗1)

+〈Γ2w,B2A2x〉+ H̃L2(B
∗
2Γ2x,Γ2w)

}
−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
x∗1∈X∗

1

{
〈x∗1,B1A1x〉+ H̃L1(B

∗
1Γ1x,x∗1)

}
+ sup

x∗2∈X∗
2

{
〈x∗2,B2A2x〉+ H̃L2(B

∗
2Γ2x,x∗2)

}
−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= L1(A1x,Γ1x)+L2(A2x,Γ2x)−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉
= I(x).

The proof of (ii) is the same as in the proof of Theorem 15.1.



280 15 Superposition of Interacting Self-dual Functionals

Example 15.2. Cauchy-Riemann equations

Consider the following nonlinear Cauchy-Riemann equation on a bounded simply
connected domain Ω ⊂ R2,{

( ∂u
∂x −

∂v
∂y ,

∂v
∂x + ∂u

∂y ) ∈ ∂ϕ( ∂v
∂y −

∂u
∂x ,− ∂v

∂x −
∂u
∂y )

u|∂Ω ∈ ∂ψ(nx
∂v
∂y −ny

∂v
∂x )

(15.11)

where ϕ (resp., ψ) is a convex lower semicontinuous function on R2 (resp., R),
and n = (nx,ny) is the outer normal vector on ∂Ω . Let Z be the closed subspace
of H1(Ω ,R2) consisting of all functions (u,v) such that

∫
Ω

v(x,y)dxdy = 0. Set
X1 = L2(Ω ,R2), X2 = L2(∂Ω ,R), and consider the linear operators A1 : Z → X1
and A2 : Z → X2 defined by

A1(u,v) = ( ∂v
∂y −

∂u
∂x ,− ∂v

∂x −
∂u
∂y ) and A2(u,v) = nx

∂v
∂y −ny

∂v
∂x .

Consider also the operators Γ1 : Z → X∗
1 and Γ2 : Z → X∗

2 defined by

Γ1(u,v) = ( ∂u
∂x −

∂v
∂y ,

∂v
∂x + ∂u

∂y ) and Γ2(u,v) = u|∂Ω
.

An immediate application of Stokes’ formula gives∫ ∫
Ω

(
∂u
∂x

∂v
∂y

− ∂u
∂y

∂v
∂x

)
dxdy =

1
2

∫
∂Ω

u
(

ny
∂v
∂x

−nx
∂v
∂y

)
dσ .

We now estimate Γ (u,v) = 〈A1(u,v),Γ1(u,v)〉+ 〈A2(u,v),Γ2(u,v)〉 as follows.

Γ (u,v) = 2
∫ ∫

Ω

(
∂u
∂x

∂v
∂y

− ∂u
∂y

∂v
∂x

)
dxdy

−
∫ ∫

Ω

(∣∣∣∂v
∂x

∣∣∣2 +
∣∣∣∂v
∂y

∣∣∣2 +
∣∣∣∂u
∂y

∣∣∣2 +
∣∣∣∂v
∂x

∣∣∣2)dxdy

−
∫

∂Ω

u
(

ny
∂v
∂x

−nx
∂v
∂y

)
dσ

= −
∫ ∫

Ω

(∣∣∣∂v
∂x

∣∣∣2 +
∣∣∣∂v
∂y

∣∣∣2 +
∣∣∣∂u
∂y

∣∣∣2 +
∣∣∣∂v
∂x

∣∣∣2)dxdy,

and it is therefore weakly upper semicontinuous on Z.
Note now that the linear Cauchy-Riemann problem gives that the image of

Ker(Γ2) by Γ1 is dense in X∗
1 = L2(Ω ,R2). It is also clear that the range of Γ2 is

dense in X∗
2 = L2(∂Ω ,R2).

The following existence result now follows from Theorem 15.3.

Theorem 15.4. Let ϕ be a bounded below convex lower semicontinuous function on
R2 such that ϕ(0) < +∞, and let ψ be a convex lower semicontinuous function on R
such that −C ≤ ψ(s)≤C(‖s‖2 +1). Then, the minimum of the self-dual functional



15.3 The superposition of a Hamiltonian and a co-Hamilonian 281

I(u,v) =
∫ ∫

Ω

{
ϕ

(
∂v
∂y

− ∂u
∂x

,−∂v
∂x

− ∂u
∂y

)
+ϕ

∗
(

∂u
∂x

− ∂v
∂y

,
∂v
∂x

+
∂u
∂y

)}
dxdy

+
∫ ∫

Ω

{∣∣∣∂v
∂x

∣∣∣2 +
∣∣∣∂v
∂y

∣∣∣2 +
∣∣∣∂u
∂y

∣∣∣2 +
∣∣∣∂v
∂x
|2
}

dxdy

+
∫

∂Ω

{
ψ

(
nx

∂v
∂y

−ny
∂v
∂x

)
+ψ

∗(u)
}

dσ

on Z is equal to zero,and is attained at a solution of equation (15.11).

Proof. It suffices to apply Theorem 15.3 with the spaces Z,X1,X2 defined above, the
operators A1,A2,Γ1,Γ2, and the self-dual Lagrangians

L1((u,v),(p,q)) =
∫ ∫

Ω

{
ϕ(u(x),v(x))+ϕ∗(p(x),q(x))

}
dxdy

and
L2(u, p) =

∫
∂Ω

{
ψ(u(x))+ψ

∗(p(x))
}

dσ .

The coercivity conditions are then guaranteed by the assumptions on ϕ and ψ .

15.3 The superposition of a Hamiltonian and a co-Hamilonian

Theorem 15.5. Consider three reflexive Banach spaces Z,X1,X2 and bounded oper-
ators B1 on X1 and B2 on X2. Let Γ1 : D(Γ1)⊂ Z → X∗

1 (resp., A2 : D(A2)⊂ Z → X2)
be linear operators, and let A1 : D(A1) ⊂ Z → X1 (resp., Λ2 : D(Λ2) ⊂ Z → X2)
be – not necessarily linear – weak-to-weak continuous operators. Suppose G is a
closed linear subspace of Z such that G ⊂ D(A1)∩D(A2)∩D(Γ1)∩D(Λ2), while
the following properties are satisfied:

1. The image of G0 := Ker(A2)∩G by Γ1 is dense in X∗
1 .

2. The image of G by A2 is dense in X2.
3. x → 〈B1A1x,Γ1x〉+ 〈B2A2x,Λ2x〉 is weakly upper semicontinuous on G.

Let Li, i = 1,2 be a Bi-self-dual Lagrangian on Xi×X∗
i such that the co-Hamiltonian

H̃L1 (resp., the Hamiltonian HL2 ) is continuous in the second variable on X∗
1 (resp.,

is continuous in the first variable on X2).

(i) The functional

I(x) := L1(A1x,Γ1x)−〈B1A1x,Γ1x〉+L2(A2x,Λ2x)−〈B2A2x,Λ2x〉 (15.12)

is then self-dual on G. Its corresponding AS-Hamiltonian on G×G is

M(x,v) = 〈Γ1v−Γ1x,B1A1x〉+ H̃L1(B
∗
1Γ1x,Γ1v)

+〈B2A2(v− x),Λ2x〉+HL2(A2v,B2A2x).

(ii) Consequently, if
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lim
‖x‖→+∞

H̃L1(B
∗
1Γ1x,0)−〈Γ1x,B1A1x〉+HL2(0,B2A2x)−〈Λ2x,B2A2x〉= +∞,

(15.13)
then I attains its minimum on X at a point z ∈ G in such a way that

I(z) = infx∈G I(x) = 0,

Λ1z ∈ ∂ B1L1(A1z),
Λ2z ∈ ∂ B2L2A2z).

(15.14)

Proof. i) Again we use that, for every z ∈ D(Ai)∩D(Λi)⊂ Z, we have

L1(A1z,Γ1z) = sup{〈r,B1A1z〉+ H̃L1(B
∗
1Γ1z,r); r ∈ X∗

1 }

and
L2(A2z,Λ2z) = sup{〈B2r,Λ2z〉+HL2(r,B2A2z); r ∈ X2}.

Let x ∈ D(Γ1)∩D(Λ2)∩D(A1)∩D(A2), and write

sup
v∈G

M(x,v) = sup
v∈G

{
〈Γ1v−Γ1x,B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1v)

+〈B2A2(v− x),Λ2x〉+HL2(A2v,B2A2x)
}

= sup
v∈G,v0∈G0

{
〈Γ1v,B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1v)

+〈B2A2(v+ v0),Λ2x〉+HL2(A2(v+ v0),B2A2x)
}

−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
w∈G,v0∈G0

{
〈Γ1(w− v0),B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1(w− v0))

+〈B2A2w,Λ2x〉+HL2(A2w,B2A2x)
}

−〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
w∈G,r∈X∗

1

{
〈Γ1w+ r,B1A1x〉+ H̃L1(B

∗
1Γ1x,Γ1w+ r)

+〈B2A2w,Λ2x〉+HL2(A2w,B2A2x)
}

〈Γ1x,B1A1x〉−〈Γ2x,B2A2x〉

= sup
w∈G,x∗1∈X∗

1

{
〈x∗1,B1A1x〉+ H̃L1(B

∗
1Γ1x,x∗1)

+〈B2A2w,Λ2x〉+HL2(A2w,B2A2x)
}

−〈Γ1x,B1A1x〉−〈Λ2x,B2A2x〉

= sup
x∗1∈X∗

1

{
〈x∗1,B1A1x〉+ H̃L1(B

∗
1Γ1x,x∗1)

}
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+ sup
x2∈X2

{
〈B2x2,Λ2x〉+HL2(x2,B2A2x)

}
−〈Γ1x,B1A1x〉−〈Λ2x,B2A2x〉

= L1(A1x,Γ1x)+L2(A2x,Γ2x)−〈Γ1x,B1A1x〉−〈Λ2x,B2A2x〉
= I(x).

The rest is similar to the previous sections.

Exercise 15.A.

1. Suppose that in Example 15.1, the advection term a does not have compact sup-
port in Ω , and consider the corresponding entrance set Σ− = {x ∈ ∂Ω ; a(x) ·
n(x) < 0}, and its complement Σ+ in ∂Ω . Use a selfdual variational principle to
construct a solution for the equation

∆u+a ·∇u ∈ ∂ϕ(u) on Ω ⊂ Rn

− ∂u
∂n ∈ ∂ψ(u) on Σ+

u = 0 on Σ−.

(15.15)

2. Use a self-dual variational approach to find periodic solutions for the abstract
Hamiltonian system {

A ∗p ∈ ∂yH (y, p)+ f
A y ∈ ∂pH (y, p)+g,

(15.16)

on a product Hilbert space where X ×X , where H is a convex continuous
Hamiltonian, A : D(A )⊂X →X is a linear, densely defined closed operator
with closed range R(A ), and f ,g are fixed elements in X .

Further comments

The results of this chapter are new and have not been published elsewhere. We have
included sample applications for each of these variational principles, but many more
equations and systems can be handled with this approach. Theorem 15.5 will be
applied in Chapter 16 to obtain solutions for certain Hamiltonian systems of PDEs.





Part IV
PERTURBATIONS OF SELF-DUAL

SYSTEMS



Hamiltonian systems of PDEs, nonlinear Schrödinger equations, and Navier-Stokes
evolutions can be written in the form

0 ∈ Au+Λu+∂L(u),

where L is a self-dual Lagrangian on X × X∗, A : D(A) ⊂ X → X∗ is a linear –
possibly unbounded – operator, and Λ : D(Λ) ⊂ X → X∗ is a – non necessarily
linear – map. They can be solved by minimizing the functionals

I(u) = L(u,−Au−Λu)+ 〈Au+Λu,u〉

on X and by showing that their infimum is attained and is equal to zero.
These functionals are not necessarily self-dual functionals on their spaces of def-

inition, as we need to deal with the difficulties arising from the superposition of the
operators A and Λ . We are then often led to use the linear operator A to strengthen
the topology on X by defining a new energy space D(A) equipped with the norm
‖u‖2

D(A) = ‖u‖2
X +‖Au‖2

X . In some cases, this closes the domain of A and increases
the chance for Λ to be regular on D(A), but may lead to a loss of strong coercivity
on the new space. We shall present in this part situations where compactness and
regularity can be restored without altering the self-duality of the system:

• If Λ is linear and is almost orthogonal to A in a sense to be made precise in
Chapter 16, one may be able to add to I another functional J in such a way
that Ĩ = I + J is self-dual and coercive. This is applied in the next chapter when
dealing with Hamiltonian systems of PDEs.

• The functional I may satisfy what we call the self-dual Palais-Smale property
on the space D(A), a property that is much weaker than the strong coercivity
required in Part III. This method is applied in Chapter 18 to deal with Navier-
Stokes and other nonlinear evolutions.



Chapter 16
Hamiltonian Systems of Partial Differential
Equations

While dealing with Hamiltonian systems of PDEs, we encounter the standard dif-
ficulty of having – unlike the case of finite-dimensional Hamiltonian systems –
the cross product u →

∫ T
0 〈u(t),Ju̇(t)〉dt not necessarily weakly continuous on

the Sobolev space H1
X [0,T ] of absolutely continuous paths valued in an infinite-

dimensional Hilbert space X := H ×H. Such systems can often be written in the
form

Ju̇(t)+ JA u(t) ∈ ∂L
(
t,u(t)

)
,

where J is the symplectic operator, A is an unbounded linear operator on X , and
L is a time-dependent self-dual Lagrangian on [0,T ]×X ×X . The idea is to use
the linear operator A to strengthen the topology on X by considering the space
D(A ) equipped with the norm ‖u‖2

D(A ) = ‖u‖2
X + ‖A u‖2

X , and a corresponding
path space WT . The operator Λ = Ju̇+JA becomes regular on the new path space,
but the functional

I(u) = L (u,Ju̇+ JA u)−〈u,Ju̇+ JA u〉

may cease to be coercive on the new space. We propose here a way to restore coer-
civity by perturbing the functional I without destroying self-duality. It can be used
because Ju̇ is almost orthogonal to JA in a sense described below. In this case, one
adds to I another functional J in such a way that Ĩ = I + J is self-dual and coercive
on D(A ). This will be applied to deal with Hamiltonian systems of PDEs such as{

−v̇(t)−∆(v+u)+b·∇v = ∂ϕ1(t,u),
u̇(t)−∆(u+ v)+a·∇u = ∂ϕ2(t,v),

with Dirichlet boundary conditions, as well as{
−v̇(t)+∆ 2v−∆v = ∂ϕ1(t,u),

u̇(t)+∆ 2u+∆u = ∂ϕ2(t,v),

287
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with Navier state-boundary conditions, and where ϕi, i = 1,2 are convex functions
on some Lp-space.

16.1 Regularity and compactness via self-duality

One novelty in this chapter is the introduction of a way to perturb a self-dual func-
tional so as to make it coercive in an appropriate space without destroying self-
duality. We shall illustrate this procedure on the simplified example

Γ x+Ax =−∂ϕ(x), (16.1)

where ϕ is a convex lower semicontinuous function on a Hilbert space H and both
A : D(A)⊂H →H and Γ : D(Γ )⊂H →H are linear operators. The basic self-dual
functional associated to (16.1) is

I(x) = ϕ(x)+ϕ
∗(−Ax−Γ x)+ 〈x,Ax+Γ x〉. (16.2)

The main ingredients that allow us to use Theorem 12.3 and show that the infimum
is attained and is zero are:

1. the weak lower semicontinuity of the function x → 〈x,Ax+Γ x〉.
2. a coercivity condition that implies, for example, that lim‖x‖→+∞ I(x) = +∞.

Now suppose that A is a closed self-adjoint operator that satisfies 〈Ax,x〉 ≥ c0‖x‖2

for all x ∈ D(A) and that A−1 is a compact operator. Then, one can strengthen the
topology on the domain of the functional I by considering the Banach space YA that
is the completion of D(A) for the norm ‖u‖2

YA
= ‖Au‖2

H . We can also consider the
Hilbert space XA that is the completion of D(A) for the norm ‖u‖2

XA
= 〈Au,u〉H

induced by the scalar product 〈u,v〉XA = 〈u,Av〉H . Note that ‖x‖2
H ≤ 1

c0
‖x‖2

XA
≤

1
c2

0
‖x‖2

YA
, and the injections

YA → XA → H = H∗ → X∗
A → Y ∗

A

are therefore continuous, with the injection of XA into H being compact (See for
example Cazenave[37]). The map x → 〈x,Ax〉 is then readily weakly continuous on
XA (and YA), and the function x → 〈x,Γ x〉 has a better chance to be lower semicon-
tinuous for the weak topology of YA. On the other hand, by considering I on the
space YA, we often lose coercivity for the new norm, which is not guaranteed by the
following subquadratic growth that we shall assume on ϕ ,

−C ≤ ϕ(x)≤ β

2 (‖x‖2 +1) for x ∈ H, (16.3)

for some β > 0 and C ∈ R. We also assume that for c1 > 0 we have

|〈x,Ax+Γ x〉| ≤ c1‖Ax‖2 for x ∈ D(A)∩D(Γ ). (16.4)



16.1 Regularity and compactness via self-duality 289

Now condition (16.3) yields

ϕ
∗(−Ax−Γ x)≥ 1

2β
(‖Ax+Γ x‖2−1)≥ 1

2β
‖Ax‖2 +

1
β
〈Ax,Γ x〉− 1

2β

in such a way that

I(x)≥−C +
( 1

2β
− c1

)
‖Ax‖2 +

1
β
〈Ax,Γ x〉− 1

2β
, (16.5)

meaning that the functional I(x)− 1
β
〈Ax,Γ x〉 is coercive for the norm of YA. How-

ever, this new functional is not self-dual anymore, and we would like to replace the
term − 1

β
〈Ax,Γ x〉 by a larger term, while keeping the sum self-dual. We should be

able to do that, provided A and Γ are “almost orthogonal” in the following sense.
Assume the cross product 〈Ax,Γ x〉 can be resolved via a Green-Stokes type formula
of the form

〈Ax,Γ x〉+ 〈TB1x,B2x〉= 0 for all x ∈ D(A), (16.6)

where B1,B2 are bounded linear operators from YA into a boundary Hilbert space
H0, and T is a positive self-adjoint operator on H0. We then consider a bounded
below self-dual Lagrangian ` on the Hilbert space K0×K0 equipped with the scalar
product 〈a,b〉K0 = 〈a,T b〉H0 in such a way that

`(a,b)≥ 〈Ta,b〉 for all a,b ∈ H0. (16.7)

The functional

J(x) = I(x)+ `
(
B1x,

1
β

B2x
)
−
〈

B1x,
1
β

TB2x
〉

is then nonnegative, self-dual, and coercive on YA as long as β < 1
2c1

since

J(x)≥−C +
( 1

2β
− c1

)
‖Ax‖2− 1

2β
+D,

where D is a lower bound for `. The infimum of J on YA is then equal to zero and is
attained at a point u ∈ YA satisfying{

Au+Γ u ∈ −∂ϕ(u)
TB2u ∈ β∂`(B1u).

(16.8)

It is worth noting that the required bound on β normally leads to a time restriction
in evolution equations and often translates into local existence results as opposed to
global ones. The relevance of this approach will be illustrated in the next section.
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16.2 Hamiltonian systems of PDEs with self-dual boundary
conditions

Consider the system

JU̇(t)+ JA U(t) ∈ ∂L
(
t,U(t)

)
, (16.9)

with L being a time-dependent self-dual Lagrangian on [0,T ]×X ×X , where X :=
H×H for some – possibly infinite-dimensional – Hilbert space H, U := (p,q) ∈ X ,
A U = A (p,q) := (Ap,−Aq), where A : D(A) ⊆ H → H is a self-adjoint operator
and J is the symplectic operator JU = J(p,q) := (−q, p).

Denote by Ã the operator (A,A) on the product space X = H ×H, and consider
the Hilbert space XA ⊆ X , which is the completion of D(Ã) for the norm induced by
the inner product

〈U,V 〉XA := 〈U, ÃV 〉X .

We also consider the Banach space YA := {U ∈ X ; ÃU ∈ X} equipped with norm
‖U‖YA = ‖U‖X +‖ÃU‖X .

Assuming that 〈Au,u〉 ≥ c0‖u‖2
H on D(A) for some c0 > 0 and that A−1 is com-

pact, we have the following diagram of continuous injections

YA → XA → X = X∗ → X∗
A → Y ∗

A ,

with the map from XA into X assumed to be compact. The path space

WT := WA[0,T ] =
{

U ∈ L2
X [0,T ]; U̇ and ÃU ∈ L2

X [0,T ]
}

=
{

U ∈ L2
YA

[0,T ]; U̇ ∈ L2
X [0,T ]

}
is also a Hilbert space once equipped with the norm ‖U‖WT =

(
‖ÃU‖2

L2
X
+‖U̇‖L2

X

) 1
2 .

The embedding WT →C([0,T ];X) is then continuous, i.e.,

‖U‖C([0,T ];X) ≤ c‖U‖WT , (16.10)

for some constant c > 0, while the injection WT → L2([0,T ];X) is compact.
We consider (16.9) with a boundary condition of the form

R
U(T )+U(0)

2
∈ ∂̄A`

(
U(T )−U(0)

)
, (16.11)

where ` is a self-dual Lagrangian on XA×XA and R is the automorphism R(p,q) =
(p,−q) on X . The notation ∂̄A means that the duality is taken in the space XA.
The following is our main result for Hamiltonian systems of PDEs.

Theorem 16.1. Let L : [0,T ]×X ×X → R∪{+∞} be a time-dependent self-dual
Lagrangian on X ×X, and let ` be a self-dual Lagrangian on XA×XA. Assume the
following conditions:
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(C1) There exists 0 < β < 1
4c
√

T
and γ,α ∈ L2(0,T ;R+) such that, for every

U ∈ X and a.e. t ∈ [0,T ],

−α(t)≤ L(t,U,0)≤ β

2 ‖U‖
2
X + γ(t).

(C2) ` is bounded below, and 0 ∈ Dom(`).

Then, the infimum of the functional

I(U) =
∫ T

0

{
L(t,U(t),JU̇(t)+ JA U(t))−〈JU̇(t)+ JA U(t),U(t)〉

}
dt (16.12)

+`
(

U(T )−U(0),R
U(T )+U(0)

2β

)
−
〈

U(T )−U(0), ÃR
U(0)+U(T )

2β

〉
on WT is equal to zero and is attained at some U ∈WT that is a solution of{

JU̇(t)+ JA U(t) ∈ ∂L
(
t,U(t)

)
RU(T )+U(0)

2 ∈ β∂ A`
(
U(T )−U(0)

)
.

(16.13)

We start by establishing the following proposition that assumes a stronger condition
on both Lagrangians L and `.

Proposition 16.1. Let L : [0,T ]×X×X →R∪{+∞} be a time-dependent self-dual
Lagrangian, and let ` be a self-dual Lagrangian on XA×XA. Assume the following
conditions:

(C′
1) There exists λ > 0, 0 < β < 1

4c
√

T
, and γ,α ∈ L2(0,T ;R+) such that, for

every (U,P) in X ×X and a.e. t ∈ [0,T ],

−α(t)≤ L(t,U,P)≤ β

2 ‖U‖
2
X ++λ‖P‖2

X + γ(t).

(C′
2) There exist positive constants α1,β1,γ1 ∈ R such that, for every (U,P) ∈

XA×XA,

−α1 ≤ `(U,P)≤ β1

2
(‖U‖2

XA
+‖P‖2

XA
)+ γ1.

The functional I given by (16.12) is then self-dual on WT , and its corresponding
antisymmetric Hamiltonian on WT ×WT is

M(U,V ) =
∫ T

0

{
〈JV̇ + JA V,U〉− H̃L

(
t,JV̇ + JA V,JU̇ + JA U

)}
dt

−
∫ T

0
〈JU̇(t)+ JA U(t),U(t)〉dt−

〈
U(T )−U(0), ÃR

U(T )+U(0)
2β

〉
+
〈

V (T )−V (0), ÃR
U(T )+U(0)

2β

〉
+HA

`

(
V (T )−V (0),U(T )−U(0)

)
,
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where HA
` (V,W ) = sup{〈A(P),W 〉X − `(V,P);P ∈ XA} is the Hamiltonian of ` on

the space XA×XA. Moreover, the infimum of I on WT is equal to zero and is attained
at a solution U of equation (16.13).

The proof requires a few preliminary lemmas. We first establish the self-duality of
the functional I.

Lemma 16.1. With the above notation, we have:

1. I(U)≥ 0 for every U ∈WT .
2. M is an antisymmetric Hamiltonian on WT ×WT .
3. I(U) = sup

V∈WT

M(U,V ) for every U ∈WT .

Proof. 1) Since L is a self-dual Lagrangian, we have, for any U ∈WT ,

L(t,U(t),JU̇(t)+ JA U(t))−〈JU̇(t)+ JA U(t),U(t)〉 ≥ 0 for t ∈ [0,T ].

Also, since ` is self-dual on XA×XA, we have

`
(

U(T )−U(0),
R(U(T )+U(0)

2β
)
)
−
〈

U(T )−U(0), ÃR
U(0)+U(T )

2β

〉
≥ 0,

from which we obtain I(U)≥ 0.
2) The fact that M is an antisymmetric Hamiltonian on WT ×WT is straight-

forward. Indeed, the weak lower semicontinuity of U → M(U,V ) for any V ∈ WT
follows from the fact that the embedding WT ⊆ L2

X is compact and WT ⊆C(0,T ;X)
is continuous. It follows that if U ∈WT and {Un} is a bounded sequence in WT such
that Un ⇀ U weakly in WT , then

lim
n→∞

∫ T

0
〈JU̇n + JA Un(t),Un〉dt =

∫ T

0
〈JU̇ + JA U(t),U〉dt,

lim
n→∞

〈Un(T )−Un(0), ÃR(Un(0)+Un(T ))〉 = 〈U(T )−U(0), ÃR(U(0)+U(T ))〉.

3) Apply the superposition principle in Theorem 15.5 with Z = W , X1 = L2
X [0,T ],

and X2 = XA. The operators are (A1,Γ1) : Z → X1×X∗
1 defined by

A1U = U and Γ1U := JU̇(t)+ JA U(t)),

while A2 : Z → X2 and Λ2 : Z → X∗
2 are defined as

A2U := U(0)−U(T ) and Λ2U := RU(T )+U(0)
2 .

We consider the self-dual Lagrangian L1 on X1×X∗
1 = L2

X [0,T ]×L2
X [0,T ],

L1(U,P) =
∫ T

0
L(t,U(t),P(t))dt,

as well as the self-dual Lagrangian L2 on X2×X∗
2 = XA×XA,
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L2(X ,Y ) = `(X ,Y ).

The linear theory yields that the image of the space

G0 := Ker(A2) =
{

U ∈W : U(0) = U(T )}

by Γ1 is dense in X∗
1 = L2

X [0,T ]. Moreover, for each (a,b) ∈YA×YA, there is w ∈W
such that w(0) = a and w(T ) = b, namely the linear path w(t) = T−t

T a+ t
T b. Since

YA is also dense in XA, it follows that the image of W by A2 is dense in XA×XA.
It also follows from (C′

1) and (C′
2) that H̃L(t, ., .) is continuous in both variables

on L2
X ×L2

X and that ` is continuous in both variables on XA×XA. Theorem 15.5 then
applies and gives the claim.

The following three lemmas are dedicated to the proof of the coercivity of U →
M(U,0) on W .

Lemma 16.2. For any U ∈WT , we have∫ T

0
〈JU̇(t),JA U(t)〉dt =

〈
ÃU(T )− ÃU(0),R

U(T )+U(0)
2

〉
. (16.14)

Proof. Indeed, for U = (p,q), we have∫ T

0
〈JU̇(t),JA U(t)〉dt =

∫ T

0
〈(−q̇, ṗ),(Aq,Ap)〉dt

= −
∫ T

0
〈q̇,Aq〉dt +

∫ T

0
〈ṗ,Ap〉dt

= −1
2

∫ T

0

d
dt
‖A

1
2 q‖2

XA
dt +

1
2

∫ T

0

d
dt
‖A

1
2 p‖2

XA
dt

= −1
2
‖A

1
2 q(T )‖2

XA
+

1
2
‖A

1
2 q(0)‖2

XA

+
1
2
‖A

1
2 p(T )‖2

XA
− 1

2
‖A

1
2 p(0)‖2

XA

= −
〈

Aq(T )−Aq(0),
q(0)+q(T )

2

〉
+
〈

Ap(T )−Ap(0),
p(0)+ p(T )

2

〉
=
〈

ÃU(T )− ÃU(0),R
U(T )+U(0)

2

〉
.

Lemma 16.3. For each U ∈WT , the following estimate holds:∣∣∣∫ T

0
〈JU̇(t)+ JA U(t),U(t)〉dt

∣∣∣≤ 2c
√

T‖U‖2
WT

.

Proof. Indeed, we have
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0
〈JU̇(t)+ JA U(t),U(t)〉dt

∣∣∣ ≤ ‖U‖L2
X
(‖U̇‖L2

X
+‖A U‖L2

X
)

≤
√

T‖U‖C(0,T ;X)(‖U̇‖L2
X
+‖A U‖L2

X
)

≤ 2c
√

T‖U‖2
WT

.

Lemma 16.4. There exists a constant C ≥ 0 such that for any U ∈WT ,

M(U,0)≥
( 1

2β
−2c

√
T
)
‖U‖2

WT
−C. (16.15)

Proof. Note first that

−
∫ T

0
H̃L(t,0,JU̇(t)+ JA U(t))dt

=
∫ T

0
H̃L(t,JU̇(t)+ JA U(t),0)dt

= sup
P∈L2

X

∫ T

0

[
〈P(t),JU̇(t)+ JA U(t)〉−L(t,P(t),0)

]
dt

≥ sup
P∈L2

X

∫ T

0

[
〈P(t),−JU̇(t)− JA U(t)〉− β

2
‖P(t)‖2

X − γ(t)
]

dt

≥ 1
2β

∫ T

0
‖JU̇(t)+ JA U(t)‖2

X dt−
∫ T

0
γ(t)dt

=
1

2β

∫ T

0
(‖U̇(t)‖2

X +‖A U(t)‖2
X )dt +

1
β

∫ T

0
〈JU̇(t),JA U(t)〉dt

−
∫ T

0
γ(t)dt. (16.16)

It follows from Lemma 16.2, Lemma 16.3, and formula (16.16) that

M(U,0) =
∫ T

0
−H̃L

(
t,0,JU̇(t)+ JA U(t)

)
dt−

∫ T

0
〈JU̇(t)+ JA U(t),U(t)〉dt

−
〈

U(T )−U(0), ÃR
U(T )+U(0)

2β

〉
+HA

`

(
0,U(T )−U(0)

)
≥ 1

2β

∫ T

0
(‖U̇(t)‖2

X +‖A U(t)‖2
X )dt +

1
β

∫ T

0
〈JU̇(t),JA U(t)〉dt

−
∫ T

0
γ(t)dt−

∫ T

0
〈JU̇(t)+ JA U(t),U(t)〉dt

−
〈

U(T )−U(0), ÃR
U(T )+U(0)

2β

〉
+

1
2β1

‖U(T )−U(0)‖2
XA
− γ1

≥ 1
2β

∫ T

0
(‖U̇(t)‖2

X +‖A U(t)‖2
X )dt−2c

√
T‖U‖2

WT
−C
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+
1
β

∫ T

0
〈JU̇(t),JA U(t)〉dt− 1

β

〈
Ã(U(T )−U(0)),

R(U(T )+U(0)
2

〉
≥
( 1

2β
−2c

√
T
)
‖U‖2

WT
.

Proof of Proposition 16.1. It follows from (C′
1) and (C′

2) that L is finite on WT ×WT
and from Lemma 16.1 that I is self-dual on WT . In view of the coercivity guaranteed
by Lemma 16.4, we can apply Theorem 1.10 to get V ∈ WT such that I(V ) = 0. It
follows that

L(t,V (t),JV̇ (t)+ JA V (t))−〈JV̇ (t)+ JA V (t),V (t)〉= 0 for t ∈ [0,T ]

and

`
(

V (T )−V (0),R
V (T )+V (0)

2β

)
−
〈

V (T )−V (0), ÃR
V (T )+V (0)

2β

〉
= 0.

Since V (0) and V (T ) are in YA ⊂ XA, then RV (T )+V (0)
2 ∈ β∂ A`

(
V (0)−V (T )

)
.

Proof of Theorem 16.1. We now consider L and ` satisfying (C1) and (C2). We
just need to show that the result of Proposition 16.1 still holds if one replaces (C′

1)
and (C′

2) with (C1) and (C2) respectively. Indeed, for 0 < λ < 1
4c
√

T
−β , we replace

L with L2
λ

in such a way that

L2
λ
(U,P) = inf

{
L(U,Q)+

‖P−Q‖2

2λ
+

λ‖U‖2

2
;Q ∈ X

}
(16.17)

≤ L(U,0)+
‖P‖2

2λ
+

λ‖U‖2

2

≤ λ +β

2
‖U‖2 +

‖P‖2

2λ
+ γ(t), (16.18)

and therefore it satisfies (C′
1) since λ +β < 1

4c
√

T
.

As to the boundary Lagrangian `, we shall replace it by the Lagrangian `1,2
λ

de-
fined on XA×XA as

`1,2
λ

(U,P) = inf
{
`(V,Q)+

1
2λ

‖U −V‖2
XA

+
λ

2
‖P‖2

XA
+

1
2λ

‖Q−P‖2
XA

+
λ

2
‖V‖2

XA

}
over all V ∈ XA,Q ∈ XA. By Lemma 3.2, `1,2

λ
is a self-dual Lagrangian on XA ×XA

and it is easy to see that it satisfies condition (C′
2). We can now apply Proposition

16.1 to L2
λ

and `1,2
λ

and find Uλ ∈WT with

Iλ (Uλ ) =
∫ T

0

{
L2

λ
(t,Uλ (t),JU̇λ (t)+ JA Uλ (t))−〈JU̇λ (t)+ JA Uλ (t),Uλ (t)〉

}
dt
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+`1,2
λ

(
Uλ (T )−Uλ (0),R

Uλ (T )+Uλ (0)
2(λ +β )

)
−
〈

Ã(Uλ (T )−Ũλ (0),R
Uλ (0)+Uλ (T )

2(λ +β )

〉
= 0. (16.19)

From (16.17) and part (1) of Lemma 3.5, we have∫ T

0
L2

λ
(t,Uλ ,JU̇λ + JA Uλ )dt ≥ 1

2(λ +β )
‖JU̇λ + JA Uλ‖2

L2
X
−C2. (16.20)

From (16.20), (16.19), and Lemma 16.3, we get that

1
2(λ +β )

‖JU̇λ (t)+ JA Uλ (t)‖2
L2

X
−2c

√
T‖Uλ‖2

WT

+`1,2
λ

(
Uλ (0)−Uλ (T ),R

Uλ (T )+Uλ (0)
2(β +λ )

)
−
〈

Uλ (T )−Ũλ (0), ÃR
Uλ (0)+Uλ (T )

2(λ +β )

〉
≤C,

where C is a constant independent of λ . Again using Lemma 16.2 and the fact that
` (and hence `1,2) is bounded below, we obtain( 1

2(λ +β )
−2c

√
T
)
‖Uλ‖2

WT
≤C, (16.21)

which ensures the boundedness of Uλ in WT . Assuming Uλ ⇀ U weakly in WT , it
follows from Lemma 3.3 that I(U)≤ liminfλ Iλ (Uλ ) = 0. Since, on the other hand,
I(U) ≥ 0, the latter is therefore equal to zero, and U is a solution of (16.13). The
rest follows as in the proof of Proposition 16.1.

We now apply Theorem 16.1 to find solutions for the system{
JV̇ (t)+ JA V (t) ∈ ∂ϕ

(
t,V (t)

)
a.e. on [0,T ]

ÃRV (T )+V (0)
2 ∈ β∂ψ

(
V (T )−V (0)

)
,

(16.22)

where ϕ : [0,T ]×X →R is a time-dependent convex lower semicontinuous function
on X , and ψ is a convex lower semicontinuous function on X . While the choice of
the self-dual Lagrangian L(t,U, p) = ϕ(t,U)+ϕ∗(t, p) on X ×X is obvious, this is
not the case for the boundary Lagrangian. We shall therefore need the following.

Lemma 16.5. Let ψ be a bounded below convex lower semicontinuous function on
X such that 0 ∈ Dom(ψ), and consider the following functions on X:

ψ̃(U) =
{

ψ(U) U ∈ XA,
+∞ U ∈ X \XA,

(16.23)

and
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ψ
o(P) = sup{〈P, Ã(U)〉−ψ(U); U ∈ XA}. (16.24)

1. The functional `(U,P) = ψ(U) + ψo(P) = ψ(U) + (ψ̃)∗(Ã(P)) is then a self-
dual Lagrangian on XA×XA.

2. Assume ψ∗ = (ψ̃)∗. Then, P ∈ ∂ A`(U) if and only if P ∈ XA and Ã(P) ∈ ∂ψ(U).

The following is now a straightforward application of Theorem 16.1.

Corollary 16.1. Let A, H, and X be as above and let ψ be a convex lower semi-
continuous function on X that is bounded below and such that 0 ∈ Dom(ψ) and
ψ∗ = (ψ̃)∗. Let ϕ : [0,T ]×X → R be a time-dependent, convex, lower semicontin-
uous function on X satisfying for some β > 0, γ,α ∈ L2(0,T ;R+),

−α(t)≤ ϕ(t,U)≤ β

2 ‖U‖
2
X + γ(t) for every U ∈ X and a.e. t ∈ [0,T ]. (16.25)

Assume that
0 < T <

1
16c2β 2 . (16.26)

Then, the infimum on WT of the functional

I(U) =
∫ T

0

{
ϕ
(
t,U(t)

)
+ϕ

∗(JU̇(t)+ JA U(t)
)
−〈JU̇(t)+ JA U(t),U(t)〉

}
dt

+ψ
(
U(T )−U(0)+ψ

o
(

R
U(T )+U(0)

2β

)
−
〈

U(T )−U(0), ÃR
U(0)+U(T )

2β

〉
is equal to zero and is attained at some V ∈WT that is a solution of system (16.22).

Choices for boundary conditions. Here again, the general boundary condition
above will allow us to obtain periodic and other types of solutions. Indeed:

• For periodic solutions V (0) = V (T ), then ψ is chosen as:

ψ(W ) =
{

0 W = 0
+∞ elsewhere.

• For antiperiodic solutions V (0) =−V (T ), then ψ ≡ 0.

Note that in both cases above, we have that ψ̃ = ψ .

• For the linking condition p(0) = p0 and q(T ) = q0 for a given p0,q0 ∈ XA, let
V0 = (−p0,q0) and choose ψ(W ) = 1

4β
〈A(W ),W 〉 − 1

β
〈W,A(V0)〉 on X . Since

ψ is continuous on X and XA is dense in X , we have that (ψ̃)∗ = ψ∗ on X and
therefore ∂ψ(U) = ∂ψ̃(U) for every U ∈ XA. It follows that when

ÃR
V (T )+V (0)

2
= β∂

[
ψ(V (T )−V (0))

]
=

ÃV (T )− ÃV (0)
2

− ÃV0,



298 16 Hamiltonian Systems of Partial Differential Equations

we get by setting V = (p,q) that(
A

p(T )+ p(0)
2

,−A
q(T )+q(0)

2

)
= ÃR

( p(T )+ p(0)
2

,
q(T )+q(0)

2

)
= ÃR

V (T )+V (0)
2

= Ã
V (T )−V (0)

2
− Ã(V0)

=
(

A
p(T )− p(0)

2
+ p0,A

q(T )−q(0)
2

−q0

)
,

from which we obtain Ap(0) = Ap0 and Aq(T ) = Aq0.

Example 16.1. Periodic solutions for a coercive purely diffusive Hamiltonian
system involving the Laplacian

We start with the following simple Hamiltonian system of PDEs:
−v̇(t)−∆v = |u|p−2u+g(t,x) (t,x) ∈ (0,T )×Ω ,

u̇(t)−∆u = |v|q−2v+ f (t,x) (t,x) ∈ (0,T )×Ω ,
u = 0 (t,x) ∈ [0,T ]×∂Ω ,
v = 0 (t,x) ∈ [0,T ]×∂Ω .

(16.27)

It can be written as JU̇(t)+ JA U(t) = ∂L(t,U(t)), where A (u,v) = (−∆u,∆v),
and L(t,U,V ) = Φ(t,U)+Φ∗(t,V ) with

Φ(t,U) =
1
p

∫
Ω

|u|p dx+ 〈u, f (t,x)〉+ 1
q

∫
Ω

|v|q dx+ 〈v,g(t,x)〉.

Here H = L2(Ω), X = L2(Ω)×L2(Ω), and XA = H1
0 (Ω)×H1

0 (Ω). Corollary 16.1
yields the following existence result.

Corollary 16.2. Suppose f ,g∈ L2
H and 1 < p,q < 2. Then, for any T > 0 there exists

a path (u,v) ∈WT satisfying (16.27) and one of the following boundary conditions:

• periodic solutions u(0) = u(T ) and v(0) = v(T ).
• antiperiodic solutions u(0) =−u(T ) and v(0) =−v(T ).
• linking condition u(0) = u0 and v(T ) = v0 for any given v0,u0 ∈ H.

Example 16.2. Periodic solutions for a coercive purely diffusive Hamiltonian
System involving the bi-Laplacian

Let Ω be a bounded domain in RN , and consider the Hamiltonian System,
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−v̇(t)+∆ 2v = ∂ϕ1(t,u) (t,x) ∈ (0,T )×Ω ,

u̇(t)+∆ 2u = ∂ϕ2(t,v) (t,x) ∈ (0,T )×Ω ,
u = ∆u = 0 (t,x) ∈ [0,T ]×∂Ω ,
v = ∆v = 0 (t,x) ∈ [0,T ]×∂Ω ,

(16.28)

where ϕi, i = 1,2 are two convex lower semicontinuous functions on H := H1
0 (Ω)

considered as a Hilbert space with the inner product 〈u1,u2〉 =
∫

Ω
∇u1 ·∇u2 dx.

The system can be written as JU̇(t) + JA U(t) = ∂L(t,U(t)), where L(t,U,V ) =
Φ(t,U)+Φ∗(t,JBU +V ) with Φ(t,U) = ϕ1(t,u)+ϕ2(t,v) and Au = ∆ 2u so that
for U = (u,v), A U = A (u,v) = (∆ 2u,−∆ 2v). Here X = H1

0 (Ω)×H1
0 (Ω), HA =

{u ∈ H1
0 (Ω);∆u ∈ H1

0 (Ω)} equipped with the norm ‖u‖2
XA

=
∫

Ω
|∇∆u|2 dx, and

XA = HA×HA. Corollary 16.1 yields the following.

Corollary 16.3. Suppose ϕ1 and ϕ2 satisfy the condition

γi(t)≤ ϕi(t,u)≤ αi(t)+Ci‖u‖2
H1

0 (Ω) i = 1,2, (16.29)

where γi,αi ∈ L2([0,T ]) and ci,Ci > 0. Then, for T small enough, there exist U :=
(u,v)∈WT solution of the system (16.28) with one of the boundary conditions stated
in Corollary 16.2.

16.3 Nonpurely diffusive Hamiltonian systems of PDEs

We now consider systems of the form{
JU̇(t)+ JA U(t)+ JBU(t) ∈ ∂ϕ

(
t,U(t)

)
a.e on [0,T ]

ÃRU(T )+U(0)
2 ∈ β∂ψ

(
U(T )−U(0)

)
,

(16.30)

where A, ϕ , and ψ are as in the last section but where B is an additional linear
operator on X that is itself skew-adjoint or is such that JB is skew-adjoint.

Coercive nonpurely diffusive Hamiltonian systems of PDEs

In the case where JB is a skew-adjoint operator, we can directly apply Theorem
16.1 to the self-dual Lagrangian L(t,U, p) = ϕ(t,U, p)+ϕ∗(t,U,JBU + p) on X×
X to obtain the following result.

Corollary 16.4. Let A,H, and X be as in Section 16.2, and let B be a bounded
linear operator on X such that JB is skew-adjoint. Let ψ be a convex lower semi-
continuous function on X that is bounded below and such that 0 ∈ Dom(ψ) and
ψ∗ = (ψ̃)∗. Let ϕ : [0,T ]×X → R be a time-dependent convex lower semicontin-
uous function on X such that, for some β > 0, γ,α ∈ L2(0,T ;R+), we have for all
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U ∈ X and a.e. t ∈ [0,T ]

−α(t)≤ ϕ(t,U)+ϕ∗(t,JBU)≤ β

2 ‖U‖
2
X + γ(t). (16.31)

Assume that
0 < T <

1
16c2β 2 . (16.32)

Then, the infimum on WT of the functional

I(U) =
∫ T

0

{
ϕ
(
t,U(t)

)
+ϕ

∗(JU̇(t)+ JA U(t)+ JBU(t)
)}

dt

−
∫ T

0
〈JU̇(t)+ JA U(t),U(t)〉dt

+ψ
(
U(T )−U(0))+ψ

o
(

R
U(T )+U(0)

2β

)
−
〈

U(T )−U(0), ÃR
U(0)+U(T )

2β

〉
is equal to zero and is attained at a V ∈WT that is a solution of the system (16.30).

Example 16.3. Periodic solutions for a coercive nonpurely diffusive
Hamiltonian system involving the bi-Laplacian

Let Ω be a bounded domain in RN , and consider the Hamiltonian system,
−v̇(t)+∆ 2v−∆v = ∂ϕ1(t,u) (t,x) ∈ (0,T )×Ω ,

u̇(t)+∆ 2u+∆u = ∂ϕ2(t,v) (t,x) ∈ (0,T )×Ω ,
u = ∆u = 0 (t,x) ∈ [0,T ]×∂Ω ,
v = ∆v = 0 (t,x) ∈ [0,T ]×∂Ω ,

(16.33)

where ϕi, i = 1,2 are two convex lower semicontinuous functions on H := H1
0 (Ω)

considered as a Hilbert space with the inner product 〈u1,u2〉=
∫

Ω
∇u1 ·∇u2 dx. The

system can be written as JU̇(t)+ JA U(t) = ∂L(t,U(t)), where Au = ∆ 2u so that
for U = (u,v), A U = A (u,v) = (∆ 2u,−∆ 2v) and L(t,U,V ) = Φ(t,U)+Φ∗(t,V )
with Φ(t,U) = ϕ1(t,u)+ ϕ2(t,v) and BU = (∆u,∆v) in such a way that JBU =
(−∆v,∆u) is skew-adjoint on X = H1

0 (Ω)×H1
0 (Ω). We consider again HA = {u ∈

H1
0 (Ω);∆u ∈ H1

0 (Ω)} equipped with the norm ‖u‖2
XA

=
∫

Ω
|∇∆u|2 dx and XA =

HA×HA. Corollary 16.4 yields the following.

Corollary 16.5. Suppose ϕ1 and ϕ2 satisfy the condition

γi(t)+ ci‖u‖2
L2(Ω) ≤ ϕi(t,u)≤ αi(t)+Ci‖u‖2

H1
0 (Ω) i = 1,2, (16.34)
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where γi,αi ∈ L2([0,T ]) and ci,Ci > 0. Then, for T small enough, there exist U :=
(u,v) ∈ WT a solution to (16.33) with either one of the boundary conditions stated
in Corollary 16.2.

Proof. We just need to show that L satisfies condition (16.25) in Corollary 16.4. For
that we let C = max{C1,C2}, c = min{c1,c2}, γ(t) = min{γ1(t),γ2(t)} and α(t) =
max{α1(t),α2(t)}. It follows from (16.34) that

γ(t)+ c‖U‖2
L2(Ω) ≤ Φ(t,U)≤ α(t)+C‖U‖2

H1
0 (Ω),

and therefore

−α(t)+
1

4C
‖U‖2

H1
0 (Ω) ≤ Φ

∗(t,U)≤−γ(t)+
1
4c
‖∇(−∆)−1U‖2

L2(Ω)− γ(t),

from which we obtain

γ(t)−α(t)≤ L(t,U,0) ≤ α(t)+C‖U‖2
H1

0 (Ω) +
1
4c
‖∇(−∆)−1JBU‖2

L2(Ω)

= α(t)− γ(t)+C‖U‖2
H1

0 (Ω) +
1
4c
‖∇U‖2

L2(Ω)

= α(t)− γ(t)+
(

C +
1
4c

)
‖U‖2

H1
0 (Ω).

Hence, for T small enough, Corollary 16.4 applies to yield our claim.

Noncoercive and nonpurely diffusive Hamiltonian systems of PDEs

Under a certain commutation property, we can relax the boundedness condition
(16.25), provided one settles for periodic solutions up to an isometry.

Theorem 16.2. Let L : [0,T ]×X ×X → R∪{+∞}, ` : XA ×XA → R∪{+∞}, and
A : D(A) ⊂ H → H be as in Theorem 16.1, let B be a skew-adjoint operator on
H ×H such that A B = BA on D(A ), and let (St)t be its corresponding C0-
unitary group of operators on X. Then, the infimum of the functional

I(U) =
∫ T

0

{
L(t,StU,JStU̇ + JA StU)−〈JStU̇ + JA StU,StU〉

}
dt

+`
(

U(T )−U(0),R
U(T )+U(0)

2β

)
−
〈

Ã(U(T )−Ũ(0),R
U(0)+U(T )

2β

〉
on WT is equal to zero and is attained at some U ∈WT in such a way that V (t) :=
StU(t) is a solution of{

JV̇ (t)+ JA V (t)+ JBV (t) ∈ ∂L
(
t,V (t)

)
R

S(−T )V (T )+V (0)
2 ∈ β∂ A`

(
S(−T )V (T )−V (0)

)
.

(16.35)
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Proof. It follows from Proposition 3.4 that LS(t,U,P) := L(t,StU,StP) is a self-dual
Lagrangian on [0,T ]×X ×X . Since St is norm preserving, assumption (C1) holds
for the new Lagrangian LS. Therefore, there exists U ∈WT such that I(U) = 0 and
U is a solution of{

JU̇(t)+ JA U(t) ∈ ∂LS
(
t,U(t)

)
RU(T )+U(0)

2 ∈ β∂ A`(
(
U(T )−U(0)

)
.

(16.36)

Note that ∂LS
(
t,U(t)

)
= S∗t ∂L(t,StU(t)), which together with (16.36) implies that

St
(
JU̇(t)+ JA U(t)

)
= ∂L(t,StU(t)).

Since A B = BA on D(A ), we have StA U(t) = A StU(t) and therefore{
JStU̇(t)+ JA StU(t) ∈ ∂L(t,StU(t))

RU(T )+U(0)
2 ∈ β∂ A`

(
U(T )−U(0)

)
.

(16.37)

It is now clear that V (t) := S(t)U(t) is a solution of problem (16.35).
By applying the above to the Lagrangian L(t,U,P) = ϕ(t,U,P) + ϕ∗(t,P) on

X ×X , we get the following.

Corollary 16.6. Let A : D(A) ⊂ H → H be as in Theorem 16.1, let B be a skew-
adjoint operator on H×H such that A B = BA on D(A ), and let (St)t be its cor-
responding C0-unitary group of operators on X. Let ψ be a convex lower semicon-
tinuous function on X that is bounded below, such that 0∈Dom(ψ) and ψ∗ = (ψ̃)∗.
Let ϕ : [0,T ]×X → R be a time-dependent Gâteaux-differentiable convex function
on X satisfying, for some β > 0, γ,α ∈ L2(0,T ;R+),

−α(t)≤ ϕ(t,U)≤ β

2 ‖U‖
2
X + γ(t) for every U ∈ X and a.e. t ∈ [0,T ]. (16.38)

Assuming that

0 < T <
1

16c2β 2 , (16.39)

then the infimum on WT of the functional

Ī(U) =
∫ T

0

{
ϕ
(
t,StU

)
+ϕ

∗(JStU̇ + JA StU
)
−〈JStU̇ + JA StU,StU〉

}
dt

+ψ
(
U(T )−U(0))+ψ

o
(

R
U(T )+U(0)

2β

)
−
〈

U(T )−U(0), ÃR
U(0)+U(T )

2β

〉
is equal to zero and is attained at some U ∈WT so that V (t) := StU(t) is a solution
of the system
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JV̇ (t)+ JA V (t)+ JBV (t) = ∂ϕ

(
t,V (t)

)
a.e on [0,T ]

ÃR
S(−T )V (T )+V (0)

2 ∈ β∂ψ
(
S(−T )V (T )−V (0)

)
.

(16.40)

Example 16.4. Periodic solutions up to an isometry for a noncoercive
Hamiltonian system involving the bi-Laplacian

Consider the following Hamiltonian system,
−v̇(t)+∆ 2v−∆u = ∂ϕ1(t,u) (t,x) ∈ (0,T )×Ω ,

u̇(t)+∆ 2u−∆v = ∂ϕ2(t,v) (t,x) ∈ (0,T )×Ω ,
u = ∆u = 0 (t,x) ∈ [0,T ]×∂Ω ,
v = ∆v = 0 (t,x) ∈ [0,T ]×∂Ω ,

(16.41)

where again ϕi, i = 1,2 are two convex lower semicontinuous functions on H :=
H1

0 (Ω). Corollary 16.6 yields the following existence result.

Corollary 16.7. Suppose ϕ1 and ϕ2 satisfy the condition

γi(t)≤ ϕi(t,u)≤ αi(t)+Ci‖u‖2
H1

0 (Ω) i = 1,2, (16.42)

where γi,αi ∈ L2([0,T ]) and ci,Ci > 0. Then, for T small enough, there exist U :=
(u,v) ∈WT satisfying (16.41) with either one of the following boundary conditions:

• periodic solutions up to an isometry.
• antiperiodic solutions up to an isometry.
• mixed boundary condition u(0) = u0 and v(T ) = v0 for a given v0,u0 ∈ H.

Proof. Let again Au = ∆ 2u in such a way that, for U = (u,v), A U = A (u,v) =
(∆ 2u,−∆ 2v). Consider, however, the skew-adjoint operator BU = (−∆v,∆u) in
such a way that JBU = (−∆u,−∆v).

Problem (16.41) can be rewritten as

JU̇(t)+ JA U(t)+ JBU(t) = ∂Φ
(
t,U(t)

)
, (16.43)

where Φ(t,U) = ϕ1(t,u)+ϕ2(t,v).
Again XA = HA×HA, where HA = {u ∈ H1

0 (Ω);∆u ∈ H1
0 (Ω)} is equipped with

the norm ‖u‖2
XA

=
∫

Ω
|∇∆u|2 dx. In order to show that L satisfies condition (16.38)

in Corollary 16.6, it suffices to note that

γ1(t)+ γ2(t) ≤ Φ(t,U)≤ α1(t)+α2(t)+C‖U‖2
H1

0 (Ω).

Example 16.5. Periodic solutions up to an isometry for a noncoercive
Hamiltonian system involving the Laplacian and transport

Consider the Hamiltonian system of PDEs:
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−v̇(t)−∆(v+u)+b·∇v = |u|p−2u+g(t,x) (t,x) ∈ (0,T )×Ω ,

u̇(t)−∆(u+ v)+a·∇u = |v|q−2v+ f (t,x) (t,x) ∈ (0,T )×Ω ,
(16.44)

where a,b ∈ RN are two constant vectors. Let H = L2(Ω) and XA = H1
0 (Ω).

Corollary 16.8. Suppose f ,g ∈ L2
H and 1 < p,q < 2. Then, for any T > 0, there

exists a solution U := (u,v) ∈WT for (16.44) with either one of the boundary con-
ditions stated in Corollary 6.2

Proof. Equation (16.44) can be rewritten as

JU̇(t)+ JA U(t)+ JBU(t) = ∂Φ(t,U(t)), (16.45)

where A (u,v) = (−∆u,∆v), B(u,v) = (−∆v+a·∇u,∆u−b·∇v) and

Φ(t,U) =
1
p

∫
Ω

|u|p dx+ 〈u, f (t,x)〉+ 1
q

∫
Ω

|v|q dx+ 〈v,g(t,x)〉.

It is clear that all hypotheses of Theorem 16.2 are satisfied.

Further comments

Infinite-dimensional Hamiltonian systems of the above type have been considered
in the literature (See Barbu [18], [19]) but only in the case of linear boundary con-
ditions. The results in this chapter are taken from the paper of Ghoussoub and Moa-
meni [64].



Chapter 17
The Self-dual Palais-Smale Condition for
Noncoercive Functionals

We extend the nonlinear variational principle for self-dual functionals of the form
I(x) = L(x,−Λx) + 〈x,Λx〉 to situations where I does not satisfy the strong coer-
civity condition required in (1.46), but a much weaker notion of a self-dual Palais-
Smale property on the functional I. This condition states that a sequence (un)n is
bounded in X , provided it satisfies

Λun +∂L(un) =−εnDun

for some εn → 0. Here D : X → X∗ is the duality map 〈Du,u〉= ‖u‖2.
We then deal again with the superposition of an unbounded linear operator A :

D(A) ⊂ X → X∗ with the – possibly nonlinear – map Λ , when trying to solve an
equation of the form

0 ∈ Au+Λu+∂L(u),

by minimizing the functional I(u) = L(u,−Au−Λu)+〈u,Au+Λu〉. Unlike the pre-
vious chapter, we consider here the case when A is either positive, or skew-adjoint
(possibly modulo a boundary operator).

Now the basic self-dual variational principle may not apply if the topology of
X is not strong enough to make A + Λ regular on X , and/or to keep the closure
of Dom1(L) contained in the domain of A + Λ . We are then led to use the linear
operator A to strengthen the topology on X by working with the space YA := D(A)
equipped with the norm ‖u‖2

YA
= ‖u‖2

X +‖Au‖2
X . This has the advantage of closing

the domain of A and increases the chance for Λ to be regular on YA. This may,
however, lead to a loss of strong coercivity on the new space, but there are instances
where the functional I satisfies the self-dual Palais-Smale condition on the space YA,
which then allows us to conclude.

A similar approach is used when A is skew-adjoint modulo a boundary operator.
This is particularly relevant for the resolution of nonlinear evolution equations, and
will be considered in detail in the next chapter.

305
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17.1 A self-dual nonlinear variational principle without
coercivity

In this section, we show that the ideas behind the nonlinear self-dual variational
principles can be extended in two different ways. For one, and as noted in Chapter
12, the hypothesis of regularity on the operator Λ in Theorem 12.3 can be weakened
to pseudoregularity. We shall also relax the strong coercivity condition that proved
prohibitive in the case of evolution equations.

We say that an operator Λ – linear or not – is bounded if it maps bounded sets
into bounded sets. We denote by D : X →X∗ the duality map 〈Du,u〉= ‖u‖2, and we
assume that D is linear and continuous, which can always be done in the case where
X is a reflexive Banach space, since then X can be equipped with an equivalent norm
that is locally uniformly convex (see [42]).

The following is a useful extension of Theorem 12.3.

Theorem 17.1. Let L be a self-dual Lagrangian on a reflexive Banach space X such
that 0 ∈ Dom(L). Let Λ : D(Λ) ⊂ X → X∗ be a bounded pseudoregular map such
that Dom1(L)⊂ D(Λ) and

〈∂L(x)+Λx,x〉 ≥ −C(‖x‖+1) for large ‖x‖. (17.1)

Then, for any λ > 0, the self-dual functional

Iλ (x) = L(x,−Λx−λDx)+ 〈Λx+λDx,x〉

attains its infimum at xλ ∈ X in such a way that Iλ (xλ ) = inf
x∈X

Iλ (x) = 0 and xλ is a

solution of the differential inclusion

0 ∈Λxλ +λDxλ +∂L(xλ ). (17.2)

For the proof, we shall need the following lemma.

Lemma 17.1. Let L be a self-dual Lagrangian on a reflexive Banach space X , let
Λ : D(Λ) ⊆ X → X∗ be a pseudoregular map and let F : D(F) ⊆ X → X∗ be a
regular map. Assume (xn)n is a sequence in D(Λ)∩D(F) such that xn ⇀ x and
Λxn ⇀ p weakly for some x ∈ X and p ∈ X∗. If 0 ∈ Λxn + Fxn + ∂L(xn) for large
n ∈ N, then necessarily 0 ∈Λx+Fx+∂L(x).

Proof. We have

limsup
n

〈Λxn,xn− x〉 ≤ lim
n→∞

〈Λxn,−x〉+ limsup
n

{
−L(xn,−Λxn−Fxn)−〈Fxn,xn〉

}
= 〈p,−x〉− liminf

n

{
L(xn,−Λxn−Fxn)+ 〈Fxn,xn〉

}
. (17.3)

Since L is weakly lower semicontinuous and F is regular, we have

L(x,−p−Fx)+ 〈Fx,x〉 ≤ liminf
n

{
L(xn,−Λxn−Fxn)+ 〈Fxn,xn〉

}
,
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which together with (17.3) imply

limsup
n

〈Λxn,xn− x〉 ≤ 〈p,−x〉−L(x,−p−Fx)−〈Fx,x〉

= 〈p+Fx,−x〉−L(x,−p−Fx).

L being a self-dual Lagrangian, we have L(x,−p−Fx) ≥ 〈p + Fx,−x〉, and there-
fore

limsup
n

〈Λxn,xn− x〉 ≤ 0.

Now, since Λ is pseudoregular, we have p = Λx and liminf
n

〈Λxn,xn〉 ≥ 〈Λx,x〉, from
which we deduce that

L(x,−Λx−Fx)+ 〈Λx+Fx,x〉 ≤ liminf
n

L(xn,−Λxn−Fxn)+ 〈Λxn +Fxn,xn〉= 0.

On the other hand, since L is a self-dual Lagrangian, we have the reverse inequality
L(x,−Λx−Fx)+ 〈Λx+Fx,x〉 ≥ 0, which implies that the latter is equal to zero.

Remark 17.1. It is clear that under the hypotheses of the lemma above, one still gets
the same conclusion, provided we have for large n, that

0 ∈Λxn +Fxn + εnT xn +∂L(xn), (17.4)

where T : X → X∗ is a bounded operator and εn ↓ 0.

Proof of Theorem 17.1: Let w(r) = sup{‖Λu‖∗+1;‖u‖≤ r}, set Tu := w(‖u‖)Du,
and consider the λ -regularization of L with respect to the second variable,

L2
λ
(x, p) := inf

{
L(x,q)+

‖p−q‖2
∗

2λ
+

λ

2
‖x‖2; q ∈ X∗

}
.

Since 0 ∈ Dom(L), the Lagrangian L and consequently L2
λ

and therefore HL2
λ

(0, .)
are bounded from below. Also, we have

lim
‖x‖→+∞

HL2
λ

(0,−x)+ 〈Λx+ εT x,x〉= +∞

since 〈Λx+ εT x,x〉 ≥ −w(‖x‖)‖x‖+ εw(‖x‖)‖x‖2.
Moreover, the map Λ +εT is pseudoregular, and therefore, from Theorem 12.3 and
the remark following it, there exists xε,λ such that

L2
λ
(xε,λ ,−Λxε,λ − εT xε,λ )+ 〈Λxε,λ + εT xε,λ ,xε,λ 〉= 0,

which means that Λxε,λ + εT xε,λ ∈ −∂L2
λ
(xε,λ ), and therefore

Λxε,λ + εT xε,λ +λDxε,λ ∈ −∂L(xε,λ ). (17.5)
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This together with (17.1) implies 〈εT xε,λ +λDxε,λ ,xε,λ 〉 ≤C‖xε,λ‖, thereby giving

εw(‖xε,λ‖)‖xε,λ‖2 +λ‖xε,λ‖2 ≤C‖xε,λ‖,

which in turn implies that (T xε,λ )ε and (xε,λ )ε are bounded. Since now Λ is a
bounded operator, we get that (Λxε,λ )ε is bounded in X∗. Suppose, up to a subse-
quence, that xε,λ ⇀ xλ and Λxε,λ ⇀ pλ . Then, it follows from Lemma 17.1 and
since D is also regular that, for every λ > 0, we have

0 ∈Λxλ +λDxλ +∂L(xλ ).

Remark 17.2. Note that we do not really need Λ to be a bounded operator but rather
a weaker condition of the form ‖Λx‖ ≤CHL(0,x)+w(‖x‖) for some nondecreasing
function w and some constant C > 0.

The theorem above justifies the following weakened notions of coercivity. It can be
seen as a self-dual version of the classical Palais-Smale condition in standard varia-
tional problems. Indeed, if I is a self-dual functional of the form I(x) = L(x,−Λx)+
〈x,Λx〉, then its stationary points correspond to when I(x̄) = inf

x∈D(Λ)
I(x) = 0, in

which case they satisfy the equation 0 ∈ ∂L(x̄) + Λ x̄. So by analogy to classical
variational theory, we introduce the following.

Definition 17.1. Given a map Λ : D(Λ)⊂ X → X∗ and a Lagrangian L on X ×X∗:

1. Say that (xn)n is a self-dual Palais-Smale sequence for the functional IL,Λ (x) =
L(x,−Λx)+ 〈x,Λx〉 if for some εn → 0 it satisfies

Λxn +∂L(xn) =−εnDxn. (17.6)

2. The functional IL,Λ is said to satisfy the self-dual Palais-Smale condition (self-
dual-PS) if every self-dual Palais-Smale sequence for IL,Λ is bounded in X .

3. The functional IL,Λ is said to be weakly coercive if

lim
‖xn‖→+∞

L
(

xn,−Λxn−
1
n

Dxn

)
+ 〈xn,Λxn〉+

1
n
‖xn‖2 = +∞. (17.7)

Remark 17.3. (1) It is clear that a weakly coercive functional necessarily satisfies
the self-dual Palais-Smale condition.

(2) On the other hand, a strongly coercive self-dual functional is necessarily
weakly coercive. Indeed, recall that strong coercivity means that

lim
‖x‖→+∞

HL(0,x)+ 〈Λx,x〉= +∞, (17.8)

and so in order to show that condition (17.8) is stronger than (17.7), write for each
(x, p) ∈ X ×X∗

L(x, p) = sup{〈y, p〉−HL(x,y);y ∈ X} ≥ −HL(x,0)≥ HL(0,x)
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in such a way that if ‖xn‖→+∞, then

lim
n→+∞

L
(

xn,−Λxn−
1
n

Dxn

)
+〈xn,Λxn〉+

1
n
‖xn‖2 ≥ lim

n→+∞
HL(0,xn)+〈Λxn,xn〉=+∞.

Corollary 17.1. Under the conditions of Theorem 17.1, if the functional IL,Λ also
satisfies the self-dual Palais-Smale condition, then it attains its infimum at x̄∈D(Λ)
in such a way that I(x̄) = infx∈D(Λ) I(x) = 0 and 0 ∈Λ x̄+∂L(x̄).

Proof. Since IL,Λ has the self-dual Palais-Smale condition, the family (xλ )λ ob-
tained in Theorem 17.1 is bounded in X and therefore converges weakly – up to a
subsequence – to x̄ ∈ X . Again, since Λ is a bounded operator, Λxλ is also bounded
in X∗, and then Lemma 17.1 yields L(x̄,−Λ x̄) + 〈Λ x̄, x̄〉 = 0, which means that
−Λ x̄ ∈ ∂L(x̄).

Remark 17.4. Note that Theorem 17.1 is indeed an extension of Theorem 12.3 since
we have that for large ‖x‖

〈∂L(x)+Λx,x〉= L(x,∂L(x))+ 〈Λx,x〉 ≥ HL(0,x)+ 〈Λx,x〉 ≥ −C(‖x‖+1),

which means that condition (17.1) is also implied by (17.8).

17.2 Superposition of a regular map with an unbounded linear
operator

We now deal with the difficulties arising from the superposition of an unbounded
linear operator A : D(A) ⊂ X → X∗ with another – possibly nonlinear – map Λ :
D(Λ)⊂ X → X∗ when trying to resolve an equation of the form

Au+Λu ∈ −∂L(u) (17.9)

by considering the functional

I(u) = L(u,−Au−Λu)+ 〈u,Au+Λu〉. (17.10)

If now A is skew-adjoint, then the functional can be written as

I(x) = LA(x,−Λx)+ 〈x,Λx〉, (17.11)

where – under the appropriate conditions – LA is the self-dual Lagrangian LA(x, p) =
L(x,−Ax + p) when x ∈ D(A) and +∞ elsewhere. However, if A is an unbounded
operator, the domain Dom1(LA) of the new Lagrangian LA is not necessarily closed,
even when Dom1(L) is, and its closure may not be contained in D(Λ) and as such
Theorem 17.1 could not apply.

If now A has a closed graph, then we can strengthen the topology on X by
considering the space YA, which is the completion of D(A) for the norm ‖u‖2

YA
=
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‖u‖2
X + ‖Au‖2

X∗ . This then makes Dom1(LA) closed in YA and increases the chance
for Λ to be regular on the new space YA. Moreover, LA will still induce a self-dual
Lagrangian on YA ×YA

∗. On the other hand, this may lead to a loss of the strong
coercivity on the new space since it requires that

lim
‖x‖+‖Ax‖→+∞

HL(0,−x)+ 〈Ax+Λx,x〉= +∞. (17.12)

However, there are cases where the approach is still manageable, such as when the
functional is weakly coercive or when it satisfies the self-dual (PS)-condition on YA.
The following is a situation where this may happen.

Theorem 17.2. Let A : D(A) ⊂ X → X∗ be a closed linear operator on a reflexive
Banach space X with a dense domain, and let Λ be a map from D(A) into X∗ that
induces a pseudoregular operator Λ : YA → X∗, while satisfying for some constant
0 < k < 1, and a nondecreasing function w,

‖Λx‖X∗ ≤ k‖Ax‖X∗ +w(‖x‖X ) (17.13)

and
x → 〈Ax+Λx,x〉 is bounded below on D(A). (17.14)

Suppose L is a self-dual Lagrangian on X ×X∗ such that for some C1,C2 > 0 and
r1 ≥ r2 > 1 we have

C1(‖x‖r2
X −1)≤ L(x,0)≤C2(1+‖x‖r1

X ) for all x ∈ X. (17.15)

The functional I(x) = L(x,−Ax−Λx) + 〈x,Ax + Λx〉 then attains its minimum at
some x̄ ∈ D(A) such that I(x̄) = inf

x∈YA
I(x) = 0 and

0 ∈Λ x̄+Aū+∂L(x̄). (17.16)

We shall need the following.

Lemma 17.2. Let A : D(A) ⊂ X → X∗ be a closed linear operator on a reflexive
Banach space X with a dense domain, and let Λ be a map from D(A) into X∗ that
induces a bounded pseudoregular operator Λ : YA → YA

∗. Suppose L is a self-dual
Lagrangian on X ×X∗ that satisfies the following conditions:

For each p ∈ Dom2(L), the functional x → L(x, p) is continuous on X, (17.17)

x → L(x,0) is bounded on the unit ball of X, (17.18)

and
〈∂L(x)+Ax+Λx,x〉 ≥ −C(1+‖x‖YA). (17.19)

Then, for every λ > 0, there exists xλ ∈ YA that satisfies the equation

0 ∈Λxλ +Axλ +∂L(xλ )+λDYA xλ . (17.20)
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Proof. Note first that YA ⊆ X ⊆ X∗ ⊆YA
∗, and the injections are all continuous with

dense range. We first show that the Lagrangian

M (u, p) :=
{

L(u, p), p ∈ X∗

+∞ p ∈ YA
∗ \X∗

is a self-dual Lagrangian on YA ×YA
∗. Indeed, if q ∈ X∗, use the fact that D(A) is

dense in X and that the functional x → L(x, p) is continuous on X to write

M ∗(q,v) = sup{〈u,q〉+ 〈v, p〉−M (u, p);(u, p) ∈ YA×YA
∗}

= sup{〈u,q〉+ 〈v, p〉−L(u, p);(u, p) ∈ X ×X∗}
= L∗(q,v) = L(v,q) = M (v,q).

If now q ∈ YA
∗ \ X∗, then there exists {xn}n ⊆ YA with ‖xn‖X ≤ 1 such that

lim
n→+∞

〈xn,q〉 →+∞. Since {L(xn,0)}n is bounded, it follows that

M ∗(q,v) = sup{〈u,q〉+ 〈v, p〉−M (u, p);(u, p) ∈ YA×X∗}
≥ sup{〈xn,q〉−L(xn,0)}
= +∞ = M (v,q),

and M is therefore self-dual on YA×YA
∗. Since A+Λ is now pseudoregular on YA,

we can apply Theorem 17.1 and obtain the claimed result.

Proof of Theorem 17.2: All the hypotheses in Lemma 17.2 are readily satisfied
except condition (17.19). For that, note that (17.15) yields via Proposition 6.1 that
∂L(0) 6= /0. It then follows from the monotonicity of ∂L and (17.14) that

〈∂L(x)+Λx+Ax,x〉 ≥ 〈∂L(0),x〉+ 〈Λx+Ax,x〉
≥ −C(1+‖x‖X )
≥ −C(1+‖x‖YA).

By Lemma 17.2, there exists then a self-dual Palais-Smale sequence for I on YA, and
it remains to show that I is weakly coercive on YA. For that we assume that (xn)n is
a sequence in YA such that

L
(

xn,−Axn−Λxn−
1
n

DYAxn

)
+ 〈xn,Axn +Λxn〉+

1
n
‖xn‖2

YA

is bounded, where here DA : YA →Y ∗
A is the duality map. It follows from (17.14) that

〈Axn +Λxn,xn〉+ 1
n‖xn‖2

YA
is bounded below, and therefore the sequence L(xn,−Axn−

Λxn − 1
n DAxn) is bounded from above. From (17.15), we get via Lemma 3.5 that

there exist D1,D2 > 0 such that

D1(‖p‖s1
X +‖x‖r2

X −1)≤ L(x, p)≤ D2(1+‖x‖r1
X +‖p‖s2

X ), (17.21)
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where 1
ri

+ 1
si

= 1 for i = 1,2. It follows that both (xn)n and (Axn +Λxn + 1
n DYA xn)n

are bounded in X and X∗, respectively. This, coupled with (17.13), yields that

‖Axn‖X∗ ≤ ‖Λxn +Axn +
1
n

DYA xn‖X∗ +‖Λxn +
1
n

DYAxn‖X∗

≤ C +‖Λxn‖X∗ +
1
n
‖DYAxn‖X∗

≤ C + k‖Axn‖X∗ +w(‖xn‖X )+
1
n
‖xn‖X +

1
n
‖Axn‖X∗ .

Hence, (1− k− 1
n )‖Axn‖X∗ ≤ C + w(‖xn‖X ) + 1

n‖xn‖X , and therefore ‖Axn‖X∗ is
bounded, which implies the boundedness of {xn} in YA, and therefore I is weakly
coercive on YA.

In the case of the basic self-dual Lagrangian L(x, p) = ϕ(x)+ϕ∗(p), one can re-
lax the strong boundedness condition on L and obtain the following useful corollary.

Corollary 17.2. Let A : D(A) ⊂ X → X∗ be a closed linear operator on a reflexive
Banach space X with a dense domain, and let Λ be a map from D(A) into X∗ that
induces a pseudoregular operator Λ : YA → X∗, while verifying conditions (17.13)
and (17.14). Let ϕ be a proper, convex, lower semicontinuous function such that ϕ

is coercive as well as bounded on the bounded sets of X∗.
Then, a solution x̄ ∈ D(A) to the equation 0 ∈Λx+Ax+∂ϕ(x) can be obtained

as a minimizer on D(A) of the functional

I(x) = ϕ(x)+ϕ
∗(−Λx−Ax)+ 〈x,Λx+Ax〉. (17.22)

Proof. We assume without loss of generality that 0∈Dom(∂ϕ) and use the fact that
∂ϕ is monotone, and that 〈Λx+Ax,x〉 is bounded from below, to write

〈∂ϕ(x)+Λx+Ax,x〉 ≥ 〈∂ϕ(0),x〉+ 〈Λx+Ax,x〉
≥ −C(1+‖x‖X )
≥ −C(1+‖x‖YA).

The corollary is now a consequence of Lemma 17.2 applied to the self-dual La-
grangian L(x, p) = ϕ(x)+ ϕ∗(p), provided we prove that I is weakly coercive on
YA. For that, we suppose {xn}n ⊆ YA is such that ‖xn‖YA → ∞. We show that

ϕ(xn)+ϕ
∗
(
−Λxn−Axn−

1
n

DYA xn

)
+ 〈xn,Λxn +Axn〉+

1
n
‖xn‖YA → ∞.

Indeed if not, and since 〈xn,Λxn + Axn〉+ 1
n‖xn‖X is bounded below, we have that

ϕ(xn)+ϕ∗(−Λxn−Axn− 1
n DYA xn) is bounded from above. The coercivity of ϕ on

X then ensures the boundedness of {‖xn‖X}n. In order to show that {xn} is actually
bounded in YA, we use that ϕ∗ is coercive in X∗ to get that

‖Λxn +Axn +
1
n

DYA xn‖X∗ ≤C
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for some constant C > 0. This combined with (17.13) yields that

‖Axn‖X∗ ≤ ‖Λxn +Axn +
1
n

DYA xn‖X∗ +‖Λxn +
1
n

DYAxn‖X∗

≤ C +‖Λxn‖X∗ +
1
n
‖DYAxn‖X∗

≤ C + k‖Axn‖X∗ +w(‖xn‖X )+
1
n
‖xn‖X +

1
n
‖Axn‖X∗ .

Hence, (1− k− 1
n )‖Axn‖X∗ ≤ C + w(‖xn‖X ) + 1

n‖xn‖X , and therefore ‖Axn‖X∗ is
bounded, which implies the boundedness of {xn} in YA, and we are done.

The following is an application to the resolution of certain nonlinear systems.

Corollary 17.3. Let X1 and X2 be two reflexive Banach spaces, and consider a con-
vex lower semicontinuous function ϕ on X1 ×X2 that is bounded on the balls. Let
A : D(A)⊂ X1 → X∗

2 be a linear operator, and consider the spaces

X̃1 := {x ∈ X1;Ax ∈ X∗
2 } and X̃2 := {x ∈ X2;A∗x ∈ X∗

1 }

equipped with the norms ‖x‖X̃1
= ‖x‖X1 +‖A1x‖X∗

2
and ‖p‖X̃2

= ‖p‖X∗
2
+‖A∗p‖X1 .

Let A1 : D(A1) ⊂ X1 → X∗
1 and A2 : D(A2) ⊂ X2 → X∗

2 be two positive linear
operators, and consider for i = 1,2 the Banach spaces

Yi := {x ∈ X̃i;Aix ∈ X∗
i }

equipped with the norm ‖y‖Yi = ‖y‖X̃i
+‖Aiy‖X∗

i
.

Assume Λ := (Λ1,Λ2) : Y1×Y2 →Y ∗
1 ×Y ∗

2 is a pseudoregular operator such that

lim
‖x‖X1 +‖y‖X2→∞

ϕ(x,y)+ 〈A1x,x〉+ 〈A2y,y〉+ 〈Λ(x,y),(x,y)〉
‖x‖X1 +‖y‖X2

= +∞ (17.23)

and

‖(Λ1,Λ2)(x,y)‖X∗
1×X∗

2
≤ k‖(A1,A2)(x,y)‖X∗

1×X∗
2
+w(‖(x,y)‖X1×X2) (17.24)

for some continuous and nondecreasing function w and some constant 0 < k < 1.
Then, for any ( f ,g) ∈ Y ∗

1 ×Y ∗
2 , there exists (x̄, ȳ) ∈ Y1×Y2, which solves the system{

−Λ1(x,y)−A∗y−A1x+ f ∈ ∂1ϕ(x,y)
−Λ2(x,y)+Ax−A2y+g ∈ ∂2ϕ(x,y). (17.25)

The solution is obtained as a minimizer on Y1×Y2 of the functional

I(x,y) = ψ(x,y)+ψ
∗(−A∗y−A1x−Λ1(x,y),Ax−A2y−Λ2(x,y))

+〈A1x,x〉+ 〈A2y,y〉+ 〈Λ(x,y),(x,y)〉,

where ψ(x,y) = ϕ(x,y)−〈 f ,x〉−〈g,y〉.
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Proof. Let X = X1×X2 in such a way that Ã(x,y) = (−A∗y,Ax) : X1×X2 → X∗ is a
skew-adjoint operator that is bounded on the space YÃ = X̃ = X̃1× X̃2. Consider the
following self-dual Lagrangian on X̃ × X̃∗:

L((x,y),(p,q)) = ψ(x,y)+ψ
∗(−A∗y+ p,Ax+q).

Setting A := (A1,A2), we have that Y1×Y2 = X̃A , and the operator A +Λ is regular
on Y1×Y2. Corollary 17.2 yields that

I(x,y) = L((x,y),−Λ(x,y)− Ã(x,y))+ 〈Λ(x,y)+ Ã(x,y),(x,y)〉

attains its minimum at some point (x̄, ȳ) ∈ Y1 ×Y2 and that the minimum is 0. In
other words,

0 = I(x̄, ȳ)
= ψ(x̄, ȳ)+ψ

∗(−A∗ȳ−A1x̄−Λ1(x̄, ȳ),Ax̄−A2ȳ−Λ2(x̄, ȳ))
+〈Λ(x̄, ȳ)+A(x̄, ȳ),(x̄, ȳ)〉

= ψ(x̄, ȳ)+ψ
∗(−A∗ȳ−A1x̄−Λ1(x̄, ȳ),Ax̄−A2ȳ−Λ2(x̄, ȳ))

+〈(Λ1(x̄, ȳ)+A1x̄−A∗ȳ,Λ2(x̄, ȳ)+A2ȳ+Ax̄),(x̄, ȳ)〉,

from which it follows that{
−A∗y−A1x−Λ1(x,y) ∈ ∂1ϕ(x,y)− f

Ax−A2y−Λ2(x,y) ∈ ∂2ϕ(x,y)−g.
(17.26)

Example 17.1. A variational resolution for doubly nonlinear coupled equations

Let b1 : Ω →Rn and b2 : Ω →Rn be two compactly supported smooth vector fields
on the neighborhood of a bounded domain Ω of Rn. Consider the Dirichlet problem ∆v+b1 ·∇u = |u|p−2u+um−1vm + f on Ω ,

−∆u+b2 ·∇v = |v|p−2v−umvm−1 +g on Ω ,
u = v = 0 on ∂Ω .

(17.27)

We can use Corollary 17.3 to get the following.

Theorem 17.3. Assume f ,g in Lp, p ≥ 2, div(b1) ≥ 0, div(b2) ≥ 0 on Ω , and that
1 ≤ m < p−1

2 . Let Y = {u ∈ H1
0 (Ω);u ∈ Lp(Ω)and∆u ∈ Lq(Ω)}, and consider on

Y ×Y the functional

I(u,v) = Ψ(u)+Ψ
∗(b1.∇u+∆v−um−1vm)+Φ(v)+Φ

∗(b2.∇v−∆u+umvm−1)

+
1
2

∫
Ω

div(b1) |u|2dx+
1
2

∫
Ω

div(b1) |v|2dx,

where
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Ψ(u) = 1
p
∫

Ω
|u|pdx+

∫
Ω

f udx and Φ(v) = 1
p
∫

Ω
|v|pdx+

∫
Ω

gvdx

are defined on Lp(Ω) and Ψ ∗ and Φ∗ are their respective Legendre transforms in
Lq(Ω). Then, there exists (ū, v̄) ∈ Y ×Y such that

I(ū, v̄) = inf{I(u,v);(u,v) ∈ Y ×Y}= 0

and (ū, v̄) is a solution of problem (17.27).

Proof. With the notation of Corollary 17.3, set X1 = X2 = Lp(Ω), A = ∆ : D(A) ⊂
Lp(Ω)→ Lq(Ω) in such a way that X̃1 = X̃2 = Y . We note that the operators A1u :=
b1.∇u and A2u := b2.∇u are bounded on X̃i in such a way that Yi = X̃i = Y .

The functions Φ and Ψ are continuous and coercive on Xi, and so it remains to
verify condition (17.24). Indeed, by Hölder’s inequality, for q = p

p−1 ≤ 2 we obtain

‖umvm−1‖Lq(Ω) ≤ ‖u‖m
L2mq(Ω)‖v‖(m−1)

L2(m−1)q(Ω)
,

and since m < p−1
2 , we have 2mq < p and therefore

‖umvm−1‖Lq(Ω) ≤C
(
‖u‖2m

Lp(Ω) +‖v‖2(m−1)
Lp(Ω)

)
. (17.28)

Also since q ≤ 2,

‖b1.∇u‖Lq(Ω) ≤ C‖b1‖L∞(Ω)‖∇u‖L2(Ω)

≤ C‖b1‖L∞(Ω)

(∫
〈−∆u,u〉dx

) 1
2 ≤C‖b1‖L∞(Ω)‖u‖

1
2
Lp(Ω)‖∆u‖

1
2
Lq(Ω)

≤ k‖∆u‖Lq(Ω) +C(k)‖b1‖2
L∞(Ω)‖u‖Lp(Ω) (17.29)

for some 0 < k < 1. Condition (17.24) now follows from (17.28) and (17.29).
Finally, it is easy to verify that the nonlinear operator

Λ(u,v) = (−um−1vm +b1.∇u,umvm−1 +b2.∇v)

is regular from Y ×Y → Lq(Ω)×Lq(Ω). It is worth noting that there is no restriction
here on the power p, which can well be beyond the critical Sobolev exponent.

17.3 Superposition of a nonlinear map with a skew-adjoint
operator modulo boundary terms

Consider now equations of the form{
Ax+Λx ∈ −∂L(x)

RBx ∈ ∂`(Bx),
(17.30)
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where Λ : D(Λ) ⊂ X → X∗ is a nonlinear operator, A : D(A) ⊂ X → X∗ is a linear
skew-adjoint operator modulo a boundary triplet (H,R,B), where R is an automor-
phism on a boundary space H, and B : D(B) ⊂ X → H is a boundary operator.
Here again L is a self-dual Lagrangian on phase space X ×X∗ and ` is an R-self-
dual function on the boundary space H.

We consider the nonnegative functional

I(x) =
{

L(x,−Ax−Λx)+ 〈x,Λx〉+ `(Bx) if x ∈ D(A)∩D(B)
+∞ if x /∈ D(A)∩D(B) (17.31)

and note that it suffices to show that there exists x̄ ∈D(Λ)∩D(A)∩D(B) such that
I(x̄) = 0 since then

0 = L(x̄,−Ax̄−Λ x̄)+ 〈x̄,Λ x̄〉+ 〈x̄,Ax̄〉−〈x̄,Ax̄〉+ `(Bx̄)

= L(x̄,−Ax̄−Λ x̄)+ 〈x̄,Ax̄+Λ x̄〉− 1
2
〈Bx̄,RBx̄〉+ `(Bx̄).

Since L(x, p)≥ 〈x, p〉 and `(s)≥ 1
2 〈s,Rs〉, we get{

L(x̄,−Ax̄−Λ x̄) = −〈x̄,Ax̄+Λ x̄〉
`(Bx̄) = 1

2 〈Bx̄,RBx̄〉, (17.32)

and are done with solving equation (17.30).
In order to apply Theorem 12.3, we note that I can also be written as

I(u) = LA,`(u,−Λu)+ 〈x,Λx〉,

where

LA,`(x, p) =
{

L(x,−Ax+ p)+ `(Bx) if x ∈ D(Γ )∩D(B)
+∞ if x /∈ D(Γ )∩D(B). (17.33)

According to Proposition 4.2 and under the right conditions on L and A, LA,` is again
a self-dual Lagrangian on X×X∗. However, the basic self-dual variational principle
may not apply if the topology of X is not strong enough to make Λ regular on X ,
or/and to keep the closure of Dom1(LA,`) contained in the domain of Λ .

So again, we consider a space YA,B with a strong enough topology to make
D(A)∩D(B) closed and at the same time increase the chance for Λ to be regu-
lar on the new space YA,B . Moreover, it is expected that, just as in Lemma 17.2, the
functional I remains self-dual on YA,B . The main problem, however, is that this may
again lead to a loss of coercivity on the new space, but there are situations where the
functional satisfies the self-dual Palais-Smale condition on YA,B , which allows us to
conclude.

We will not carry on this analysis in full generality here, but the approach will
be considered in detail in the next chapter, while dealing with nonlinear evolution
equations, in which case Au = u̇.
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Exercise 17.A. More on perturbations

Establish a counterpart of Theorem 17.2 in the case where the linear operator A is skew-adjoint
modulo boundary terms, and establish a self-dual variational principle for the boundary value prob-
lem (17.30) under minimal hypotheses.

Further comments

This chapter is reminiscent of the work of Brézis [27], Brézis-Crandall-Pazy [28],
and many others dealing with the sum of certain unbounded operators, or with per-
turbations of maximal monotone operators.





Chapter 18
Navier-Stokes and other Self-dual Nonlinear
Evolutions

The nonlinear self-dual variational principle established in Chapter 12 – though
good enough to be readily applicable in many stationary nonlinear partial differen-
tial equations – did not, however, cover the case of nonlinear evolutions such as the
Navier-Stokes equations. One of the reasons is the prohibitive coercivity condition
that is not satisfied by the corresponding self-dual functional on the path space Xp,q.
We show here that such a principle still holds for functionals of the form

I(u) =
∫ T

0

[
L(t,u(t),−u̇(t)−Λu(t))+ 〈Λu(t),u(t)〉

]
dt

+`
(

u(0)−u(T ),−u(T )+u(0)
2

)
,

where L (resp., `) is a self-dual Lagrangian on state space (resp., boundary space)
and Λ is an appropriate nonlinear operator on path space. As a consequence, we
provide a variational formulation and resolution to evolution equations involving
nonlinear operators such as the Navier-Stokes equation (in dimensions 2 and 3)
with various boundary conditions. In dimension 2, we recover the well-known weak
solutions for the corresponding initial-value problem as well as periodic and an-
tiperiodic ones, while in dimension 3 we get Leray solutions for the initial-value
problems but also solutions satisfying u(0) = δu(T ) for any given δ in (−1,1). The
approach is quite general and applies to certain nonlinear Schrödinger equations and
many other evolutions.

18.1 Elliptic perturbations of self-dual functionals

Let X ⊂ H ⊂ X∗ be an evolution pair, p,q > 1 such that 1
p + 1

q = 1, and consider a
time-dependent self-dual Lagrangian L on [0,T ]×X ×X∗ such that:

For each r ∈ Lq
X∗ , the map u →

∫ T
0 L(t,u(t),r(t))dt is continuous on Lp

X . (18.1)

319
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The map u →
∫ T

0 L(t,u(t),0)dt is bounded on the unit ball of Lp
X . (18.2)

Let ` be a self-dual Lagrangian on H×H such that

−C ≤ `(a,b)≤C(1+‖a‖2
H +‖b‖2

H) for all (a,b) ∈ H×H. (18.3)

Recall from Proposition 4.3 that the Lagrangian

L (u,r) =

{ ∫ T
0 L(t,u(t),r(t)− u̇(t))dt + `

(
u(0)−u(T ),− u(T )+u(0)

2

)
if u ∈Xp,q

+∞ otherwise

is then self-dual on Lp
X ×Lq

X∗ .
Consider now the convex lower semicontinuous function on Lp

X

ψ(u) =
{ 1

q
∫ T

0 ‖u̇(t)‖q
X∗ dt if u ∈Xp,q

+∞ if u ∈ Lp
X \Xp,q,

(18.4)

and, for any µ > 0, we let Ψµ be the self-dual Lagrangian on Lp
X ×Lq

X∗ defined by

Ψµ(u,r) = µψ(u)+ µψ
∗( r

µ

)
. (18.5)

Recall that, for each (u,r) ∈ Lp
X ×Lq

X∗ , the Lagrangian

L ⊕Ψµ(u,r) := inf
s∈Lq

X∗

{
L (u,s)+Ψµ(u,r− s)

}
(18.6)

is self-dual on Lp
X ×Lq

X∗ .

Lemma 18.1. Let L and ` be two self-dual Lagrangians verifying (18.1), (18.2) and
(18.3), and let L be the corresponding self-dual Lagrangian on path space Lp

X ×
Lq

X∗ . Suppose Λ is regular from Xp,q into Lq
X∗ . Then,

1. The functional

Iµ(u) = L ⊕Ψµ(u,−Λu)+
∫ T

0
〈Λu(t),u(t)〉dt

is self-dual on Xp,q, and its corresponding antisymmetric Hamiltonian on Xp,q×
Xp,q is

Mµ(u,v) :=
∫ T

0 〈Λu(t),u(t)− v(t)〉dt +HL (v,u)+ µψ(u)−µψ(v),

where HL (v,u) = supr∈Lq
X∗
{
∫ T

0 〈r,u〉dt −L (v,r)} is the Hamiltonian of L on

Lp
X ×Lp

X .
2. If in addition lim

‖u‖Xp,q→+∞

∫ T
0 〈Λu(t),u(t)〉dt + HL (0,u) + µψ(u) = +∞, then

there exists u ∈Xp,q with ∂ψ(u) ∈ Lq
X∗ such that
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u̇(t)+Λu(t)+ µ∂ψ(u(t)) ∈ −∂L(t,u(t)) (18.7)
u(T )+u(0)

2
∈ −∂`(u(0)−u(T )) (18.8)

u̇(T ) = u̇(0) = 0. (18.9)

Proof. First note that since L and Ψµ are both self-dual Lagrangians, we have that
L ⊕Ψµ(u,−r)+〈u,r〉 ≥ 0 for all (u,r)∈ Lp

X ×Lq
X∗ , and therefore I(u)≥ 0 on Xp,q.

Now we have, for any (u,r) ∈ Lp
X ×Lq

X∗ ,

L ⊕Ψµ(u,−r) = sup
v∈Lp

X

{∫ T

0
〈−r,v〉dt +HL (v,u)+ µψ(u)−µψ(v)

}
.

But for u ∈Xp,q and v ∈ Lp
X \Xp,q, we have

HL (v,u) = sup
r∈Lq

X∗

{
∫ T

0
〈r,u〉dt−L (v,r)}=−∞,

and therefore for any u ∈Xp,q, we have

sup
v∈Xp,q

Mµ(u,v) = sup
v∈Lp

X

Mµ(u,v)

=
∫ T

0
〈Λu(t),u(t)〉dt

+ sup
v∈Lp

X

∫ T

0
〈−Λu(t),v(t)〉dt +HL (v,u)+ µψ(u)−µψ(v)

=
∫ T

0
〈Λu(t),u(t)〉dt +L ⊕Ψµ(u,−Λu)

= I(u).

It follows from Theorem 12.2 that there exists uµ ∈Xp,q such that

Iµ(uµ) = L ⊕Ψµ(uµ ,−Λuµ)+
∫ T

0
〈Λuµ(t),uµ(t)〉dt = 0. (18.10)

Since L ⊕Ψµ is convex and coercive in the second variable, there exists r̄ ∈ Lq
X∗

such that

L ⊕Ψµ(uµ ,−Λuµ) = L (uµ , r̄)+Ψµ(uµ ,−Λuµ − r̄). (18.11)

It follows that

0 = L (uµ , r̄)+Ψµ(uµ ,−Λuµ − r̄)+
∫ T

0
〈Λuµ(t),uµ(t)〉dt

=
∫ T

0

[
L(t,uµ(t),−u̇µ(t)+ r̄(t))−〈uµ(t), r̄(t)〉

]
dt
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+`
(

uµ(0)−uµ(T ),−
uµ(T )+uµ(0)

2

)
+Ψµ(uµ ,−Λuµ − r̄)+

∫ T

0
〈Λuµ(t)+ r̄(t),uµ(t)〉dt

=
∫ T

0

[
L(t,uµ(t),−u̇µ(t)+ r̄(t))+ 〈uµ(t), u̇µ(t)− r̄(t)〉

]
dt

−1
2
‖uµ(T )‖2 +

1
2
‖uµ(0)‖2 + `

(
uµ(0)−uµ(T ),−

uµ(T )+uµ(0)
2

)
+Ψµ(uµ ,−Λuµ − r̄)+

∫ T

0
〈Λuµ + r̄,uµ(t)〉dt.

Since this is the sum of three nonnegative terms, we get the three identities∫ T
0
[
L(t,uµ(t),−u̇µ(t)+ r̄(t))+ 〈uµ , u̇µ − r̄〉

]
dt = 0, (18.12)

Ψµ(uµ ,−Λuµ − r̄)+
∫ T

0 〈Λuµ + r̄,uµ(t)〉dt = 0, (18.13)

`
(

uµ(0)−uµ(T ),−
uµ(T )+uµ(0)

2

)
− 1

2
‖uµ(T )‖2 +

1
2
‖uµ(0)‖2 = 0. (18.14)

It follows from the limiting case of Fenchel duality that

u̇µ(t)+Λuµ(t)+ µ∂ψ(uµ(t)) ∈ −∂L(t,uµ(t)) a.e. t ∈ [0,T ],
uµ(T )+uµ(0)

2
∈ −∂`(uµ(0)−uµ(T )).

Since u := uµ ∈Xp,q, we have that

−µ∂ψ(u(t)) = u̇(t)+Λu(t)+∂L(t,u(t)) ∈ Lq
X∗ .

It follows that ∂ψ(u(t))) =− d
dt (‖u̇‖q−2

∗ D−1u̇), where D is the duality map between
X and X∗. Hence, for each v ∈Xp,q, we have

0 =
∫ T

0

[
〈u̇(t)+Λu(t)+∂L(t,u(t)),v〉+ µ〈‖u̇‖q−2

∗ D−1u̇, v̇〉
]

dt

=
∫ T

0

〈
u̇(t)+Λu(t)−µ

d
dt

(‖u̇‖q−2
∗ D−1u̇)+∂L(t,u(t)),v

〉
dt

+µ〈‖u̇(T )‖q−2
∗ D−1u̇(T ),v(T )〉−µ〈‖u̇(0)‖q−2

∗ D−1u̇(0),v(0)〉,

from which we deduce that

u̇(t)+Λu(t)− d
dt

(‖u̇‖q−2D−1u̇(t)) ∈ −∂L(t,u(t))

u̇(T ) = u̇(0) = 0.
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18.2 A self-dual variational principle for nonlinear evolutions

This section is dedicated to the proof of a general variational principle for nonlinear
evolutions. We shall make use of the following self-dual Palais-Smale property for
functionals on path space.

Definition 18.1. Let L be a time-dependent self-dual Lagrangian on [0,T ]×X×X∗,
` a self-dual Lagrangian on H×H, and Λ : Xp,q → Lq

X∗ a given map. Let D : X →X∗

be a duality map, and consider the functional

IL,`,Λ (u) =
∫ T

0

[
L(t,u(t),−u̇(t)−Λu(t))+ 〈Λu(t),u(t)〉

]
dt

+`
(

u(0)−u(T ),−u(T )+u(0)
2

)
.

1. The functional IL,`,Λ is said to satisfy the self-dual Palais-Smale condition on
Xp,q if any sequence {un}∞

n=1 ⊆Xp,q satisfying for some εn → 0,{
u̇n(t)+Λun(t)− εn‖un‖p−2Dun(t) ∈ −∂L(t,un(t)) t ∈ [0,T ]

un(0)+un(T )
2 ∈ −∂`

(
un(0)−un(T ))

(18.15)

is necessarily bounded in Xp,q.
2. The functional IL,`,Λ is said to be weakly coercive on Xp,q if∫ T

0

[
L
(
t,un, u̇n +Λun +

1
n
‖un‖p−2Dun

)
+ 〈un,Λun〉+

1
n
‖un‖p

]
dt

goes to +∞ when ‖un‖Xp,q →+∞.

Theorem 18.1. Let X ⊂ H ⊂ X∗ be an evolution triple, where X is a reflexive Ba-
nach space and H is a Hilbert space. Let L be a time-dependent self-dual La-
grangian on [0,T ]×X ×X∗ such that, for some C > 0 and r > 0, we have∫ T

0 L(t,u(t),0)dt ≤C(1+‖u‖r
Lp

X
) for every u ∈ Lp

X . (18.16)

Let ` be a self-dual Lagrangian on H×H that is bounded below with 0 ∈ Dom(`),
and consider Λ : Xp,q → Lq

X∗ to be a regular map such that

‖Λu‖Lq
X∗
≤ k‖u̇‖Lq

X∗
+w(‖u‖Lp

X
) for every u ∈Xp,q, (18.17)

where w is a nondecreasing continuous real function and 0 < k < 1. Assume one of
the following two conditions:

(A)
∣∣∫ T

0 〈Λu(t),u(t)〉dt
∣∣≤ w(‖u‖Lp

X
) for every u ∈Xp,q.

(B) For each r ∈ Lq
X∗ , the functional u →

∫ T
0 L(t,u(t),r(t))dt is continuous on

Lp
X , and there exists C > 0 such that for every u ∈ Lp

X we have
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‖∂L(t,u)‖Lq
X∗
≤ w(‖u‖Lp

X
), (18.18)∫ T

0
〈∂L(t,u(t))+Λu(t),u(t)〉dt ≥ −C(‖u‖Lp

X
+1). (18.19)

If the functional IL,`,Λ is weakly coercive on Xp,q, then it attains its minimum at
v ∈Xp,q in such a way that IL,`,Λ (v) = inf

u∈Xp,q
IL,`,Λ (u) = 0 and

{
−Λv(t)− v̇(t) ∈ ∂L(t,v(t)) on [0,T ]

− v(0)+v(T )
2 ∈ ∂`

(
v(0)− v(T )).

(18.20)

We start with the following lemma, in which we consider a regularization (coer-
civization) of the self-dual Lagrangian L by the self-dual Lagrangian Ψµ and also
a perturbation of Λ by the operator

Ku = w(‖u‖Lp
X
)Du+‖u‖p−1

Lp
X

Du, (18.21)

which is regular from Xp,q into Lq
X∗ .

Lemma 18.2. Let Λ be a regular map from Xp,q into Lq
X∗ satisfing (18.17). Let L

be a time-dependent self-dual Lagrangian on [0,T ]×X ×X∗ satisfying conditions
(18.1) and (18.2), and let ` be a self-dual Lagrangian on H×H satisfying condition
(18.3). Then, for any µ > 0, the functional

Iµ(u) = L ⊕Ψµ(u,−Λu−Ku)+
∫ T

0
〈Λu(t)+Ku(t),u(t)〉dt

is self-dual on Xp,q×Xp,q.
Moreover, there exists uµ ∈ {u ∈Xp,q;∂ψ(u) ∈ Lq

X∗ , u̇(T ) = u̇(0) = 0} such that

u̇µ(t)+Λuµ(t)+Kuµ(t)+ µ∂ψ(uµ(t)) ∈ −∂L(t,uµ(t)), (18.22)

`
(

uµ(0)−uµ(T ),−
uµ(T )+uµ(0)

2

)
=
∫ T

0
〈u̇µ(t),uµ(t)〉dt. (18.23)

Proof. It suffices to apply Lemma 18.1 to the regular operator Γ = Λ +K, provided
we show the required coercivity condition lim

‖u‖Xp,q→+∞

M (u,0) = +∞, where

M (u,0) =
∫ T

0
〈Λu(t)+Ku(t),u(t)〉dt +HL (0,u)+ µψ(u).

Note first that it follows from (18.17) that for ε < µ

q there exists C(ε) such that

∫ T

0
〈Λu(t),u(t)〉dt ≤ k‖u‖Lp

X
‖u̇‖Lq

X∗
+w(‖u‖Lp

X
)‖u‖Lp

X

≤ ε‖u̇‖q
Lq

X∗
+C(ε)‖u‖p

Lp
X
+w(‖u‖Lp

X
)‖u‖Lp

X
.
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On the other hand, by the definition of K, we have∫ T

0
〈Ku(t),u(t)〉dt = w(‖u‖Lp

X
)‖u‖2

Lp
X
+‖u‖p+1

Lp
X

.

Therefore, the coercivity follows from the estimate

M (u,0) =
∫ T

0

[
〈Λu(t)+Ku(t),u(t)〉

]
dt +HL (0,u)+ µ

1
q
‖u̇‖q

Lq
X∗

≥ −ε‖u̇‖q
Lq

X∗
−C(ε)‖u‖p

Lp
X
−w(‖u‖Lp

X
)‖u‖Lp

X
+w(‖u‖Lp

X
)‖u‖2

Lp
X
+‖u‖p+1

Lp
X

−L (0,0)+ µ
1
q
‖u̇‖q

Lq
X∗

≥
(µ

q
− ε
)
‖u̇‖q

Lq
X∗

+‖u‖p+1
Lp

X

(
1+o(‖u‖Lp

X
)
)
.

In the following lemma, we get rid of the regularizing diffusive term µψ(u) and
prove the theorem with Λ replaced by the operator Λ +K, but under the additional
assumption that ` satisfies the boundedness condition (18.3).

Lemma 18.3. Let L be a time-dependent self-dual Lagrangian as in Theorem 18.1
satisfying either condition (A) or (B), and assume that ` is a self-dual Lagrangian
on H×H that satisfies condition (18.3). Then, there exists u ∈Xp,q such that

0 =
∫ T

0

[
L(t,u(t),−u̇(t)−Λu(t)−Ku(t))dt + 〈Λu(t)+Ku(t),u(t)〉

]
dt

+`
(

u(0)−u(T ),−u(T )+u(0)
2

)
.

Proof under condition (B). Note first that in this case L satisfies both conditions
(18.1) and (18.2) of Lemma 18.1, which then yields for every µ > 0 an element
uµ ∈Xp,q satisfying

u̇µ(t)+Λuµ(t)+Kuµ(t)+ µ∂ψ(uµ(t)) ∈ −∂L(t,uµ(t)), (18.24)

and

`
(

uµ(0)−uµ(T ),−
uµ(T )+uµ(0)

2

)
=
∫ T

0
〈u̇µ(t),uµ(t)〉dt. (18.25)

We now establish upper bounds on the norm of uµ in Xp,q. Multiplying (18.24) by
uµ and integrating over [0,T ], we obtain∫ T

0
〈u̇µ +Λuµ +Kuµ + µ∂ψ(uµ),uµ〉dt =−

∫ T

0
〈∂L(t,uµ),uµ〉dt. (18.26)

It follows from (18.19) and the above equality that
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0
〈u̇µ(t)+Kuµ(t)+ µ∂ψ(uµ(t)),uµ(t)〉 ≤C(1+‖uµ‖Lp

X
). (18.27)

Taking into account (18.25), (18.24) and the fact that
∫ T

0 〈∂ψ(uµ(t)),uµ(t)〉 ≥ 0, it
follows that

`
(

uµ(0)−uµ(T ),−
uµ(T )+uµ(0)

2

)
+
∫ T

0
〈Kuµ(t),uµ(t)〉 ≤C(1+‖uµ‖Lp

X
).

Since ` is bounded from below (say by C1), the above inequality implies that ‖uµ‖Lp
X

is bounded since we then have

C1 +w(‖uµ‖Lp
X
)‖uµ‖2

Lp
X
+‖uµ‖p+1

Lp
X
≤C‖uµ‖Lp

X
.

Now we show that ‖u̇µ‖Lq
X∗

is also bounded. For that, we multiply (18.24) by D−1u̇µ

to get that

‖u̇µ‖2
Lq

X∗
+
∫ T

0
〈Λuµ +Kuµ + µ∂ψ(uµ)+∂L(t,uµ),D−1u̇µ〉dt = 0. (18.28)

The last identity and the fact that
∫ T

0 〈∂ψ(uµ(t)),D−1u̇µ(t)〉dt = 0 imply that

‖u̇µ‖2
Lq

X∗
≤ ‖Λuµ‖Lq

X∗
‖u̇µ‖Lq

X∗
+‖Kuµ‖Lq

X∗
‖u̇µ‖Lq

X∗
+w(‖u‖Lp

X
)‖u̇µ‖Lq

X∗
.

It follows from the above inequality and (18.17) that

‖u̇µ‖Lq
X∗
≤ ‖Λuµ‖Lq

X∗
+‖Kuµ‖Lq

X∗
+w(‖u‖Lp

X
)

≤ k‖u̇µ‖Lq
X∗

+2w(‖u‖Lp
X
)+‖Kuµ‖Lq

X∗
,

from which we obtain that (1−k)‖u̇µ‖Lq
X∗
≤ 2w(‖uµ‖Lp

X
)+‖Kuµ‖Lq

X∗
, which means

that ‖u̇µ‖Lq
X∗

is bounded.

Consider now u ∈ Xp,q such that uµ ⇀ u weakly in Lp
X and u̇µ ⇀ u̇ in Lq

X∗ . From
(18.24) and (18.25), we have

Jµ(uµ) : =
∫ T

0
L(t,uµ(t),−u̇µ(t)−Λuµ(t)−Kuµ(t)−µ∂ψ(uµ(t)))dt

+
∫ T

0
〈Λuµ(t)+Kuµ(t),uµ(t)〉dt + `

(
uµ(0)−uµ(T ),−

uµ(T )+uµ(0)
2

)
≤
∫ T

0
L(t,uµ(t),−u̇µ(t)−Λuµ(t)−Kuµ(t)−µ∂ψ(uµ(t)))dt

+
∫ T

0
〈Λuµ(t)+Kuµ(t)−µ∂ψ(uµ(t)),uµ(t)〉

+`
(

uµ(0)−uµ(T ),−
uµ(T )+uµ(0)

2

)



18.2 A self-dual variational principle for nonlinear evolutions 327

= Iµ(uµ) = 0.

Since Λ + K is regular, 〈∂ψ(uµ),uµ〉 = ‖u̇µ‖q
X∗ is uniformly bounded and L is

weakly lower semicontinuous on X ×X∗, we get by letting µ → 0 that∫ T

0

[
〈Λu(t)+Ku(t),u(t)〉+L(t,u(t),−u̇(t)−Λu(t)−Ku(t))

]
dt

+`
(

u(T )−u(0),−u(T )+u(0)
2

)
≤ 0.

The reverse inequality is true for any u ∈ Xp,q since L and ` are self-dual La-
grangians.

Proof of Lemma 18.3 under condition (A). Note first that condition (18.16) im-
plies that there is a D > 0 such that∫ T

0 L(t,u(t),v(t))dt ≥ D(‖v‖s

Lq
X∗
−1) for every v ∈ Lq

X∗ , (18.29)

where 1
r + 1

s = 1. But since L is not supposed to satisfy condition (18.1), we first
replace it by its λ -regularization L1

λ ,p with respect to its first variable as defined in
Section 3.5, so as to satisfy all properties of Lemma 18.2. Therefore, there exists
uµ,λ ∈Xp,q satisfying

u̇µ,λ +Λuµ,λ +Kuµ,λ + µ∂ψ(uµ,λ ) =−∂L1
λ ,p(t,uµ,λ ) (18.30)

and

`
(

uµ,λ (T )−uµ,λ (0),−
uµ,λ (T )+uµ,λ (0)

2

)
=
∫ T

0
〈u̇µ,λ ,uµ,λ 〉dt. (18.31)

We shall first find bounds for uµ,λ in Xp,q that are independent of µ. Multiplying
(18.30) by uµ,λ and integrating, we obtain∫ T

0
〈u̇µ,λ (t)+Λuµ,λ (t)+Kuµ,λ (t)+ µ∂ψ(uµ,λ (t)),uµ,λ (t)〉dt

=−
∫ T

0
〈∂L1

λ ,p(t,uµ,λ (t)),uµ,λ (t)〉dt. (18.32)

Since ∂L1
λ ,p(t, .) is monotone, we have

∫ T

0
〈∂L1

λ ,p(t,uµ,λ (t))−∂L1
λ ,p(t,0),uµ,λ (t)−0〉dt ≥ 0,

and therefore∫ T

0
〈∂L1

λ ,p(t,uµ,λ (t)),uµ,λ (t)〉dt ≥
∫ T

0
〈∂L1

λ ,p(t,0),uµ,λ (t)〉dt. (18.33)
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Taking into account (18.31), (18.33), and the fact that
∫ T

0 〈∂ψ(uµ(t)),uµ(t)〉 ≥ 0, it
follows from (18.32) that

`
(

uµ,λ (0)−uµ,λ (T ),−
uµ,λ (T )+uµ,λ (0)

2

)
+
∫ T

0
〈Λuµ,λ (t)+Kuµ,λ (t),uµ,λ (t)〉dt

≤ −
∫ T

0
〈∂L1

λ ,p(t,0),uµ,λ (t)〉dt.

This implies {uµ,λ}µ is bounded in Lp
X , and by the same argument as under condi-

tion (B), one can prove that {u̇µ,λ}µ is also bounded in Lq
X∗ . Consider uλ ∈ Xp,q

such that uµ,λ ⇀ uλ weakly in Lp
X and u̇µ,λ ⇀ u̇λ in Lq

X∗ . It follows just as in the
proof under condition (B) that∫ T

0

[
〈Λuλ +Kuλ ,uλ 〉+L1

λ ,p(t,uλ ,−u̇λ −Λuλ −Kuλ )
]

dt

+`
(

uλ (0)−uλ (T ),−uλ (T )+uλ (0)
2

)
= 0, (18.34)

and therefore

u̇λ (t)+Λuλ (t)+Kuλ (t) ∈ −∂L1
λ ,p(t,uλ (t)). (18.35)

Now we obtain estimates on uλ in Xp,q. Since ` and L1
λ

are bounded from below, it

follows from (18.34) that
∫ T

0

[
〈Λuλ (t)+Kuλ (t),uλ (t)〉

]
dt is bounded and therefore

uλ is bounded in Lp
X since∫ T

0

[
〈Λuλ (t)+Kuλ (t),uλ (t)〉dt ≥ −C(‖u‖Lp

X
+1)−

∫ T

0
〈∂L(t,u(t)),u(t)〉dt

+
∫ T

0
〈Ku(t),u(t)〉dt

≥ −C(‖u‖Lp
X
+1)−w(‖u‖Lp

X
)‖u‖Lp

X

+w(‖u‖Lp
X
)‖u‖2

Lp
X
+‖u‖p+1

Lp
X

.

Setting vλ (t) := u̇λ (t)+Λuλ (t)+Kuλ (t), we get from (18.35) that

−vλ (t) = ∂L1
λ
(t,uλ (t)) = ∂L(t,uλ (t)+λ

q−1‖vλ (t)‖q−2
∗ D−1vλ (t)).

This together with (18.34) implies that

∫ T
0 L
(

t,uλ (t)+λ‖vλ (t)‖q−2
∗ D−1vλ (t),−u̇λ (t)−Λuλ (t)−Kuλ (t)

)
dt

+
∫ T

0

[
〈Λuλ (t)+Kuλ (t),uλ (t)〉+λ‖vλ (t)‖q

]
dt

+`
(

uλ (0)−uλ (T ),− uλ (T )+uλ (0)
2

)
= 0. (18.36)
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It follows that
∫ T

0 L(t,uλ +λ‖vλ‖
q−2
∗ D−1vλ ,−u̇λ −Λuλ −Kuλ )dt is bounded from

above. In view of (18.29), there exists then a constant C > 0 such that

‖u̇λ (t)+Λuλ (t)+Kuλ (t)‖Lq
X∗

dt ≤C. (18.37)

It follows that

‖u̇λ‖Lq
X∗
≤ ‖Λuλ‖Lq

X∗
+‖Kuλ‖Lq

X∗
+C ≤ k‖u̇λ‖Lq

X∗
+w(‖u‖Lp

X
)+‖Kuλ‖Lq

X∗
,

from which we obtain

(1− k)‖u̇λ‖Lq
X∗
≤ w(‖uλ‖Lp

X
)+‖Kuλ‖Lq

X∗
,

which means that ‖u̇λ‖Lq
X∗

is bounded. By letting λ go to zero in (18.36), we obtain

∫ T
0

[
〈Λu(t)+Ku(t),u(t)〉+L(t,u(t),−u̇(t)−Λu(t)−Ku(t))

]
dt

+`
(

u(0)−u(T ),− u(T )+u(0)
2

)
= 0,

where u is a weak limit of (uλ )λ in Xp,q.

Proof of Theorem 18.1. First we assume that ` satisfies condition (18.3), and
we shall work toward eliminating the perturbation K. Let L2

λ ,p be the (λ , p)-
regularization of L with respect to the second variable as defined in Section 3.5,
in such a way that L2

λ ,p satisfies (18.19). Indeed,

∫ T

0
〈∂L2

λ ,p(t,u)+Λu,u〉dt =
∫ T

0
〈∂L(t,u)+Λu+λ

p−1‖u‖p−2Du,u〉dt

≥
∫ T

0
〈∂L(t,u(t))+Λu(t),u(t)〉dt

≥ −C‖u‖Lp
X
. (18.38)

Moreover, we have in view of (18.16) that∫ T

0
L2

λ ,p(t,u,v)dt ≥−D+
λ p−1

p
‖u‖p

Lp
X
. (18.39)

From Lemma 18.3, we get for each ε > 0 a uε,λ ∈Xp,q such that∫ T

0
L2

λ ,p(t,uε,λ ,−u̇ε,λ −Λuε,λ − εKuε,λ )dt

+
∫ T

0
〈Λuε,λ + εKuε,λ ,uε,λ 〉

+`
(

uε,λ (0)−uε,λ (T ),−
uε,λ (T )+uε,λ (0)

2

)
= 0 (18.40)
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and
u̇ε,λ (t)+Λuε,λ (t)+ εKuε,λ (t) ∈ −∂L2

λ ,p(t,uε,λ (t)). (18.41)

We shall first find bounds for uε,λ in Xp,q that are independent of ε. Multiplying
(18.41) by uε,λ and integrating, we obtain∫ T

0
〈u̇ε,λ +Λuε,λ + εKuε,λ ,uε,λ 〉dt =−

∫ T

0
〈∂L2

λ ,p(t,uε,λ ),uε,λ 〉dt. (18.42)

It follows from (18.38) and the above equality that∫ T

0
〈u̇ε,λ (t)+ εKuε,λ (t),uε,λ (t)〉 ≤C‖uε,λ‖Lp

X
, (18.43)

and therefore

`
(

uε,λ (0)−uε,λ (T ),−
uε,λ (T )+uε,λ (0)

2

)
+
∫ T

0
〈εKuε,λ (t),uε,λ (t)〉 ≤C‖uε,λ‖Lp

X
,

which in view of (18.40) implies that∣∣∣∫ T

0
L2

λ
(t,uε,λ (t),−u̇ε,λ (t)−Λuε,λ (t)− εKuε,λ (t))dt

∣∣∣ ≤ C‖uε,λ‖Lp
X
.

By (18.39), we deduce that {uε,λ}µ is bounded in Lp
X . The same reasoning as above

then shows that {u̇ε,λ}µ is also bounded in Lq
X∗ . Again, the regularity of Λ and the

lower semicontinuity of L yields the existence of uλ ∈Xp,q such that

∫ T
0

[
L2

λ
(t,uλ ,−u̇λ −Λuλ )+ 〈Λuλ ,uλ 〉

]
dt

+`
(

uλ (0)−uλ (T ),− uλ (T )+uλ (0)
2

)
= 0.

In other words,∫ T
0 L
(
t,uλ ,−u̇λ −Λuλ +λ p−1‖uλ‖p−2Duλ

)
+λ p−1‖uλ‖p dt

+
∫ T

0 〈Λuλ ,uλ 〉dt + `
(

uλ (0)−uλ (T ),− uλ (T )+uλ (0)
2

)
= 0. (18.44)

Now since I satisfies the self-dual Palais-Smale condition, we get that (uλ )λ is
bounded in Xp,q. Suppose uλ ⇀ ū in Lp

X and u̇λ ⇀ ˙̄u in Lq
X∗ . It follows from (18.17)

that Λuλ is bounded in Lq
X∗ . Again, we deduce that

`
(

ū(T )− ū(0),− ū(T )+ ū(0)
2

)
+
∫ T

0

[
L(t, ū,− ˙̄u−Λ ū)+ 〈Λ ū, ū〉

]
dt = 0.

Now, we show that we can do without assuming that ` satisfies (18.3), but that it is
bounded below, while (0,0)∈Dom(`). Indeed, let `λ := `1,2

λ
be the λ -regularization

of the self-dual Lagrangian ` in both variables. Then, `λ satisfies (18.3) and therefore
there exists xλ ∈Xp,q such that
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0

[
L(t,xλ ,−ẋλ −Λxλ )+ 〈Λxλ ,xλ 〉

]
dt

+`λ

(
xλ (T )− xλ (0),− xλ (T )+xλ (0)

2

)
= 0. (18.45)

Since ` is bounded from below, so is `λ . This together with (18.45) implies that
the family

∫ T
0

[
〈Λxλ (t),xλ (t)〉+L(t,xλ (t),−ẋλ (t)−Λxλ (t))

]
dt is bounded above.

Again, since IL,`,Λ is weakly coercive, we obtain that (xλ )λ is bounded in Xp,q.
The continuity of the injection Xp,q ⊆C([0,T ];H) also ensures the boundedness of
(xλ (T ))λ and (xλ (0))λ in H. Consider x̄ ∈Xp,q such that xλ ⇀ x̄ in Lp

X and ẋλ ⇀ ˙̄x
in Lq

X∗ . It follows from the regularity of Λ and the lower semicontinuity of ` and L
that ∫ T

0

[
〈Λ x̄, x̄〉+L(x̄,− ˙̄x−Λ x̄)

]
dt + `

(
x̄(T )− x̄(0),− x̄(T )+ x̄(0)

2

)
= 0,

and therefore x̄ satisfies equation (18.20).

Remark 18.1. Note that the hypothesis that IL,`,Λ is weakly coercive, is only needed
in the last part of the proof to deal with the case where ` is not assumed to sat-
isfy (18.3). Otherwise, the hypothesis that IL,`,Λ satisfies the self-dual Palais-Smale
condition would have been sufficient. This will be useful in the application to
Schrödinger equations mentioned below.

18.3 Navier-Stokes evolutions

We now consider the most basic time-dependent self-dual Lagrangians L(t,x, p) =
ϕ(t,x)+ ϕ∗(t,−p), where for each t the function x → ϕ(t,x) is convex and lower
semicontinuous on X . Let now ψ : H → R∪{+∞} be another convex lower semi-
continuous function that is bounded from below and such that 0 ∈Dom(ψ), and set
`(a,b) = ψ(a)+ψ∗(−b). The above principle then yields that if for some C1,C2 > 0
we have

C1
(
‖x‖p

Lp
X
−1
)
≤
∫ T

0 ϕ
(
t,x(t)

)
dt ≤C2

(
‖x‖p

Lp
X
+1
)

for all x ∈ Lp
X ,

then for every regular map Λ satisfying (18.17) and either condition (A) or (B) in
Theorem 18.1, the infimum of the functional

I(x) =
∫ T

0

[
ϕ(t,x(t))+ϕ

∗(t,−ẋ(t)−Λx(t))+ 〈Λx(t),x(t)〉
]

dt

+ψ(x(0)− x(T ))+ψ
∗
(
− x(0)+ x(T )

2

)
(18.46)

on Xp,q is zero and is attained at a solution x(t) of the equation
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−ẋ(t)−Λx(t) ∈ ∂ϕ

(
t,x(t)

)
forall t ∈ [0,T ]

− x(0)+x(T )
2 ∈ ∂ψ(x(0)− x(T )).

As noted before, the boundary condition above is quite general and includes as a
particular case the more traditional ones such as initial-value problems, periodic
and antiperiodic orbits. It suffices to choose `(a,b) = ψ(a)+ψ∗(b) accordingly.

• For the initial boundary condition x(0) = x0 for a given x0 ∈H, we choose ψ(x) =
1
4‖x‖2

H −〈x,x0〉.
• For periodic solutions x(0) = x(T ), ψ is chosen as

ψ(x) =
{

0 x = 0
+∞ elsewhere.

• For antiperiodic solutions x(0) =−x(T ), it suffices to choose ψ(x) = 0 for each
x ∈ H.

As a consequence of the above theorem, we provide a variational resolution to evo-
lution equations involving nonlinear operators such as the Navier-Stokes equation
with various time-boundary conditions,

∂u
∂ t +(u ·∇)u+ f = α∆u−∇p on Ω ,

divu = 0 on [0,T ]×Ω ,
u = 0 on [0,T ]×∂Ω ,

(18.47)

where Ω is a smooth domain of Rn, f ∈ L2
X∗([0,T ]), α > 0.

Indeed, setting X = {u ∈ H1
0 (Ω ;Rn);divv = 0} and H = L2(Ω), we write the

problem above in the form{
∂u
∂ t +Λu ∈ −∂Φ(t,u)

u(0)+u(T )
2 ∈ −∂ψ(u(0)−u(T )),

(18.48)

where ψ is a convex lower semicontinuous function on H, while the functional Φ

and the nonlinear operator Λ are defined by

Φ(t,u) = α

2
∫

Ω
Σ 3

j,k=1(
∂u j
∂xk

)2 dx+ 〈u, f (t,x)〉 and Λu := (u ·∇)u. (18.49)

Note that Λ : X → X∗ is regular as long as the dimension N ≤ 4. On the other hand,
when Λ lifts to path space, we have the following lemma.

Lemma 18.4. With the above notation, we have

1. If N = 2, then the operator Λ : X2,2 → L2
X∗ is regular.

2. If N = 3, then the operator Λ is regular from X4, 4
3
→ L

4
3
X∗ as well as from the

space X2, 4
3
∩L∞(0,T ;H) to L

4
3
X∗ .
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Proof. First note that the three embeddings X2,2 ⊆ L2
H , X4, 4

3
⊆ L2

H , and X2, 4
3
⊆ L2

H
are compact.

Assuming first that N = 3, let un → u weakly in X4, 4
3
, and fix v∈C1([0,T ]×Ω).

We have that∫ T

0
〈Λun,v〉=

∫ T

0

∫
Ω

Σ
3
j,k=1un

k
∂un

j

∂xk
v j dxdt =−

∫ T

0

∫
Ω

Σ
3
j,k=1un

k
∂v j

∂xk
un

j dx.

Therefore∣∣∣∫ T

0
〈Λun−Λu,v〉

∣∣∣ =
∣∣∣Σ 3

j,k=1

∫ T

0

∫
Ω

(un
k

∂v j

∂xk
un

j −uk
∂v j

∂xk
u j)dxdt

∣∣∣
≤ ‖v‖C1([0,T ]×Ω)

3

∑
j,k=1

∫ T

0

∫
Ω

∣∣un
kun

j −uku j
∣∣dxdt.(18.50)

Also∫ T

0

∫
Ω

|un
kun

j −uku j|dxdt ≤
∫ T

0

∫
Ω

|un
kun

j −ukun
j |dxdt +

∫ T

0

∫
Ω

|ukun
j −uku j|dxdt

≤ ‖un
j‖L2

H
‖un

k −uk‖L2
H

+‖uk‖L2
H
‖un

j −u j‖L2
H
→ 0.

Moreover, we have for N = 3 the following standard estimate (see for example
[156]):

‖Λun‖X∗ ≤ c|un|
1
2
H‖un‖

3
2
X . (18.51)

Since X4, 4
3
⊆C(0,T ;H) is continuous, we obtain

‖Λun‖
L

4
3
X∗
≤ c|un|

1
2
C(0,T ;H)‖un‖

3
4
L2

X
≤ c‖un‖

1
2
X

4, 4
3

‖un‖
3
4
L2

X
, (18.52)

from which we conclude that Λun is a bounded sequence in L
4
3
X∗ , and therefore the

weak convergence of 〈λun,v〉 to 〈λu,v〉 holds for each v ∈ L4
X .

Now, since X2,2 ⊆C(0,T ;H) is also continuous, the same argument works for
N = 2, the only difference being that we have the following estimate, which is better
than (18.51):

‖Λun‖X∗ ≤ c|un|H‖un‖X . (18.53)

To consider the case Λ : X2, 4
3
∩L∞(0,T ;H) → L

4
3
X∗ , we note that relations (18.50)

and (18.51) still hold if un → u weakly in X2, 4
3
. We also have estimate (18.51).

However, unlike the above, one cannot deduce (18.52) since we do not necessarily
have a continuous embedding from X2, 4

3
⊆ C(0,T ;H). However, if (un) is also

assumed to be bounded in L∞(0,T ;H), then we get from (18.51) the estimate
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‖Λun‖
L

4
3
X∗
≤ c|un|

1
2
L∞(0,T ;H)‖un‖

3
4
L2

X
, (18.54)

which ensures the boundedness of Λun in L
4
3
X∗ .

Corollary 18.1. Assuming N = 2, f in L2
X∗([0,T ]), and that ` is a self-dual La-

grangian on H×H that is bounded from below, then the infimum of the functional

I(u) =
∫ T

0

[
Φ(t,u)+Φ

∗(t,−u̇− (u ·∇)u)
]

dt + `
(

u(0)−u(T ),
u(0)+u(T )

2

)
on X2,2 is zero and is attained at a solution u of (18.47) that satisfies the following
time-boundary condition:

−u(0)+u(T )
2

∈ ∂`
(
u(0)−u(T )). (18.55)

Moreover, u verifies the following “energy identity”: For every t ∈ [0,T ],

‖u(t)‖2
H +2

∫ t
0
[
Φ(t,u(t))+Φ∗(t,−u̇(t)− (u ·∇)u(t))

]
dt = ‖u(0)‖2

H . (18.56)

In particular, with appropriate choices for the boundary Lagrangian `, the solution
u can be chosen to verify either of the following boundary conditions:

• an initial-value problem: u(0) = u0 where u0 is a given function in X;
• a periodic orbit : u(0) = u(T );
• an antiperiodic orbit : u(0) =−u(T ).

Proof. By Lemma 18.4, one can verify that the operator Λ : X2,2 → L2
X∗ satisfies

condition (18.17) and (A) of Theorem 18.1. Therefore, the infimum of the functional

I(u)=
∫ T

0

[
Φ(t,u(t))+Φ

∗(t,−u̇(t)−(u·∇)u(t))
]

dt +`
(

u(0)−u(T ),
u(0)+u(T )

2

)
on X2,2 is zero and is attained at a solution u(t) of (18.47).

However, in the 3-dimensional case, we have to settle for the following result.

Corollary 18.2. Assume N = 3, f in L2
X∗([0,T ]), and consider ` to be a self-dual

Lagrangian on H ×H that is now coercive in both variables. Then, there exists
u ∈X2, 4

3
such that

I(u) =
∫ T

0

[
Φ(t,u)+Φ

∗(t,−u̇− (u ·∇)u)
]

dt + `
(

u(0)−u(T ),
u(0)+u(T )

2

)
≤ 0,

and u is a weak solution of (18.47) that satisfies the time-boundary condition
(18.55). Moreover, u verifies the “energy inequality”

‖u(T )‖2
H

2
+
∫ T

0

[
Φ(t,u(t))+Φ

∗(t,−u̇(t)− (u ·∇)u(t))
]

dt ≤ ‖u(0)‖2
H

2
. (18.57)
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In particular, with appropriate choices for the boundary Lagrangian `, the solution
u will verify either one of the following boundary conditions:

• an initial-value problem: u(0) = u0.
• a periodicity condition of the form u(0) = δu(T ) for any given δ with −1 < δ <

1.

Proof. We start by considering the functional on the space X4, 4
3
.

Iε(u) :=
∫ T

0

[
Φε(t,u)+Φ

∗
ε (t,−u̇− (u ·∇)u)

]
dt + `

(
u(0)−u(T ),−u(0)+u(T )

2

)
,

where Φε(t,u) = Φ(t,u) + ε

4‖u‖4
X . In view of the preceding lemma, the operator

Λu := (u ·∇)u and Φε satisfy all properties of Theorem 18.1. In particular, we have
the estimate

‖Λu‖X∗ ≤ c|u|1/2
H ‖u‖3/2

X for every u ∈ X . (18.58)

It follows from Theorem 18.1 that there exists uε ∈ X4, 4
3

with Iε(uε) = 0. This
implies that

∂uε

∂ t +(uε ·∇)uε + f (t,x) = α∆uε +div
(
ε‖uε‖2∇uε)−∇pε on [0,T ]×Ω ,

divuε = 0 on [0,T ]×Ω ,
uε = 0 on [0,T ]×∂Ω ,

− uε (0)+uε (T )
2 ∈ ∂`(uε(0)−uε(T )).

(18.59)

Now, we show that (uε)ε is bounded in X2,4/3. Indeed, multiply (18.59) by uε to
get

d
dt
|uε(t)|2

2
+α‖uε(t)‖2

X + ε‖uε(t)‖4
X = 〈 f (t),uε(t)〉 ≤

α

2
‖uε(t)‖2

X +
2
α
‖ f (t)‖2

X∗

so that

d
dt
|uε(t)|2

2
+

α

2
‖uε(t)‖2

X + ε‖uε(t)‖4
X ≤

2
α
‖ f (t)‖2

X∗ . (18.60)

Integrating (18.60) over [0,s], (s < T ), we obtain

|uε(s)|2

2
− |uε(0)|2

2
+

α

2

∫ s

0
‖uε‖2

X + ε

∫ s

0
‖uε‖4

X ≤
2
α

∫ s

0
‖ f (t)‖2

X∗ . (18.61)

On the other hand, it follows from (18.59) that `(uε(0)− uε(T ),− uε (0)+uε (T )
2 ) =

|uε (T )|2
2 − |uε (0)|2

2 . Considering this together with (18.61) with s = T , we get

`
(

uε(0)−uε(T ),
uε(0)+uε(T )

2

)
+

α

2

∫ T

0
‖uε‖2

X dt +ε
∫ T

0 ‖uε‖4
X dt

≤ 2
α

∫ T
0 ‖ f (t)‖2

X∗ .
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Since ` is bounded from below and is coercive in both variables, it follows from the
above that (uε)ε is bounded in L2

X , that (uε(T ))ε and (uε(0))ε are bounded in H,
and that ε

∫ T
0 ‖uε(t)‖4 is also bounded. It also follows from (18.61) coupled with

the boundedness of (uε(0))ε that uε is bounded in L∞(0,T ;H). Estimate (18.58)
combined with the boundedness of (uε)ε in L∞(0,T ;H)∩L2

X implies that (Λuε)ε is
bounded in L4/3

X . We also have the estimate∥∥α∆uε +div
(
ε‖uε‖2

∇uε)
∥∥

X∗ ≤ α‖uε‖+ ε‖uε‖3,

which implies that α∆uε +div
(
ε‖uε‖2∇uε) is bounded in L4/3

X∗ .

It also follows from (18.59) that for each v ∈ L4
X we have∫ T

0

〈∂uε

∂ t
,v
〉
dt =

∫ T

0
〈α∆uε − (uε ·∇)uε − f (t,x)+div

(
ε‖uε‖2

∇uε),v〉dt.(18.62)

Since the right-hand side is uniformly bounded with respect to ε , so is the left-hand
side, which implies that ∂uε

∂ t is bounded in L4/3
X∗ . Therefore, there exists u ∈ X2,4/3

such that

uε ⇀ u weakly in L2
X , (18.63)

∂uε

∂ t
⇀

∂uε

∂ t
weakly in L4/3

X∗ , (18.64)

div
(
ε‖uε‖2

∇uε) ⇀ 0 weakly in L4/3
X∗ , (18.65)

uε(0) ⇀ u(0) weakly in H, (18.66)
uε(T ) ⇀ u(T ) weakly in H. (18.67)

Letting ε approach zero in (18.62), it follows from (18.63)-(18.67) that∫ T

0

〈∂u
∂ t

,v
〉

dt =
∫ T

0
〈−(u ·∇)u− f (t,x)+α∆u,v〉dt. (18.68)

Also it follows from (18.66), (18.67) and (18.59), and the fact that ∂` is monotone,
that

−u(0)+u(T )
2

∈ ∂`(u(0)−u(T )). (18.69)

(18.68) and (18.69) yield that u is a weak solution of
∂u
∂ t +(u ·∇)u+ f (t,x) = α∆u−∇p on [0,T ]×Ω ,

divu = 0 on [0,T ]×Ω ,
u = 0 on [0,T ]×∂Ω ,

− u(0)+u(T )
2 ∈ ∂`(u(0)−u(T )).

(18.70)
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Now we prove inequality (18.57). Since Iε(uε) = 0, a standard argument (see the
proof of Theorem 18.1) yields that I(u)≤ liminfε Iε(uε) = 0, thereby giving that

Iε(u) : =
∫ T

0

[
Φ(t,u(t))+Φ

∗(t,−u̇(t)− (u ·∇)u(t))
]

dt

+`
(

u(0)−u(T ),
u(0)+u(T )

2

)
≤ 0.

On the other hand, it follows from (18.69) that

`
(

u(0)−u(T ),−u(0)+u(T )
2

)
=
|u(T )|2

2
− |u(0)|2

2
.

This together with the above inequality gives

|u(T )|2

2
+
∫ T

0

[
Φ(t,u(t))+Φ

∗(t,−u̇(t)− (u ·∇)u(t))
]

dt ≤ |u(0)|2

2
.

Corollary 18.3. In dimension N = 3, there exists, for any given δ with |δ | < 1, a
weak solution of the equation

∂u
∂ t +(u ·∇)u+ f (t,x) = α∆u−∇p on [0,T ]×Ω ,

divu = 0 on [0,T ]×Ω ,
u = 0 on [0,T ]×∂Ω ,

u(0) = δu(T ).

Proof. For each
delta with |δ | < 1, there exists λ > 0 such that δ = λ−1

λ+1 . Now consider `(a,b) =
ψλ (a)+ψ∗

λ
(b), where ψλ (a) = λ

4 |a|
2.

Example 18.1. Navier-Stokes evolutions driven by their boundary

We now consider the evolution equation
∂u
∂ t +(u ·∇)u+ f = α∆u−∇p on [0,T ]×Ω

divu = 0 on [0,T ]×Ω ,
u(t,x) = u0(x) on [0,T ]×∂Ω ,
u(0,x) = δu(T,x) on Ω ,

(18.71)

where
∫

∂Ω
u0·ndσ = 0, α > 0, and f ∈ Lp

X∗ . Assuming that u0 ∈ H3/2(∂Ω) and
that ∂Ω is connected, Hopf’s extension theorem again yields the existence of v0 ∈
H2(Ω) such that v0 = u0 on ∂Ω , divv0 = 0, and

∫
Ω

Σ n
j,k=1uk

∂v0
j

∂xk
u j dx ≤ ε‖u‖2

X for all u ∈V, (18.72)
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where V = {u ∈H1(Ω ;Rn);divu = 0}. Setting v = u+v0, solving equation (18.71)
reduces to finding a solution in the path space X2,2 corresponding to the Banach
space X = {u ∈ H1

0 (Ω ;Rn);divv = 0} and the Hilbert space H = L2(Ω) for

∂u
∂ t

+(u ·∇)u+(v0 ·∇)u+(u ·∇)v0 ∈ −∂Φ(u) (18.73)

u(0)−δu(T ) = (δ −1)v0,

where Φ(t,u) = α

2
∫

Ω
Σ 3

j,k=1(
∂u j
∂xk

)2 dx+ 〈g,u〉 and

g := f −α∆v0 +(v0 ·∇)v0 ∈ Lp
V ∗ .

In other words, this is an equation of the form

∂u
∂ t

+Λu ∈ −∂Φ(t,u), (18.74)

where Λu := (u ·∇)u + (v0 ·∇)u + (u ·∇)v0 is the nonlinear regular operator for
N = 2 or N = 3.

Now recalling the fact that the component Bu := (v0 ·∇)u is skew-symmetric, it
follows from Hopf’s estimate that

C‖u‖2
V ≥ Φ(t,u)+ 〈Λu,u〉 ≥ (α − ε)‖u‖2 + 〈g,u〉 forall u ∈ X .

As in Corollary 18.2, we have the following.

Corollary 18.4. Assume N = 3 and consider ` to be a self-dual Lagrangian on H×
H that is coercive in both variables. Then, there exists u ∈X2, 4

3
such that

I(u) =
∫ T

0

[
Φ(t,u(t))+Φ

∗(t,−u̇(t)−Λu(t))+ 〈u(t),Λu(t)〉
]

dt

+`
(

u(0)−u(T ),−u(0)+u(T )
2

)
≤ 0,

and u is a weak solution of (18.71).

To obtain the boundary condition given in (18.73) that is u(0)−δu(T ) = (δ −1)v0,
consider `(a,b) = ψλ (a)+ψ∗

λ
(−b), where δ = λ−1

λ+1 and ψλ (a) = λ

4 |a|
2−4〈a,v0〉.

Example 18.2. An equation in magneto-hydrodynamics

Let Ω be an open bounded domain of RN , and let n be the unit outward normal on
its boundary Γ . Consider the evolution equation for the pair (V,B)
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∂V
∂ t +(v ·∇)V − 1

Re
∆V −S(B ·∇)B+∇

(
P+ SB2

2

)
= g(x) on Ω ,

∂B
∂ t +(v ·∇)B+ 1

Rm
curl (curl B)− (B ·∇)V = 0 on Ω ,

div(V ) = 0,
div(B) = 0,
V (t,x) = 0 on Γ ,

B ·n = 0 on Γ ,
curl B×n = 0 on Γ ,

(18.75)

with the initial conditions

V (x,0) = V0(x) and B(x,0) = B0(x) for x ∈ Ω ,

where Re,Rm, and S are positive constants. We define an appropriate Banach space
X = X1×X2 as

X1 =
{

U ∈ H1
0 (Ω)N ; div(U) = 0

}
,

X2 =
{

B ∈ H1(Ω)N ; div(B) = 0, B ·n = 0 on Γ
}

,

where

(V1,V2)X1 =
N

∑
i=1

〈
∂V1

∂xi
,

∂V2

∂x j

〉
, ‖V‖X1 = (V,V )

1
2
X1

,

(B1,B2)X2 = 〈curl (B1),curl (B2)〉, ‖B‖X2 = (B,B)
1
2
X2

,

are the scalar products and norms on X1 and X2, respectively. The scalar product on
H := L2(Ω)N will be denoted by 〈 , 〉.

It is known [157] that the norm ‖ ‖X2 is equivalent to that induced by H1(Ω)N ,
and we equip the space X with the following scalar product (resp., norm): For a pair
ui = (Vi,Bi) ∈ X , i = 1,2,

(u1,u2)X = (V1,V2)X1
+S(B1,B2)X2

and ‖u‖= {(u1,u2)}
1
2
X .

We define on X ×X ×X a trilinear form

b(u1,u2,u3) = b1(V1,V2,V3)−Sb1(B1,B2,V3)+Sb1(V1,B2,B3)−Sb1(B1,V2,B3),

where

b1(ϕ,ψ,θ) =
N

∑
i, j=1

∫
Ω

ϕi
∂ψ j

∂xi
θ j dx, ∀ϕ,ψ,θ ∈ X ,

in such a way that
b1(ϕ,ψ,ψ) = 0 ∀ϕ,ψ ∈ X .

Define the bilinear form
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B : X ×X → X∗(
B(u,u),v

)
= b(u,u,v),

and set g̃ =
(

g
0

)
∈ L2(Ω)N ×L2(Ω)N . Equation (18.75) can then be written as

du
dt

+B(u)− f ∈ −∂Φ(u)

in V , where B(u) = B(u,u) is a regular map on X2,2 and Φ : X → R is the convex
energy functional defined on L2

X by

Φ(u) = Φ((V,B)) =
1

2Re

∫
Ω

N

∑
i, j=1

∣∣∣∣ ∂Vi

∂x j

∣∣∣∣2 dx+
S

2Rm

∫
Ω

|curl B|2 dx.

Using Theorem 18.1, one can prove the following existence result.

Theorem 18.2. Suppose N = 2, g̃ ∈ L2(Ω)N ×L2(Ω)N , and (V0,B0) ∈ X. The infi-
mum of the functional

I(u) =
∫ T

0

{
Φ
(
u(t)

)
+Φ

∗
(
−du

dt
−B(u)+ g̃

)
+ 〈g̃,u〉

}
dt

+
∫

Ω

{
1
2

(∣∣V (0,x)|2 +
∣∣B(0,x)|2 +

∣∣V (x,T )
∣∣2 +

∣∣B(x,T )
∣∣2)} dx

+
∫

Ω

{
|V0(x)|2 + |B0(x)|2−2V (0,x) ·V0(x)−2B(0,x) ·B0(x)

}
dx

on X2,2 is then equal to zero and is attained at a solution of the problem (18.75).

18.4 Schrödinger evolutions

Consider the nonlinear Schrödinger equation

iut +∆u−|u|r−1u =−i∂L(t,u) (t,x) ∈ [0,T ]×Ω , (18.76)

where Ω is a bounded domain in RN and L is a time-dependent self-dual Lagrangian
on [0,T ]×H1

0 (Ω)×H−1(Ω). Equation (18.76) can be rewritten as

ut +Λu =−∂L(t,u) (t,x) ∈ [0,T ]×Ω ,

where Λu =−i∆ + i|u|r−1u. We can then deduce the following existence result.

Theorem 18.3. Suppose 1 ≤ r ≤ N
N−2 . Let p = 2r, and assume that L satisfies

−C ≤
∫ T

0 L(t,u(t),0)dt ≤C(1+‖u‖r
Lp

H1
0

) for every u ∈ Lp
H1

0
[0,T ], (18.77)
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〈∂L(u),−∆u+ |u|r−1u〉 ≥ 0 for each u ∈ H2(Ω). (18.78)

Let u0 ∈ H2(Ω) and `(a,b) = 1
4‖a‖2

H −〈a,u0〉+‖b−u0‖2
H . The functional

I(u) =
∫ T

0

[
L(u,−u̇−Λu)+ 〈Λu,u〉

]
dt + `

(
u(0)−u(T ),

u(T )+u(0)
2

)
(18.79)

then attains its minimum at v ∈Xp,q in such a way that I(v) = inf
u∈Xp,q

I(u) = 0 and

{
v̇(t)− i∆v(t)+ i|v(t)|r−1v(t) = −∂L(t,v(t)),

v(0) = u0.
(18.80)

Proof. Let X = H1
0 (Ω) and H = L2(Ω). Taking into account Theorem 18.1, we

just need to verify conditions (18.17) and (A) and prove that I satisfies the self-dual
Palais-Smale condition on Xp,q. Condition (A) follows from the fact that 〈Λu,u〉=
0. To prove (18.17), note that

‖Λu‖H−1 = ‖−∆u+ |u|r−1u‖H−1 ≤ ‖−∆u‖H−1 +C‖|u|r−1u‖Lq(Ω)

= ‖u‖H1
0
+C‖u‖r

Lrq .

Since p≥ 2, we have qr ≤ 2r ≤ 2N
N−2 . It follows from the Sobolev inequality and the

above that
‖Λu‖H−1 ≤ ‖u‖H1

0
+C‖u‖r

H1
0
,

from which we obtain

‖Λu‖Lq
H−1

≤ ‖u‖Lq
H1

0

+C‖u‖r
Lrq

H1
0

≤C(‖u‖Lp
H1

0

+‖u‖r
Lp

H1
0

).

To show that I satisfies the self-dual Palais-Smale condition on Xp,q, we assume
that un is a sequence in Xp,q and εn → 0 are such that{

−u̇n + i∆un− i|un|r−1un = −εn‖un‖p−2∆un +∂L(un),
un(0) = u0.

(18.81)

Since u0 ∈ H2(Ω), it is standard that at least un ∈ H2(Ω). Now multiply both sides
of the above equation by ∆un(t)−|un(t)|r−1un(t), and taking into account (12.37)
we have 〈

u̇n(t),−∆un(t)+ |un(t)|r−1un(t)
〉
≤ 0,

from which we obtain

1
2
‖un(t)‖2

H1
0
+

1
r +1

‖un(t)‖r+1 ≤ 1
2
‖u(0)‖2

H1
0
+

1
r +1

‖u(0)‖r+1,

which, once combined with (18.81), gives the boundedness of (un)n in Xp,q.
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Example 18.3. Initial-value Schrödinger evolutions

Here are two typical examples of self-dual Lagrangians satisfying the assumptions
of the preceding Theorem:

• L(u, p) = ϕ(u)+ϕ∗(p), where ϕ ≡ 0. This leads to a solution of{
iu̇(t)+∆u(t)−|u(t)|r−1u(t) = 0,

u(0) = u0.
(18.82)

• L(u, p)= ϕ(u)+ϕ∗(a·∇u+ p), where ϕ(u)= 1
2
∫

Ω
|∇u|2 dx and a is a divergence-

free vector field on Ω with compact support. In this case, we have a solution for{
iu̇(t)+∆u(t)−|u(t)|r−1u(t) = ia ·∇u+ i∆u(t),

u(0) = u0.
(18.83)

18.5 Noncoercive nonlinear evolutions

We now assume that there is a symmetric linear duality map D between X and X∗.

Theorem 18.4. Let (S̄t)t∈R be a C0-unitary group of operators associated to a skew-
adjoint operator A on the Hilbert space X∗, and let St := D−1S̄tD be the correspond-
ing group on X. For p > 1 and q = p

p−1 , assume that Λ : Xp,q → Lq
X∗ is a regular

map such that for some nondecreasing continuous real function w and 0 ≤ k < 1 it
satisfies

‖ΛStx‖Lq
X∗
≤ k‖ẋ‖Lq

X∗
+w(‖x‖Lp

X
) for every x ∈Xp,q (18.84)

and ∣∣∫ T
0 〈Λx(t),x(t)〉dt

∣∣≤ w(‖x‖Lp
X
) for every x ∈Xp,q. (18.85)

Let ` be a self-dual Lagrangian on H×H that is bounded below with 0 ∈ Dom(`),
and let L be a time-dependent self-dual Lagrangian on [0,T ]×X ×X∗ such that for
some C > 0 and r > 1, we have

−C ≤
∫ T

0 L(t,u(t),0)dt ≤C(1+‖u‖r
Lp

X
) for every u ∈ Lp

X . (18.86)

Assume that the functional

I(u) =
∫ T

0

[
L(t,Stu,−S̄t u̇−ΛStu)+ 〈ΛStu,Stu〉

]
dt

+`
(

u(0)−u(T ),−u(T )+u(0)
2

)
satisfies the self-dual Palais-Smale condition on Xp,q. Then, it attains its minimum
at u ∈Xp,q in such a way that
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I(u) = inf
w∈Xp,q

I(w) = 0.

Moreover, if St = S̄t on X, then v(t) = Stu(t) is a solution of{
Λv(t)+Av(t)+ v̇(t) ∈ −∂L(t,v(t)),

v(0)+S(−T )v(T )
2 ∈ −∂`

(
v(0)−S(−T )v(T )).

(18.87)

Proof. Define the nonlinear map Γ : Xp,q → Lq
X∗ by Γ (u) = S∗t ΛSt(u). This map

is also regular in view of the regularity of Λ . It follows from Remark 3.3 that the
self-dual Lagrangian LS also satisfies (18.16). It remains to show that Γ satisfies
conditions (18.17) and (A) of Theorem 18.1. Indeed, for x ∈Xp,q, we have

‖Γ x‖Lq
X∗

= ‖S∗t ΛStx‖Lq
X∗

= ‖ΛStx‖Lq
X∗
≤ k‖ẋ‖Lq

X∗
+w(‖x‖Lp

X
) (18.88)

and∣∣∣∫ T

0
〈Γ x(t),x(t)〉dt

∣∣∣= ∣∣∣∫ T

0
〈ΛStx(t),Stx(t)〉dt

∣∣∣≤ w(‖Stx‖Lp
X
) = w(‖x‖Lp

X
).

This means that all the hypotheses in Theorem 18.1 are satisfied. Hence, there exists
u ∈Xp,q such that I(u) = 0 and as in the proof of Theorem 10.1, v(t) = Stu(t) is a
solution of (18.87).

Example 18.4. Variational resolution for a fluid driven by −i∆ 2

Consider the problem of finding “periodic-type” solutions for the following equation
∂u
∂ t +(u ·∇)u− i∆ 2u+ f = α∆u−∇p on Ω ⊂ Rn,

divu = 0 on Ω ,
u = 0 on ∂Ω ,

(18.89)

where u = (u1,u2) and i∆ 2u = (∆ 2u2,−∆ 2u1) with

Dom(i∆ 2) = {u ∈ H1
0 (Ω);∆u ∈ H1

0 (Ω) and u = ∆u = 0 on ∂Ω}.

Theorem 18.5. Let (St)t∈R be the C0−unitary group of operators associated to the
skew-adjoint operator i∆ 2. Assuming N = 2, f in L2

X∗([0,T ]), and that ` is a self-
dual Lagrangian on H ×H that is bounded from below, then the infimum of the
functional

I(u) =
∫ T

0

[
Φ(t,Stu)+Φ

∗(t,−St u̇−S∗t ΛStu)
]

dt +`
(

u(0)−u(T ),−u(0)+u(T )
2

)
on X2,2 is zero and is attained at u(t) in such a way that v(t) = Stu(t) is a solution
of (18.89) that satisfies the following time-boundary condition:
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−
v(0)+S(−T )v(T )

2
∈ ∂`

(
v(0)−S(−T )v(T )). (18.90)

Moreover, u verifies the following “energy identity”: For every t ∈ [0,T ],

‖u(t)‖2
H +2

∫ t
0
[
Φ(s,Ssu)+Φ∗(s,−Ssu̇−S∗s ΛSsu)

]
ds = ‖u(0)‖2

H . (18.91)

In particular, with appropriate choices for the boundary Lagrangian `, the solution
v can be chosen to verify one of the following boundary conditions:

• an initial-value problem: v(0) = v0, where v0 is a given function in H;
• a periodic orbit: v(0) = S(−T )v(T );
• an antiperiodic orbit: v(0) =−S(−T )v(T ).

Proof. The duality map between X and X∗ is D = −∆ and is therefore linear and
symmetric. Also, we have St = eit∆ 2

and therefore StD = DSt . Now the result follows
from Theorem 18.4.

Exercises 18.A.

1. Show that the norm ‖u‖= ‖curl(u)‖2 is equivalent to the H1-norm on H1(Ω ;R2).
2. Show that the operator Λ defined in Example 18.2, is indeed regular.
3. Complete the proof of Theorem 18.75, and investigate whether it can be extended to higher

dimensions.

Further comments

The existence of weak solutions for the Navier-Stokes evolutions is of course well
known (see for example Leray [85], Masuda [94], or the books of Temam [156]
and [157]). Our approach – developed in [65] – is new since it is variational, and it
applies to many other nonlinear evolutions. What is remarkable is that, in dimension
2 (resp., dimension 3), it gives Leray solutions that satisfy the energy identity (resp.,
inequality), which appears like another manifestation of the concept of self-duality
in the context of evolution equations.
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29. H. Brézis, I. Ekeland, Un principe variationnel associé à certaines equations paraboliques.
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107. A. Mielke, R. Rossi, G. Savaré, A metric approach to a class of doubly nonlinear evolution
equations and applications, Ann. Scu. Normale. Super. Pisa Cl. Sci. (to appear). Preprint
available at: http://www.wias-berlin.de/people/mielke/.

108. A. Mielke, U. Stefanelli, A discrete variational principle for rate-independent evolutions,
Preprint, 2008.

109. A. Mielke, F. Theil, A mathematical model for rate-independent phase transformations with
hysteresis, H.-D. Alber, R. Balean, and R. Farwig, editors, Proceedings of the Workshop on
”Models of Continuum Mechanics in Analysis and Engineering,” pages 117–129, Shaker-
Verlag, 1999.

110. A. Mielke, A. M. Timofte, An energetic material model for time-dependent ferroelectric
behavior: existence and uniqueness, Math. Models Appl. Sci., 29:1393–1410, 2005.

111. A. Mielke, F. Theil, V. I. Levitas, A variational formulation of rate-independent phase trans-
formations using an extremum principle, Arch. Ration. Mech. Anal., 162(2):137–177, 2002.

112. A. Mielke, M. Ortiz, A class of minimum principles for characterizing the trajectories and
the relaxation of dissipative systems, ESAIM Control Optim. Calc. Var. (to appear), Preprint
available at: http://www.wias-berlin.de/main/publications/wias-publ/index.cgi.en.

113. S. Müller and M. Ortiz, On the Γ -convergence of discrete dynamics and variational integra-
tors, J. Nonlinear Sci., 14(3):279–296, 2004.

114. J.-J. Moreau, La notion de sur-potentiel et les liaisons unilatérales en élastostatique, C. R.
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