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Abstract

This paper considers the spectrum sharing for mobile wireless communications, where a secondary user

or cognitive radio (CR) communicates using the same bandwidth originally allocated to an existing primary

user link. An effective means for the CR to use to protect the primary transmissions is by applying the so-

called interference-temperature constraint, whereby the resultant interference power at each primary receiver is

kept below some predefined value. For the fading primary and secondary user channels, the interference-power

constraint at each primary receiver is usually one of the following two types: One is to regulate theaverage-

interference-power (AIP) over all the fading states, while the other is to limit the peak-interference-power (PIP)

at any of the fading states. From the secondary user’s perspective, given the same (average or peak) power-

constraint value, the AIP constraint is more favorable thanthe PIP because of the more flexibility in dynamically

allocating transmit powers over the fading states. However, from the perspective of protecting the primary user

transmissions, the more restrictive PIP constraint appears at a first glance to be a better option than the AIP.

Surprisingly, in this paper it is shown that this seemingly apparent fact is usually untrue for the primary user

transmission over the fading channel. This is due to an interesting interference diversity phenomenon, i.e., the

randomized interference powers from the secondary transmitter in the AIP case can be in fact more advantageous

for minimizing the resultant primary user capacity losses as compared to the more deterministic ones in the PIP

case. Therefore, the AIP can be superior than the PIP for boththe primary and secondary user transmissions.
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I. INTRODUCTION

This paper is concerned with a typicalspectrum sharing scenario for wireless mobile communications,

where a secondary user, also commonly known as thecognitive radio (CR), intends to communicate

using the same bandwidth that has already been allocated to an existing primary user link. For such

a scenario, a secondary or CR transmitter usually needs to deal with a fundamental tradeoff between

maximizing its own transmission throughput and minimizingthe amount of interferences it causes to the

primary receivers. A commonly adopted means to protect the primary transmission is by adapting the

secondary user’s transmission such that the resultant interference power, or the so-calledinterference-

temperature, at each primary receiver is kept below some prescribed threshold [1], [2]. A general

approach for designing the transmission strategies of a CR under the interference-temperature constraints

is dynamic resource allocation, by which the transmit power, bit-rate, bandwidth and antenna beam of

the secondary user are dynamically allocated based upon thefading channel state information (CSI)

available at the CR transmitter. For the single-input single-output (SISO) fading primary and secondary

user channels with single-antenna terminals, transmit power control for the CR has been studied in [3]

by exploiting the CSI on the interfering channel from the secondary transmitter to the primary receiver,

and in [4] with availability of the additional CSI on the fading secondary user channel and/or the fading

primary user channel. In [5], the authors also proposed bothoptimal and suboptimal spatial adaptation

schemes for the multi-antenna CR transmitter.

In this paper, we focus on the SISO fading primary and secondary user channels. In this case, the

interference-power constraint at each primary receiver isusually one of the following two types: One is

the long-term constraint that regulates theaverage-interference-power (AIP) over all the fading states,

while the other is ashort-term one and limits thepeak-interference-power (PIP) at any of the fading

states. Apparently, the PIP constraint is more restrictivethan the AIP given their same (average or peak)

power-constraint value. From the secondary user’s perspective, it is easy to see that the AIP constraint

is more favorable compared to the PIP, since the former provides the CR transmitter the more flexibility

in dynamically allocating its transmit powers over the fading states, and as a result maximizes the

long-term average throughput. On the other hand, from the perspective of protecting the primary user
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transmissions, the more restrictive PIP constraint seems at a first glance to be a better option than the

AIP. Surprisingly, in this paper it will be shown that this seemingly apparent fact is indeed untrue for the

primary user transmission over the fading channel using some commonly adopted power-control policies.

This is due to an interestinginterference diversity phenomenon briefly explained as follows: Because

of the convexity of the capacity function with respect to thenoise/interferecne power, the randomized

interference powers from the secondary transmitter in the AIP case can be in fact more advantageous

for minimizing the resultant primary user capacity losses as compared to the more deterministic ones

in the PIP case. Therefore, this paper discovers an important design rule for the CR networks operating

using the interference-temperature principle, i.e., the AIP can be indeed superior than the PIP not only

from the secondary link throughput maximization viewpoint, but also for the better protection of the

primary user transmission.

The rest of this paper is organized as follows. Section II presents the system model of spectrum

sharing in the CR network. Section III considers first the secondary link and compares its ergodic

capacities subject to the AIP and PIP constraint. Section IVthen studies the primary user channel

capacities under the AIP or PIP from the secondary transmitter for different types of the primary user

power-control policies, and shows the capacity gains underthe AIP over the PIP by exploiting the

interference diversity. Section V considers both the primary and secondary links jointly and shows

the simulation results on their achievable throughput under spectrum sharing over the fading channel.

Finally, Section VI concludes this paper.

Notation: |z| denotes the Euclidean norm of a complex numberz. E[·] denotes statistical expectation.

The distribution of a circular symmetric complex Gaussian (CSCG) variable with the meanx and the

variancey is denoted byCN (x, y), and∼ means “distributed as”.max(x, y) and min(x, y) denote,

respectively, the maximum and the minimum between two real numbersx andy and for a real number

a, (a)+ = max(0, a).

II. SYSTEM MODEL

As shown in Fig. 1, a spectrum sharing scenario is consideredwhere a secondary/CR link consisting of

a secondary transmitter (ST) and a secondary receiver (SR) shares the same bandwidth for transmission
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with an existing primary link consisting of a primary transmitter (PT) and a primary receiver (PR). All

terminals are assumed to be equipped with a single antenna. We consider a slow-fading environment

and for simplicity, assume a block-fading (BF) channel model for both the primary and secondary links.

Furthermore, we assume coherent demodulations at both the primary and secondary receivers, and thus

only the fading channel power gain (amplitude square) is of interest. Letei denote the channel power

gain e for the fading channel from the ST and the SR at the fading state i, i = 1, 2, . . . , N , whereN

denotes the number of fading states that can be either finite or infinite, ande = [e1, e2, . . . , eN ]. Similarly,

gi, fi, andoi denote the channel gains at thei-th fading state ofg, f , ando, corresponding to the fading

channel from the ST to the PR, the PT to the PR, and the PT to the SR, respectively. It is assumed

that ei, gi, fi and oi are independent variables each having a discrete/continuous probability density

function (PDF). It is also assumed that the additive noises at both primary and secondary receivers

are independent CSCG variables each∼ CN (0, 1). Since we are interested in the information-theoretic

limits of the primary and secondary links, it is assumed thatthe optimum Gaussian code-books are used

by both the primary and secondary transmitters.

First, for the primary link, the transmit powers at different fading statesi are denoted as{qi}. It is

assumed that the primary user is oblivious to the secondary transmission and thus does not attempt to

protect the secondary transmission nor cooperate with the secondary user for transmission. Due to the

concurrent secondary transmission, the PR may observe an additional interference power, denoted as

Ii = gipi at the fading statei, where{pi} are the secondary user transmit powers at different fading

statesi. The primary user power-control policyPp(f , I) is then a mapping fromfi andIi to qi, where

I = [I1, I2, . . . , IN ], subject to an average transmit power constraintQ, i.e., E[qi] ≤ Q. By treating the

interference from the ST as the additional Gaussian noise atthe PR, the achievable average rate of the

primary user channel can be then expressed as

Rp = E

[

log

(

1 +
fiqi

1 + Ii

)]

. (1)

Notice thatqi may also be a function offi andIi.

On the other hand, for the secondary link, since the CR needs to protect the primary transmission,

its power-control policy needs to consider both the primaryand secondary transmissions. It is assumed
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that the interfering channel gaingi from the ST to the PR is perfectly known at the ST at each

fading statei. For convenience, we combine the Gaussian-distributed interferences from the PT with

the independent additive Gaussian noises at the SR, and define the equivalent secondary user channel gain

as hi , ei

1+qioi
, ∀i, which is also assumed to be known at the ST at eachi. Let h = [h1, h2, . . . , hN ].

Thus, the secondary user power-control policy can be expressed asPs(h, g), subject to an average

transmit power constraintP , i.e., E[pi] ≤ P . The achievable average rate of the secondary user channel

can be then expressed as

Rs = E [log (1 + hipi)] . (2)

Again, notice thatpi maybe a function of bothhi andgi.

III. SECONDARY L INK CAPACITIES UNDER AIP AND PIP

We first consider the secondary user transmission subject tothe AIP or the PIP constraint at the

PR as a practical means to protect the primary transmission.The AIP constraint regulates the average-

interference-power in the long-term and is thus defined as

E[Ii] ≤ Γa, (3)

whereΓa denotes the predefined AIP value. In contrast, the PIP constraint limits the short-term peak-

interference-power at any of the fading states and is thus defined as

Ii ≤ Γp, ∀i, (4)

whereΓa denotes the predefined PIP value. Notice that the PIP constraint is more restrictive than the

AIP. This can be easily seen by observing that givenΓp = Γa, (4) implies (3) but not vice versa.

Therefore, from the secondary user’s perspective, applying the AIP constraint is more favorable than

the PIP because it provides the secondary user power-control policy Ps(h, g) the more flexibility in

adapting the transmit powers over the fading states. In thispaper, we consider the ergodic capacity

as the throughput limit of the secondary user channel. From (2) and (3), the optimalPs(h, g) for the

secondary user fading channel to maximize its ergodic capacity under both the AIP constraint at the PR

and the secondary user own transmit-power constraint can beobtained as the solutions of the following
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optimization problem (P1):

Maximize
{pi}

E [log (1 + hipi)]

Subject to E[gipi] ≤ Γa, (5)

E[pi] ≤ P, (6)

pi ≥ 0, ∀i. (7)

Notice that the above problem has been studied in [3] withoutthe secondary user own transmit-power

constraint (6). It is easy to verify that P1 is a convex optimization problem, and thus by applying the

Karush-Kuhn-Tacker (KKT) conditions [6] that are satisfiedby the optimal solutions ofpi’s for P1,

denoted as{p(1)
i }, we can obtain

p
(1)
i =

(

1

ν(1)gi + µ(1)
−

1

hi

)+

, (8)

whereν(1) andµ(1) are the nonnegative optimal dual solutions corresponding to the constraint (5) and

(6), respectively, which satisfy the following Complementary Slackness (CS) conditions [6]:

ν(1)
(

E

[

gip
(1)
i

]

− Γa

)

= 0, (9)

µ(1)
(

E

[

p
(1)
i

]

− P
)

= 0. (10)

Thus, if any ofν(1) andµ(1) is strictly positive, the corresponding constraint (5) or (6) must be satisfied

with equality by{p(1)
i }. On the other hand, if any of the constraint (5) and (6) is satisfied with strict

inequality, the corresponding dual solution must be zero. Numerically, ν(1) and µ(1) can be obtained

using, e.g., the ellipsoid method [7].1 Substituting (8) into (2) or the objective function of P1 yields the

secondary user channel ergodic capacity under the AIP constraint expressed as

CER
s,a = E

[

(

log

(

hi

ν(1)gi + µ(1)

))+
]

. (11)

Next, if the PIP constraint is applied instead of the AIP, i.e., replacing the AIP constraint (5) in

Problem P1 by the PIP constraint (4), which can also be expressed as

gipi ≤ Γp, ∀i, (12)

1The ellipsoid method applies the sub-gradientΓa −E[gipi[n]] andP −E[pi[n]] to iteratively updateν[n + 1] andµ[n + 1] until they

converge toν(1) andµ(1), respectively, where{pi[n]} are obtained from (8) for some givenν[n] andµ[n] at then-th iteration.
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and denoting the resultant new problem asP2, the associated optimal power allocationspi’s, denoted

as{p(2)
i }, can be similarly obtained like P1 as

p
(2)
i = min

(

Γp

gi

,

(

1

µ(2)
−

1

hi

)+
)

, (13)

whereµ(2) is the optimal dual solution corresponding to the secondaryuser own transmit-power con-

straint (6), which satisfies the similar CS condition like (10), and can be numerically obtained using a

simpler version of the ellipsoid method, the bisection method [6]. Substituting (13) into (2) yields the

secondary user channel ergodic capacity under the PIP constraint expressed as

CER
s,p = E

[

min

(

log

(

1 +
hiΓp

gi

)

,

(

log

(

hi

µ(2)

))+
)]

. (14)

Notice that how the optimal power allocations given in (8) for the AIP case are different from (13)

for the PIP case. Suppose thatPs(h, g) is such that the AIP constraint (5) for P1 is inactive, while it is

not necessarily true that each of the PIP constraint in (12) at any of the fading states is inactive because

the latter is a more stringent one than the former. By the CS condition (9), it follows thatν(1) is zero

in (8). Comparing this new power allocation with (13) for thePIP case, it is easy to see that the latter

is also more restrictive than the former due to the additional constraintΓp

gi
at each fading statei.

At last, we provide numerical examples to evaluate the ergodic capacities of the secondary link under

the AIP and PIP constraint at the PR. It is assumed thatΓa = Γp = 1, the same as the additive noise

power at the PR. It is also assumed thath andg are the squared norms of independent CSCG variables

∼ CN (0, 1) and CN (0, σ2
g), respectively. Fig. 2 and Fig. 3 show the ergodic capacitiesversus the

secondary user own transmit power constraintP for σ2
g = 1 andσ2

g = 0.1, respectively. It is observed

that as expected, under the same constraint-power value, the AIP constraint results in larger capacities

than the PIP due to the more flexible transmit power adaptations over the fading states. The capacity

gain by the AIP over the PIP becomes more substantial as the interfering channel average powerσ2
g

increases. It is also observed that asP increases, the ergodic capacity of the secondary user channel

eventually gets saturated under either the AIP or the PIP constraint.

IV. PRIMARY L INK CAPACITIES UNDER AIP AND PIP

From the secondary user’s perspective, we have shown that the AIP constraint is more favorable than

the PIP for the achievable ergodic capacity of the secondaryuser fading channel. In this section, we
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will compare their effects on the capacities of the primary user fading channel. For fair comparison, we

consider the primary user transmission subject to the same peak or average interference-power valueΓ

from the secondary transmitter, i.e.,Γa = Γp = Γ. Furthermore, we assume that both the AIP and PIP

constraints are satisfied with equalities, i.e., for the AIPcase,E[Ii] = Γ; and for the PIP case,Ii = Γ, ∀i.

Next, we consider three well-known power-control policiesin literature for the primary transmission

and examine the resultant capacities under the AIP and PIP constraints in each case.

A. Constant-Power (CP) Power Control

First, we consider theconstant-power (CP) power-control policy forPp(f , I), i.e.,

qi = Q, ∀i. (15)

CP is an attractive scheme in practice from an implementation viewpoint because it does not require

any CSI at the PT, and furthermore, it satisfies the peak transmit-power-constraint at all times. With

CP, the ergodic capacity of the primary user channel in the AIP case can be obtained from (1) as

CER,CP
p,a = E

[

log

(

1 +
fiQ

1 + Ii

)]

, (16)

and the ergodic capacity under the PIP is

CER,CP
p,p = E

[

log

(

1 +
fiQ

1 + Γ

)]

. (17)

The following theorem is then established:

Theorem 4.1: For the CP power-control policy and under the same peak and average interference-

power valueΓ, CER,CP
p,a ≥ CER,CP

p,p for the primary user fading channel.

Proof:

CER,CP
p,a = EfEI

[

log

(

1 +
fiQ

1 + Ii

)]

(18)

≥ Ef

[

log

(

1 +
fiQ

1 + E[Ii]

)]

(19)

= Ef

[

log

(

1 +
fiQ

1 + Γ

)]

(20)

= CER,CP
p,p , (21)
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where the first equality is due to the independence offi andgi and thusIi; the inequality is due to the

convexity of the functionf(x) = log
(

1 + a
1+x

)

wherea is any positive constant andx ≥ 0, and the

Jensen’s inequality (e.g., [8]); and the last two equalities are byE[Ii] = Γ and (17), respectively.

Theorem 4.1 suggests that, surprisingly, the AIP constraint that results in the randomized interference

powers over the fading states at the PR is in fact more advantageous for improving the primary user

channel ergodic capacity as compared to the PIP constraint that has the constant interference powers,

provided that their average and peak power-constraint values are both equal toΓ. As shown in the

above proof, this result is mainly due to the convexity of thecapacity function with respect to the

noise/interference power. We name this interesting phenomenon as the “interference diversity”.

B. Channel-Inversion (CI) Power Control

There are circumstances where the primary user transmission needs to deliver data traffic that has

stringent delay requirements. For such scenarios, the delay-limited capacity [9] that is defined as the

maximum constant-rate achievable for all the fading statesgiven a long-term average-transmit-power

budget can be a relevant measure for the channel capacity limit. For the SISO fading primary user

channel, the optimal power-control policy that achieves the fading channel delay-limited capacity is

known as the “channel-inversion (CI)” [10], which in the AIPcase can be expressed as

qi =
γa(1 + Ii)

fi

, (22)

and in the PIP case is expressed as

qi =
γp(1 + Γ)

fi

, (23)

whereγa andγp are the constant signal-to-interference-plus-noise-ratio (SINR) at the PR for the AIP

and PIP case, respectively. GivenE[qi] ≤ Q, the maximum value ofγa and γp can be obtained from

(22) and (23) as

γmax
a =

Q

E

[

1+Ii

fi

] , (24)

and

γmax
p =

Q

(1 + Γ)E
[

1
fi

] , (25)
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respectively. Sincefi is independent ofIi, we have

E

[

1 + Ii

fi

]

= Ef

[

1 + E[Ii]

fi

]

= (1 + Γ)E

[

1

fi

]

,

and thus it follows from (24) and (25) thatγmax
a = γmax

p . Hence, we obtain the following theorem:

Theorem 4.2: For the CI policy and under the same peak and average interference-power valueΓ,

the AIP and PIP constraints result in the same primary user channel delay-limited capacity equal to

CDL
p = log



1 +
Q

(1 + Γ)E
[

1
fi

]



 . (26)

Proof: Substituting (22) and (23) into (1) yields the achievable constant-rates of the primary user

under the AIP and PIP arelog(1 + γa) and log(1 + γp), respectively. Since the channel delay-limited

capacity is achievable by the maximum value ofγa andγp for the AIP and PIP case, respectively, using

the fact thatγmax
a = γmax

p and (25), it follows that (26) holds for both the AIP and PIP cases.

Theorem 4.2 suggests that for the CI policy, the loss of the primary user channel delay-limited

capacity due to the randomized interference powers from thesecondary transmitter is identical to that

by the constant-power interferences, i.e., the AIP is at least no worse than the PIP from the primary

user’s perspective for delivering delay-limited and constant-rate data traffic.

C. Water-Filling (WF) Power Control

The “water-filling (WF)” power-control policy (e.g., [8], [10]) is designed to achieve the maximum

primary user channel ergodic capacity. In the case of the AIP, the optimal power allocations can be

obtained as the solutions of the following optimization problem (P3):

Maximize
{qi}

E

[

log

(

1 +
fiqi

1 + Ii

)]

Subject to E[qi] ≤ Q, (27)

qi ≥ 0. ∀i. (28)

Similar like P1, the optimal WF solutions of P3 can be obtained as

q
(3)
i =

(

1

µ(3)
−

1 + Ii

fi

)+

, (29)
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whereµ(3) is the optimal dual solution associated with the constraint(27), which controls the so-called

“water-level” 1
µ(3) with which E[q

(3)
i ] = Q. Substituting (29) into the objective function of P3 yieldsthe

ergodic capacity in the AIP case expressed as

CER,WF
p,a = E

[

(

log

(

fi

µ(3)(1 + Ii)

))+
]

. (30)

Similarly, we can define the ergodic capacity maximization problem for the PIP case, and refer to

this problem asP4. The optimal WF-based power allocations in this case can be obtained as

q
(4)
i =

(

1

µ(4)
−

1 + Γ

fi

)+

, (31)

whereµ(4) controls the “water-level” with whichE[q
(4)
i ] = Q. The resultant ergodic capacity in the PIP

case then becomes

CER,WF
p,p = E

[

(

log

(

fi

µ(4)(1 + Γ)

))+
]

. (32)

The direct comparison ofCER,WF
p,a in (30) andCER,WF

p,p in (32) may be problematic explained as

follows. Supposing thatµ(3) ≤ µ(4), from the convexity of the functiong(x) =
(

log
(

a
1+x

))+
where

a is a positive constant andx ≥ 0, and similar like the proof of Theorem 4.1, it can be shown that

CER,WF
p,a ≥ CER,WF

p,p . Unfortunately, the following lemma shows that the opposite inequality is indeed

true forµ(3) andµ(4), and thus renders the direct comparison of the expressions of CER,WF
p,a andCER,WF

p,p

difficult to proceed.

Lemma 4.1: For the WF-based primary user power allocations under the same peak and average

interference-powerΓ from the secondary transmitter, the optimal water-level parameters for the AIP

and PIP constraints satisfy thatµ(3) ≥ µ(4).
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Proof: Supposing thatµ(3) < µ(4), we then have

E[q
(3)
i ] = E

[

(

1

µ(3)
−

1 + Ii

fi

)+
]

(33)

> E

[

(

1

µ(4)
−

1 + Ii

fi

)+
]

(34)

= EfEI

[

(

1

µ(4)
−

1 + Ii

fi

)+
]

(35)

≥ Ef

[

(

1

µ(4)
−

1 + E[Ii]

fi

)+
]

(36)

= E

[

(

1

µ(4)
−

1 + Γ

fi

)+
]

(37)

= E[q
(4)
i ] (38)

= Q, (39)

where (36) is due to the convexity of the functionz(x) =
(

a − 1+x
b

)+
wherea, b are positive constants

andx ≥ 0, and the Jensen’s inequality. However, since it is known that E[q
(3)
i ] = Q, which contradicts

with the inequalityE[q
(3)
i ] > Q shown above under the presumption thatµ(3) < µ(4), it thus concludes

that this presumption is untrue andµ(3) ≥ µ(4) must hold.

From the above discussions, we have to resort to an alternative approach for comparingCER,WF
p,a and

CER,WF
p,p . Here, we provide directly the result for which the proof is provided in the appendix of the

paper.

Theorem 4.3: For the WF power-control policy and under the same peak and average interference-

power valueΓ, CER,WF
p,a ≥ CER,WF

p,p for the primary user fading channel.

Theorem 4.3 then suggests that for the WF-based power control, the randomized interference powers

from the secondary transmission in the AIP case is again superior than the constant interference powers

in the PIP case for maximizing the primary user channel ergodic capacity.

D. Numerical Examples

At last, we provide numerical examples to demonstrate the effect of the interference diversity on the

capacities of the primary user fading channel. Since it has been shown that the delay-limited capacity

of the primary user fading channel is identical under both the AIP and PIP constraint, we consider
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here its ergodic capacities by the CP and WF power-control policies. For fair comparison, in the PIP

case, it is assumed thatIi = Γa = Γ, ∀i, while in the AIP case,Ii’s are taken as the squared norms

of independent CSCG variables each∼ (0, Γp), and Γp = Γ. It is assumed thatfi’s are the squared

norms of independent CSCG variables each∼ CN (0, 1). Fig. 4 and Fig. 5 show the ergodic capacities

versus the primary user own transmit power constraintQ for Γ = 10 and Γ = 1, respectively. It is

observed that unlike the secondary link, the ergodic capacity of the primary user link does not saturate

as Q increases due to the protection by the AIP or PIP constraint.As expected, the resultant ergodic

capacity under the AIP is always larger than that under the PIP for both CP and WF policies, thanks

to the interference diversity. It is also observed that the capacity gains by the AIP over the PIP become

more significant asΓ increases.

V. ACHIEVABLE THROUGHPUT UNDERSPECTRUM SHARING OVER FADING CHANNEL

So far, we have studied the effect of the AIP and PIP constraints on the capacities of the secondary

and primary link separately. In this section, we will consider a realistic spectrum sharing scenario over

the fading channel, and evaluate by simulation the jointly achievable throughput of both the primary and

secondary links. It is assumed thatΓa = Γp = Γ = 1. It is also assumed thath, g andf are the squared

norms of independent CSCG variables each∼ CN (0, 1). We consider the ergodic capacities for both

the primary and secondary links, and for the primary link, the WF power-control policy is used. Fig. 6

and Fig. 7 show the jointly achievable ergodic capacities ofthe primary and secondary links versus the

secondary user transmit power constrainP for the primary user transmit power constraintQ = 10 and

Q = 1, respectively. Notice that the secondary user link ergodiccapacities in both figures are identical.

First, it is observed that as the secondary user transmit power constraintP increases, its actual average

transmit power as well as the ergodic capacity also increaseuntil the AIP or PIP constraint becomes

tightened. On the other hand, for some given fixed primary user transmit power constraintQ, the primary

user channel ergodic capacities in both the AIP and PIP casesdecrease asP increases and get saturated

finally as the AIP or PIP constraint becomes tightened.

Secondly, the capacity gains by the AIP over the PIP for both the primary and secondary links are

observed in most cases, while in Fig.6 for some low values ofP , it is however observed that the
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primary link capacity under the PIP can be larger than that under the AIP. Notice that this result does

not contradict with Theorem 4.3. This is because for Theorem4.3, we have assumed that the interference

power Ii at the PR at any fading statei in the PIP case is constantly equal toΓ, while in the present

simulation, at lowP it may be possible that the resultantIi for somei is strictly less thanΓ. Moreover,

the resultant AIP valueE[Ii] in such cases is also strictly smaller thanΓ. If we instead use a more

restrictive PIP value equal to that of the actual resultant AIP in each of these cases, the ergodic capacity

under the AIP will be again larger than that under the PIP, as is consistent with Theorem 4.3.

At last, it is observed that for the primary user link, as compared to Fig. 5 with the same value

Γ = 1, the resultant ergodic capacity gain under the AIP over the PIP is slightly larger in the present

simulation. This is because for Fig. 5, we have assumed thatIi’s are obtained as the squared norms of

independent CSCG variables while in the present simulationfor a realistic spectrum sharing scenario,

the resultantIi’s will have a different distribution due to the WF power-control over the secondary link.

VI. CONCLUSION

This paper studies the fundamental capacity limits for wireless spectrum sharing in the CR networks

where the secondary users apply the interference-power/interference-temperature constraint at each

primary receiver as a practical meas to protect the primary user transmissions. On the contrary to

the traditional viewpoint that the peak-interference-power (PIP) constraint protects better the primary

transmission than the average-interference-power (AIP) constraint given their same constraint-power

value, this paper shows that the AIP constraint can be in manycases more advantageous for minimizing

the resultant capacity losses of the primary user fading channel. This is mainly owing to an interesting

interference diversity phenomenon discovered in this paper. This paper thus provides an important design

rule for the CR networks in practice, i.e., the AIP constraint should be used for both the purposes of

protecting the primary user transmission as well as maximizing the CR link throughput.

This paper assumes that the perfect CSI on the interfering channel from the secondary transmitter to

the primary receiver is available at the secondary transmitter for any of the fading states. In practice, it

is usually more valid to assume availability of only the statistical channel knowledge. The definition of

the AIP constraint in this paper can be extendible to such cases. Furthermore, this paper considers the
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fading primary and secondary user channels, but more generally, the results obtained also apply to other

channel models consisting of parallel Gaussian channels over which the average and peak interference-

power constraints are applicable, e.g., the frequency-selective slow-fading broadband channel that is

decomposable into parallel narrow-band channels at each fading state by the well-known orthogonal-

frequency-division-multiplexing (OFDM) modulation/demodulation method.

APPENDIX

The proof of Theorem 4.3 is based on the Lagrange dualities ofthe capacity maximization problems

P3 and P4. First, we can rewriteCER,WF
p,a and CER,WF

p,p as the solutions of the following min-max

optimization problems, respectively:

CER,WF
p,a = min

µ:µ≥0
max

{qi}:qi≥0,∀i
E

[

log

(

1 +
fiqi

1 + Ii

)]

− µ(E[qi] − Q), (40)

and

CER,WF
p,p = min

µ:µ≥0
max

{qi}:qi≥0,∀i
E

[

log

(

1 +
fiqi

1 + Γ

)]

− µ(E[qi] − Q). (41)

We thus have the following inequalities/equalities:

CER
p,p = min

µ:µ≥0
E

[

(

log

(

fi

(1 + Γ)µ

))+
]

− E

[

(

1 −
(1 + Γ)µ

fi

)+
]

+ µQ (42)

≤ E

[

(

log

(

fi

(1 + Γ)µ(3)

))+
]

− E

[

(

1 −
(1 + Γ)µ(3)

fi

)+
]

+ µ(3)Q (43)

= Ef

[

(

log

(

fi

(1 + E[Ii])µ(3)

))+
]

− Ef

[

(

1 −
(1 + E[Ii])µ

(3)

fi

)+
]

+ µ(3)Q (44)

≤ EfEI

[

(

log

(

fi

(1 + Ii)µ(3)

))+
]

− EfEI

[

(

1 −
(1 + Ii)µ

(3)

fi

)+
]

+ µ(3)Q (45)

= E

[

(

log

(

fi

(1 + Ii)µ(3)

))+
]

− E

[

(

1 −
(1 + Ii)µ

(3)

fi

)+
]

+ µ(3)Q (46)

= CER
p,a , (47)

where (42) is obtained by substituting the optimal power allocations in (31) (replacing the optimal dual

solutionµ(4) by any arbitrary dual variableµ) into (41); (43) is due to the fact thatµ(3) is not the optimal

dual solutionµ(4) that minimizes the function in (42); (44) is because ofE[Ii] = Γ; (45) is because

of the convexity of the function in (45) with respect toIi for any arbitrary fixedfi and the Jensen’s
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inequality; (46) is due to the independence offi and Ii; (47) is due to the fact thatµ(3) and{q(3)
i } in

(29) are respectively the optimal dual and primal solution of the min-max optimization problem given

in (40).
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Fig. 1. Wireless spectrum sharing with a single primary and asingle secondary/CR transmission link.
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Fig. 2. Comparison of the secondary user channel ergodic capacity under the AIP versus the PIP constraint,σ2
g = 1.
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Fig. 3. Comparison of the secondary user channel ergodic capacity under the AIP versus the PIP constraint,σ2
g = 0.1.
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Fig. 5. Comparison of the primary user channel ergodic capacity under the AIP versus the PIP constraint,Γa = Γp = Γ = 1.
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