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Abstract

The face can communicate varied personal information
including subjective emotion, communicative intent, and
cognitive appraisal. Accurate interpretation by observer or
computer interface depends on attention to dynamic prop-
erties of the expression, context, and knowledge of what
is normative for a given individual. In two separate stud-
ies, we investigated individual differences in the base rate
of positive facial expression and in specific facial action
units over intervals from 4- to 12 months. Facial expression
was measured using convergent measures, including facial
EMG, automatic feature-point tracking, and manual FACS
coding. Individual differences in facial expression were sta-
ble over time, comparable in magnitude to stability of self-
reported emotion, and sufficiently strong that individuals
were recognized on the basis of their facial behavior alone
at rates comparable to that for a commercial face recogni-
tion system (FaceIt from Identix). Facial action units convey
unique information about person identity that can inform
interpretation of psychological states, person recognition,
and design of individuated avatars.
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1 Introduction

Within the past decade, significant effort has occurred in
automatic recognition of facial expression [8,20,21]. Moti-
vating this effort is the goal of inferring emotion and com-
municative intent from an individual’s facial expression.
Because the face may express emotion [5], action tenden-
cies and intentions [9, 10], and individual differences in re-
activity [13], accurate inference requires many sources of

information such as context and dynamic properties of fa-
cial expression [18], and individual differences among peo-
ple [19]. In some cultures, for instance, explicit expres-
sions of anger are discouraged; those instances of anger
that do occur may carry far more consequence than in
those for which anger displays are less regulated. Differ-
ences in rates of anger expressions in response to an age-
appropriate stressor, for instance, have been found between
Chinese, Japanese, and Euro-American children as young
as 10 months of age [3]. In general, accurate interpreta-
tion of facial expression benefits from knowledge of what
is normative for a specific individual [6, 16]. The goal of
the research reported below was to assess individual differ-
ences in rates of positive expression and in specific config-
urations of facial action units. We show that individual dif-
ferences in facial expression are moderately stable over time
and are comparable in stability to what has been found for
self-reported emotion. These individual differences in fa-
cial expression are sufficiently strong that individuals may
be accurately recognized on the basis of their facial behav-
ior, which suggests that facial expression may be a valuable
biometric.

We report results from two studies. In the first, rates of
positive affect in response to film clips on two occasions at a
12-month interval were observed in 65 young adults. They
were observed alone while watching short films intended to
elicit emotion. Positive affect was quantified using conver-
gent measures: facial electromyographic (EMG) recording
from the zygomatic major muscle and feature-point track-
ing using optical flow. The zygomatic major is the principal
muscle involved in smiling, which is the most common of
facial expressive movements [19] and is a reliable index of
emotion valence and intensity [2].

In study 2, 85 middle-aged to older adults were observed
at a 4-month interval in a clinical interview. Facial expres-
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sion was manually coded using the Facial Action Coding
System [7]. We report Pearson correlation coefficients for
specific facial actions and using pattern recognition demon-
strate the utility of facial behavior signatures for person
recognition.

The two studies afford evaluation of individual differ-
ences in multiple contexts (alone versus 2-person inter-
view), using multiple measures (facial EMG, manual FACS
coding, and lip-corner tracking in Study 1, manual FACS
coding alone in Study 2), time delays of 4- to 12 months,
comparison of facial behavior with self-reported emotion
(Study 1), and biometric analysis of facial behavior (Study
2) in person recognition.

2 Study 1: Facial expression during solitary
viewing of films

2.1 Data collection

Original data were collected from a sample of subjects
in a psychophysiological study of emotion [4, 15]. Manual
facial action coding (FACS) [7], automated facial analysis
using feature tracking (AFA) [20], and facial electromyog-
raphy (EMG), were used to investigate the dynamic proper-
ties of smiling [18]. Video and EMG data were collected
on two occasions separated in time by approximately 12
months. At each session, subjects were video-recorded with
their consent during baseline (seated with eyes open) and
viewing of film clips. The camera was camouflaged be-
hind dark glass. Film clips were selected based on previous
literature and our own pilot testing. Facial expression was
recorded during the viewing of a comedy routine, and visual
data (FACS and AFA) were collected in the period follow-
ing each of the first three jokes. EMG data were collected
for the duration of the session, including a baseline portion
and the entire comedy routine ( 5 minutes).

2.2 Facial expression measurement

2.2.1 Facial Action Coding System.

Smiles (n=195 from 94 subjects) were manually coded us-
ing the Facial Action Coding System (FACS) [7], and the
presence of other facial actions overlapping with AU 12
(zygomatic major ”smile”) were recorded. Agreement be-
tween two certified FACS coders for the presence or ab-
sence of action units 6, 12, 14, 15, 17, and 23 during smiles
was 0.92 (n=27 smiles). Agreement for the order of action
unit appearance was 0.86. Appearance of rigid head move-
ments (AUs 51-58) and their relationship to AU 12 were
also coded.

2.2.2 Facial electromyography.

Facial electromyographic (EMG) data were collected using
standard placement of electrodes over the zygomatic major
muscle, digitized at 512 Hz, bandpass filtered between 15
and 90 Hz, and down-sampled at 1/30 second intervals to
correspond with the length of a video frame. While down-
sampling at 1/30 second may introduce aliasing error in the
higher frequency portion of the resulting signal, the original
EMG signal contains little energy at high frequencies and
our interest is in the mean value of the time series (EMG),
which is primarily determined by the low frequency compo-
nent. Accordingly, aliasing error may be assumed to have
little or no influence on the scores we analyzed. EMG val-
ues reported here are z scores for zygomatic major activity
obtained during the comedy film clip, as compared with the
mean values for that muscle during an eyes open baseline
period. Values for a second identical session one year later
are also reported. This group included subjects with video
data (n=31) and additional subjects from the same study
(n=35).

2.2.3 Automated Facial Analysis.

Videotaped smiles were digitized at 30 frames per second.
Automated Facial Analysis [20] using feature point track-
ing was performed on 50 smiles at session 1. The position
of lip corners in a video series was recorded for the duration
of AU 12 in the smile, and the longest continuous sequence
of rising values in r (polar coordinate of lip corner position)
was recorded. This sequence of rising values was desig-
nated as the smile onset. The right panel of Figure 1 shows
an example. The left panel of Figure 1 shows a frame from
the corresponding image sequence from [4].

2.3 Relation between zygomatic major EMG and po-
lar coordinate of lip-corner motion.

Zygomatic major EMG and polar coordinate of lip cor-
ner motion were in agreement for AU 12 in 72% of cases
with distinct EMG onset. In the 72% of smiles for which
both EMG and visually tracked onset were detectable, on-
sets were highly correlated ( ���	��
��� , ����
��� ), with vis-
ible onset occurring an average of 0.23 seconds after the
EMG onset (See Figure 1 for an example). Lip-corner mo-
tion indicated a significant effect of gender on smile latency
(����
 ��� ), with women smiling (visible lip width onset)
more quickly following the joke ( ������������
! #"�$ ) than men
( ���������%�&
 ��'�$ ).

2.4 Stability of zygomatic major muscle activity over
time

Mean level of zygomatic major (z score relative to the
mean raw zygomatic major activity during baseline) de-
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creased between sessions over the 12-month interval. At
visit 1, mean zygomatic major EMG was 18.9 (SD 18.9)
in comparison with mean of 14.3 (SD 20.1) one year later
(���(
 ��� ). While the mean intensity decreased between vis-
its, the rank ordering of individuals at each visit remained
similar. The correlation for zygomatic major EMG between
these two sessions was 0.578 (n=65 subjects) (See Table
1). There were no sex differences among subjects for these
variables.

To our knowledge, only one other study has shown sta-
bility in facial behavior over 12 months or more. That study
was of mothers’ expression of emotion with their first and
second infants when they were each 8 weeks old [16]. That
study used manual coding rather than objective measures of
facial activity. Mother-infant interaction is a special context
in which facial behavior and speech are exaggerated. Ours
is the first study to show such stability over a 12-month or
longer interval in typical adult behavior.

The stability in smiling that we observed was compara-
ble to that of self-reported emotion over the same 12-month
interval. Table 1 shows the correlation within and between
sessions between zygomatic major EMG and self-reports of
positive emotion. Note that while smiling and self-reported
emotion are both moderately stable, the correlation between
them while still significant is relatively low. This suggests
that caution is required in inferring subjective emotion from
upward lip corner motion alone.

In Study 2, we investigated stability in facial expres-
sion in finer detail. Rather than describing facial expres-
sion in terms of global emotion-specified categories (posi-
tive or negative emotion), we used the manual Facial Ac-
tion Coding System (FACS) [7] to describe specific facial
action units. Action units (AUs) are the smallest visibly
discriminable change in facial movement. Using combina-
tions of action units, all possible facial expressions can be
described. Asymmetries in facial movement, such as occur
when one but not the other brow is raised, may be described
as well. We used FACS-coded interviews to assess stability
of fine-grained facial expression at a time delay of 4 months.
We tested the hypothesis that stability in facial action units
is sufficiently high to afford person recognition from this
measure alone.

3 Study 2: Facial expression during two-
person interviews

3.1 Data collection

FACS-coded data were obtained from a study by Rosen-
berg, Ekman, & Blumenthal [17] of facial expression in
patients with heart disease. Subjects were 85 men and
women with a history of transient myocardial ischemia
(TMI) who were interviewed on two occasions at a 4-month

Figure 1. Temporal relation (right panel) be-
tween zygomatic major EMG (blue line, upper
time series) and polar coordinator of lip-
corner motion (red line, lower time series).
r = 0.95. The left panel shows corresponding
example from observational scenario.

Table 1. Concurrent & predictive correlations
for self-reported emotion and facial expres-
sion over 12 months interval between visit 1
and visit 2.

Visit 1 Visit 2
Self- Self-
reported Zygomatic reported Zygomatic

emotion EMG emotion EMG

Visit 1
Self-
reported — .36 ) .56 ) .32 )
emotion
Visit 1
Zyg. — .14 .58 )
EMG
Visit 2
Self-
reported — .31 )
emotion

interval. They averaged 59 years of age (SD = 8.24) and
were predominantly Euro-American. Spontaneous facial
expressions were video-recorded during a clinical interview
with the Type A Structured Interview (SI Interview: cited
in [17]). This interview elicits action units related to dis-
gust, contempt, and other negative facial emotions associ-
ated with Type A personality as well as smiles.

3.2 Manual FACS coding

Two-minute segments were manually FACS coded. For
comparison purposes, one third of the interviews were com-
parison coded. Percent agreement for action units and ac-
tion unit combinations was 80%. We focus on action units
and action unit combinations common to negative emotion
and social smiles that include action unit (AU) 12.
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Table 2. Stability coefficients (Pearson r) >
0.40, indicating moderate to strong stability.

Action Units(AUs) Description Stability
Coefficient

Symmetric AUs
Inner corners of

AU 1 eyebrows raised .60

Eyebrows drawn
AU 4 medially and down .47

AU 5 Eyes widened .43
Cheeks raised, eyes

AU 6 narrowed .92

Lower eyelids
AU 7 raised and drawn .52

medially
AU 10 Upper lip raised .42
AU 14 Lip corners tightened .40

Corners of the
AU 15 mouth pulled .45

downward and inward
AU 18 Lips pursed .50
AU 20 Lip corners pulled laterally .41
AU 24 Lips pressed together .48

Asymmetric AU’s
Left AU 1 .77
Aggregate of upper
face right AU’s .80

Right AU 10 .45
Left AU 10 .50
AU Combinations
AU 1+4 .48
AU 1+2+4 .66
AU 12+15 .53
All *,+�- .0/

3.3 Stability of FACS action units

With the possible exception of AU 6, the action units
were all ones associated with negative emotion, which was
expected given the nature of the clinical interview. Two
common action unit combinations also are associated with
negative emotion (AU 1+2+4 and AU 12+15). They had sta-
bility coefficients of 0.50 or higher. Action units may occur
asymmetrically, as when inner brow raise (AU 1) occurs on
one side of the face but not the other. Strong stability was
found for asymmetric AU 1 on the left side and an aggre-
gate of asymmetric upper face action units occurring on the
right side. Table 2 shows action units and selected action
unit combinations having stability coefficients in the mod-
erate to strong range ( �,12
 3�� ).

3.4 Human ID from facial expression

In a recent study, Liu et al. [14] found that facial asym-
metry, as quantified by right-left pixel differences across the
entire face, contributed unique variance for human identifi-
cation. We tested the hypothesis that individual differences
in use of specific action units could inform person identi-
fication. Using nearest neighbor classification, action unit
frequencies at the first and second interview were used to
recognize individuals at the second interview based on their
previous facial behavior.

Figure 2 shows the cumulative response curve for per-
son recognition at interview 2 based on action units. For
exact match, the probability is approximately 50%, which
is markedly higher than the 1% accuracy that would be ex-
pected by chance (1/85 = 1%).
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Figure 2. Cumulative response curves for AU-
based classifier and for FaceIt.

For comparison, we analyzed the face image data using
FaceIt [12]. FaceIt was the top performing face recognition
algorithm in the recent Facial Recognition Vendor Test [1].

FaceIt’s face detection module was run on every 30th
frame in the 2 minutes of image data per subject (i.e., 120
samples at Visit 1 and at Visit 2). The 3 frames with the
highest face detection confidence scores were selected for
training (Visit 1) and testing (Visit 2). Out of the three test-
ing frames per subject, we selected the one with the highest
face recognition confidence score to determine the recogni-
tion result for each subject.

AU-based person recognition and FaceIt achieved com-
parable accuracy, and their errors appeared to be relatively
independent. While the AU-based classifier did slightly bet-
ter on those subjects who were correctly identified by FaceIt
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Figure 3. Cumulative response curves for AU-
based classifier for subjects correctly and in-
correctly recognized by FaceIt and for original
cumulative response curve.

(Figure 3), the difference was relatively small and the shape
of the cumulative recognition curves was similar. Across all
subjects, the AU-based classifier exceeded FaceIt for all but
exact match.

4 Conclusions

We found strong evidence for stable individual differ-
ences in facial expression. In both solitary (film view-
ing) and interpersonal (interview) contexts, facial expres-
sion was stable between time periods from 4- to 12 months.
The stability we observed was comparable to what has been
reported previously for self-reported emotion and related
personality dimensions (e.g., extraversion and neuroticism).
Stability was sufficiently robust that individuals could be
recognized at far above chance levels based solely on their
use of facial action units (which may be considered facial
behavior signatures).

Small but significant correlations were found between
facial expression and self-reported emotion. It is likely
that higher correlation would have been found had we
used FACS action units for describing facial expression
in relation to self-reported emotion instead of less differ-
entiated measurement as represented by zygomatic major
EMG. Previous literature, for instance, suggests that self-
reports of emotion are more affectively positive when cheek
tightening and crows feet wrinkles (AU 6, also known as
”Duchenne marker”) occur in the presence of oblique lip-
corner motion (AU 12). Detailed description of facial ex-

pression is needed to provide strong basis for inferring emo-
tion.

Consistent with prior literature, we found evidence that
women were more expressive than men. While there were
no differences in overall levels of zygomatic major EMG in
Study 1, feature point tracking revealed that women were
faster than men in responding to the comedy routines. Indi-
vidual differences in response latencies have been reported
previously in clinical depression [22]; with few exceptions
[6], individual differences in latency are relatively unex-
plored in interpretation of facial behavior. These differences
suggest that it is important in design of multi-modal inter-
faces to quantify these factors and use them in interpreting
departures from normal set points. In addition, by including
unique variance in timing and base rate of specific action
units in animating computer avatars, personal identify may
be embodied.

Identification of individuals via FaceIt was lower than
the 80% accuracy reported by Gross et al. [11] for time de-
lay face image data. Several factors may have contributed
to this difference. Because the image data were not col-
lected with the intention of face recognition in mind, pose,
and illumination were not standardized between interviews.
Gross et al. [11] found that face recognition lacks robust-
ness to variations in pose in excess of 30- to 40 degrees.
Some subjects wore glasses at one but not the other in-
terview, and the face outline often was partially occluded.
Because we selected for analysis those images for which
FaceIt had high confidence in face detection, however, this
latter factor was likely mitigated. We anticipate that un-
der more controlled conditions face recognition would have
been higher. At the same time, the conditions extant here
are ones common in field settings, such as variation in pose,
illumination, and appearance over time. In field settings,
too, face size relative to the image and image clarity are
likely to be more challenging than the relatively full-face
video we analyzed. Thus, the face recognition results for
FaceIt may not have been atypical of what would be found
outside of controlled laboratory conditions. Importantly, the
present findings suggest that individual differences in facial
expression are an informative biometric that appear to be
relatively independent of features used by commercial face
recognition algorithms. By combining facial action units
with face recognition algorithms, more robust person iden-
tification in natural settings may be achieved.

Critical challenges in the development of multi-modal
interfaces are automatic recognition and interpretation of
facial and other non-verbal behavior. The emphasis to date
has been on detecting emotion-specified expressions (e.g.,
joy or anger) without regard to how characteristic they may
be of a user within a particular context. By knowing what
is normative for a specific person, both in terms of spe-
cific action units and their temporal organization, we can
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improve the accuracy with which underlying psychological
states and intentions are inferred. Ekman [6], for instance,
has shown that in detecting deception it is essential to eval-
uate nonverbal behavior against an individual’s own base
rate. Similarly, unique personalities may be conveyed more
effectively in avatars by endowing them with unique behav-
ioral signatures.

In summary, individual differences in facial expression
were stable over time and mode of measurement, which in-
cluded facial EMG and feature point-tracking in Study 1
and manual FACS coding in Study 2. Individual differences
in facial expression were moderately strong in both individ-
ual and interpersonal contexts and comparable in stability
to what has been reported previously for self-reported emo-
tion. Indeed, individuals could be recognized on the basis
of their facial behavior alone. Facial expression conveyed
unique information about person identity that was relatively
independent of that obtained by commercial face recogni-
tion algorithms, as represented by FaceIt. Individual differ-
ences in facial expression can inform interpretation of psy-
chological states and design of individuated avatars.
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