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Abstract

It is extremely challenging to imitate neural networks with their high-speed parallel signal processing, low power con-

sumption, and intelligent learning capability. In this work, we report a spike neuromorphic module composed of

‘‘synapstors’’ made from carbon nanotube/C60/polyimide composite and ‘‘CMOS Somas’’ made from complementary

metal-oxide semiconductor electronic circuits. The ‘‘synapstor’’ emulates a biological synapse with spike signal process-

ing, plasticity, and memory; the ‘‘CMOS Soma’’ emulates a Soma in a biological neuron with analog parallel signal

processing and spike generation. Spikes, short potential pulses, and input to the synapstors trigger postsynaptic currents

and generate output spikes from the CMOS Somas in a parallel manner with low power consumption. The module can

be modified dynamically on the basis of the synapstor plasticity. Spike neuromorphic modules could potentially be scaled

up to emulate biologic neural networks and their functions.
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Introduction

Neural networks in the brain can process tremendous
amounts of signals with low power consumption
(<100W) and modify themselves for learning.1,2 The
neural networks have been imitated by computers and
electronic circuits.3,4 For example, IBM researchers
used Blue Gene supercomputer to perform a simulation
of a cortical neural network on the scale of a cat brain.5

The signal processing speed of the Blue Gene was �600
times slower than the real cortical neural network,
while the power consumption of the former was
�14,000 times higher than the latter. The disadvantages
of the computer are primarily caused by (1) the nature
of the serial signal processing architecture of the com-
puter preventing it from processing efficiently the mas-
sive amount of signals in a parallel fashion similar to
the neural network6; (2) the power consumption of
complementary metal-oxide semiconductor (CMOS)
transistors (the basic element of the computer) which
is approximately six orders higher than that of a syn-
apse, the junction between two neurons, and the basic
element of the neural network.3,7 Various electronic

devices, such as memristors,8–15 floating-gate silicon
transistors,16,17 nanoparticle organic transistors,18,19

phase change memory,20,21 carbon nanotube (CNT)
transistors,22 and CMOS electronic circuits23–25 have
been used to emulate the functions of the synapses
and neurons. Although CMOS circuits could success-
fully imitate the functions of synapses, they had a
power consumption that was approximately three to
six orders higher than the synapses.22,23,26 Conversely,
the various electronic devices had lower power con-
sumption and smaller sizes than the CMOS circuits,
but they still had much higher power consumption
than biological synapses and neurons,11,17 were difficult
for parallel signal processing,8,18 or deficient in the syn-
aptic plasticity for the modification and learning of
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neural networks.22 In the present work, we describe a
spike neuromorphic module composed of CNT/C60
transistors and CMOS Somas. The CNT/C60 transis-
tor, called a ‘‘synapstor,’’ emulates a biological synapse
with spike (a short potential pulse) signal processing,
plasticity, and memory, and operates at low power con-
sumption (2.6 nW/synapstor). A CMOS electronic cir-
cuit, called a ‘‘CMOS Soma,’’ emulates the functions of
a Soma in a biological neuron with analog parallel
signal processing and spike generation. The spike neu-
romorphic module can potentially be utilized as a basic
unit of a large-scale neuromorphic circuit with high-
speed parallel signal processing, low power consump-
tion, and learning capabilities for adaptive motor
control, pattern recognition, perception, and artificial
intelligence.

Experimental

CNT/C60 synapstors

The CNT/C60 synapstors are the key elements in the
spike neuromorphic module enabling learning func-
tions and low power consumption to the module
(Figure 1(a)). The CNT/C60 synapstor has a transistor
structure (inset in Figure 1(a)) with nonvolatile analog
memory function.27 The CNT network was fabricated
by spin coating 98% semiconducting single-walled
CNT solution (IsoNanotubes-S) onto a SiO2 surface
on a Si substrate. The CNT channel, of 10 mm in
length and 8 mm in width, was defined by photolithog-
raphy and connected by a Ti/Au (5 nm/100 nm) source
and drain electrodes. A 30 nm thick polyimide (PI)
layer was spin coated onto the top of the CNT channel.
C60 molecules were dispersed in the PI layer by dissol-
ving a C60 derivative, 6,6-phenyl-C61 butyric acid
methyl ester (PCBM), in a 1-vinyl-2-pyrrolidinone solv-
ent with a PCBM:PI weight ratio of 1:22, and a 30 nm
thick C60/PI layer was deposited onto the CNT chan-
nel by spin coating the C60/PI solution. The C60 mol-
ecules, which function as electron acceptors, are
dispersed in the PI layer to modify the source–drain
current through the CNTs, and the CNTs are used in
the channel due to its sensitive response to the charge in
the C60 molecules. A 30 nm thick Al2O3 layer was
deposited onto the PI layer. Finally, a Ti/Al (15 nm/
100 nm) top gate electrode was deposited by e-beam
evaporation and patterned by photolithography.

Spike neuromorphic module

The structure of the spike neuromorphic module
including two complementary CMOS Soma circuits is
shown schematically in Figure 1(b). A set of input
spikes (Xþ) applied on excitatory synapstors triggers

excitatory postsynaptic currents (EPSC) with positive
polarity, while a set of input spikes (X�) applied on
inhibitory synapstors similarly triggers inhibitory post-
synaptic currents (IPSC) with negative polarity. Both
EPSC and IPSC form the total postsynaptic current
(PSC¼EPSC� IPSC) and then jointly flow into the
interface circuit (Buf in Figure 1(b)). Since the voltage
at the shared drain of synapstors was forced to be 0V
by an operational amplifier in the interface circuit, all
EPSCs and IPSCs from the synapstors were accumu-
lated without any interference or coupling between
them. The interface circuit then directs the positive por-
tion of PSC (jPSCj) toward a positive CMOS Soma
(Somaþ) and the negative portion of PSC (j�PSCj)
toward a negative CMOS Soma (Soma�), respectively.
The positive or negative portions of PSC serve as an
input current to Somas to trigger output spikes by emu-
lating the integrate-and-fire mechanism of biological
Somas.28 Although a biological neuron does not have
the negative Soma, it is added to incorporate negative
inputs and outputs in the spike neuromorphic module
for engineering applications in the future.

A leaky transistor (M1) in Somaþ or Soma� sets a
threshold current by a potential bias, VTH, applied on
its gate. The positive or negative portions of PSC sub-
tracted from the threshold current are integrated with
respect to time by a capacitor (CI&Fþ and CI&F–) to
build up a potential (VI&Fþ and VI&F–) on the capaci-
tor at Somaþ or Soma�, respectively. When the VI&F

was above a logical threshold of the first stage amplifier
(A1), then the output from the A1 was set to a logic
high (5V) and propagated through the following amp-
lifiers to the output node. Before the output node was
set to high, a feedback transistor (M3) was turned on to
fully charge the capacitor. After the output node was
set to high, the discharge transistor (M2) was turned on
to release the stored charges on the CI&F and restart the
integration of the PSC. The current levels of the M2
and M3 determined the output spike duration, which
was set to 1ms. The rate of output spikes from Somaþ
and Soma� is shown as a function of PSC in Figure 1(c).
When the PSC was below a threshold current (�5nA),
which was set by the leaky current through transistor M1,
there was no spike output from the Soma. When the
absolute value of the IPSC increased from 5 to 40nA,
the output spike rate increased monotonically with the
increasing jPSCj. When jPSCj was above 40nA, the
output spike rate was saturated gradually. The saturated
output spike frequency was approximately 70Hz when
jPSCj approached �100nA.

The illustrative operation of the spike neuromorphic
module is shown in Figure 2 with a single input spike
with a 1ms duration and a 5V amplitude. When an
input spike is applied at the gate of a synapstor
(Figure 2(a)), electrons are attracted to and trapped
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Figure 1. (a) A scheme showing the structure of a spike neuromorphic module with multiple CNT/C60 synapstors and two

complementary positive/negative CMOS Somas (marked as ‘‘Somaþ’’ and ‘‘Soma�’’). An inserted schematic diagram shows the

structure of a CNT/C60 synapstor with a carbon nanotube (CNT) channel connected by Ti/Au source and drain electrodes. The

synapstor gate is composed of a PI layer with C60 molecules, and an Al2O3 insulation layer, and a Ti/Al top electrode. An inserted

atomic force microscope (AFM) image shows a network of randomly distributed CNTs in the synapstor channel. A 0.5 V potential

(denoted as ‘‘þ’’) is applied on the sources (denoted as ‘‘S’’) of the excitatory synapstors, and a �0.5 V potential (denoted as ‘‘�’’) is

applied on the sources of the inhibitory synapstors. Spikes applied on the gate (denoted as ‘‘G’’) of the excitatory synapstors (Xþ)

trigger excitatory postsynaptic current (EPSC), and spikes applied on the inhibitory synapstors (X�) trigger inhibitory postsynaptic

current (IPSC). The EPSCs and IPSCs jointly flow from the synapstor drains (denoted as ‘‘D’’) into a pair of Somas, triggering positive

output spikes (Yþ) from Somaþ, and negative output spikes (Y�) from Soma�. (b) A schematic shows the structure of a spike

neuromorphic module with Somaþ (a blue dotted box) and Soma� (a red dotted box). (c) The rates of output spikes from Somaþ

and Soma� are shown as a function of the postsynaptic current (PSC). The blue dots and line represent the output spike rate from

Somaþ, and the red dots and line represent the output spike rate from Soma�. The negative rate represents the rate of negative

output spikes from Soma�.
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Figure 2. (a) An input spike, X, applied on a synapstor at t¼ 0.5 s. The inset shows the close-up view of an input spike X from

t¼ 0.4 s to t¼ 0.6 s. (b) The average postsynaptic current (PSC) triggered by the input spike is plotted versus time with the EPSC

shown in blue and the IPSC shown in red. The inset shows the close-up view of EPSC and IPSC from t¼ 0.4 s to t¼ 0.6 s. The gray

lines represent the standard deviation of 10 independent tests under the same test conditions. (c) Output spikes, Yþ, triggered from

Somaþ by the EPSC are shown versus time. (d) The average rate, R, of the output spikes Yþ and its best fitting (dashed) line are

plotted versus time. The error bars represent the standard deviation of 10 independent tests under the same test conditions.

(e) Output spikes, Y�, triggered from Soma� by the IPSC are shown versus time. (f) The average rate, R, of the output spikes Y� and

its best-fitting (dashed) line are plotted versus time. The negative rate represents the rate of output spikes from Soma�. The error

bars represent the standard deviation of 10 independent tests under the same test conditions.
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inside the C60 molecules at the PI layer of the synaps-
tor. After completion of the input spike, the electrons
trapped in the C60 molecules attract holes in the p-type
CNTs, resulting in an increase of the hole concentration
and the source–drain current through the CNT chan-
nel. The electrons trapped in the C60 molecules grad-
ually leak out of the C60 molecules via the PI layer,
resulting in the gradual decay of the source–drain cur-
rent against time, which emulates a PSC triggered by a
spike in a biological synapse. An input spike can trigger
an EPSC when it applies to an excitatory synapstor
having a positive source–drain voltage of 0.5V,
whereas it can trigger an IPSC when applying to an
inhibitory synapstor having a negative source–drain
voltage of �0.5V. In the spike neuromorphic module,
input channels for excitatory and inhibitory synapstors
are physically separated. However, any input channels
can be shared regardless of synapstors’ type or number
of synapstors because the format of input spikes is uni-
versal to all synapstors. An average EPSC from 10 indi-
vidual tests on an excitatory synapstor is plotted
against time in Figure 2(b). The EPSC reached a peak
value (� 13 nA) at the end of the spike and gradually
decayed back to the resting current (� 0 nA) in approxi-
mately 60 s. An average IPSC from 10 individual tests
on an inhibitory synapstor is also plotted against time
in Figure 2(b). The IPSC reached a peak value (� �9nA)
at the end of the spike and gradually decayed back to the
resting current in approximately 60 s. In the spike neuro-
morphic module, input spikes can trigger multiple EPSCs
and IPSCs via multiple excitatory and inhibitory synaps-
tors. The average amplitude of EPSCs measured from 31
excitatory synapstors in the spike neuromorphic module
was 12.7nA, with a standard deviation of 2.1 nA; the
average amplitude of IPSCs measured from 31 inhibitory
synapstors in the spike neuromorphic module was
�11.1nA, with a standard deviation of 1.7 nA. The aver-
age power consumption of the synapstors in the spike
neuromorphic module was estimated to be 2.6nW/
synapstor under an input spike rate of 1Hz.

A series of positive output spikes (Yþ) from Somaþ
triggered by a single input spike to an excitatory
synapstor are shown in Figure 2(c), and the average
output spike rate, R, over 10 individual tests is shown
against time in Figure 2(d). Equivalently, a series of
negative output spikes (Y�) from Soma� by the
single spike were applied on an inhibitory synapstor
as shown in Figure 2(e), and the average output spike
rate, R, from 10 individual tests is shown against time
in Figure 2(f). The R gradually decreased against time
when the EPSC and IPSC decayed against time. The R
can be described by the linear convolution between the
input spike X and a transfer function G,
RðtÞ ¼ G�X¼ A e�ðt�t1Þ=�A þ Be�ðt�t1Þ=�B

� �
� u t� t1ð Þ,

where X ¼ �ðt� t1Þ with d(t) denoting a unit impulse

function and t1 representing the moment when the
single input spike was applied, and
G ¼ A e�t=�A þ Be�t=�B

� �
� u tð Þ with u(t) representing

a unit step function. From those best fitting to the
experimental data (Figure 2(d) and (f)), the fitting par-
ameters in the function were derived as A¼ 12.2Hz,
B¼ 6.96Hz, �A¼ 18.8 s, and �B¼ 0.69 s for the excita-
tory synapstor, and A¼ 5.55Hz, B¼ 9.95Hz,
�A¼ 6.76 s, and �B¼ 0.63 s for the inhibitory synapstor.
The two different exponential decaying constants (�A
and �B) imply that there are two different mechanisms
involving in the transient response of synapstors. First
one is believed that the electrons trapped at C60 mol-
ecules are released to and recombined at semiconductor
CNTs, leading to a longer decaying time (�A> 5 s for all
the synapstors) in the PSC and output spike rates, while
the second one is presumed that the electrons trapped
at the C60 molecules nearby metallic CNTs are escaped
to and annihilated by metallic CNTs which generally a
rapid process, leading to a shorter decaying time
(�B< 1 s for all the synapstors) in the PSC and the
output spike rates. The decaying times in synapstors
are similar with ones from CNT network transistors
with charge injection.29 The variable decaying time is
presumed to be mainly related to the distribution of
semiconducting or metallic CNTs around C60
molecules.

Results

Temporal response to a pair of spikes applied on an
excitatory synapstor

A series of input spikes with different spatiotemporal
distributions can be input into the spike neuromorphic
module in parallel and trigger a series of output spikes.
In the simplest example, a pair of input spikes with
various interspike time intervals, �t, ranging between
1 and 30 s, was applied on an excitatory synapstor to
trigger positive output spikes (Yþ) from Somaþ. The
average rate of positive output spikes triggered by the
pair of input spikes on an excitatory synapstor with a
fixed time interval (�t¼ 1, 5, 10, 20, and 30 s, respect-
ively) was derived from 10 independent tests and
plotted versus time in Figure 3(a) to (e). The
first input spike triggered an EPSC and a series of posi-
tive output spikes; the second input spike triggered
another EPSC, and further increased the rate of the
positive output spikes. The output spike rate, R, can
be described by the function RðtÞ ¼

P
G�Xi þ�,

where XiðtÞ ¼ �ðt� tiÞ with ti representing the moment
when the ith input spike was applied (i¼ 1 or 2),
G ¼ A e�t=�A þ Be�t=�B

� �
� u tð Þ is the linear transfer

function of the synapstor defined previously for
the single input spike case, and
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� ¼ Ce�ðt�t2Þ=�C þDe�ðt�t2Þ=�D
� �

� u t� t2ð Þ denotes a
high-order nonlinear term related to the interspike
time interval �t¼ t2� t1. From the best fitting to the
experimental data, the fitting parameters in the func-
tion were derived as A¼ 12.1Hz, B¼ 6.6Hz,
�A¼ 21.7 s, �B¼ 0.60 s, �C¼ 125 s, and �D¼ 20 s,
which do not change versus �t. The parameters C
and D are a function of the �t: When �t increased
from 1 to 30 s, the C slightly decreased from 11.1 to
10.4, and the D gradually increased from �17 to �5.5,
which indicates that the nonlinear correlation between

the input and output spikes becomes more significant
with the smaller �t. When the second input spike was
applied with a smaller �t, it can be presumed that fewer
electrons injected into the C60 molecules by the first
input spike had been released yet. The repulsion
forces from the injected electrons allowed the injection
of fewer electrons into the C60 molecules by the second
input spikes, resulting in the smaller amplitude of
EPSC, the less output spikes triggered by the second
input spike, and the increase in the magnitude of the
negative nonlinear term D. The nonlinear correlation

Figure 3. A pair of input spikes, Xþ, applied on the excitatory synapstor with the interspike interval of (a) 1 s, (b) 5 s, (c) 10 s,

(d) 20 s, and (e) 30 s is shown in the top diagrams. The rate of output spikes, R, triggered by the pair of input spikes is plotted as open

circles versus time with their best-fitting functions (dashed lines) in the bottom diagrams. The error bars represent the standard

deviation of 10 independent tests under the same test conditions.
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between the input and output spikes has also been
observed in the biological neural network.30,31

Spatiotemporal response to a pair of spikes applied
on two synapstors

The spike neuromorphic module was also tested by
inputting two spikes onto two different synapstors,
respectively, with interspike intervals ranging between
1 and 30 s. When the first input spike was applied on
the first excitatory synapstor, and the second input

spike was applied on the second excitatory synapstor,
the average rate of the output spikes, R, triggered
by the two input spikes from 10 independent tests
was measured and plotted versus time, as shown in
Figure 4(a) to (e). The first input spike triggered an
EPSC from the first excitatory synapstor and a series
of positive output spikes (Yþ); the second input spike
triggered another EPSC from the second excitatory
synapstor, and further increased the rate of the positive
output spikes. Oppositely, when the first input spike
was applied on an excitatory synapstor, and the

Figure 4. A pair of input spikes, X1þ and X2þ, applied on two excitatory synapstors with an inter-spike interval of (a) 1 s, (b) 5 s,

(c) 10 s, (d) 20 s, and (e) 30 s is shown in the top diagrams. The rate of output spikes, R, triggered by the pair of spikes is plotted as

open circles versus time with their best-fitting functions (dashed lines) in the bottom diagrams. The error bars represent the standard

deviation of 10 independent tests under the same test conditions.
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second input spike was applied on an inhibitory synaps-
tor in the spike neuromorphic module, the average rate
of the output spikes, R, triggered by the two input
spikes from 10 independent tests was measured and
plotted versus time in Figure 5(a) to (e). Since EPSC
(PSC with positive polarity) and IPSC (PSC with nega-
tive polarity) are merged at the interface circuit on their
way to Somas, an IPSC, which was triggered by the
following second input spike to an inhibitory synaps-
tor, was able to reduce or even quench the positive
output spikes (Yþ) triggered by an EPSC from an exci-
tatory synapstor by the first input spike. The output

spike rate, R, can be described by the function
RðtÞ ¼

P
Gj �Xi þ�, where XiðtÞ ¼ �ðt� tiÞ with ti

representing the moment when the ith input spike was
applied (i¼ 1 or 2), GjðtÞ ¼ Aje

�t=�Aj þ Bje
�t=�Bj

� �
� u tð Þ

is the linear transfer function of the jth synapstor (j¼ 1
or 2) defined previously for the single input spike, and
� ¼ C12e

�ðt�t2Þ=�C þD12e
�ðt�t2Þ=�D

� �
� u t� t2ð Þ denotes

a nonlinear term related to the interspike time interval
�t¼ t2� t1. From the best fitting to the experimental
data, the parameters in the fitting function for the pair
of spikes applied on the two excitatory synapstors were
derived as A1¼ 13.2Hz, B1¼ 5.5Hz, �A1¼ 18.8 s,

Figure 5. A pair of input spikes, X1þ and X2�, applied on an excitatory and an inhibitory synapstors with interspike intervals of

(a) 1 s, (b) 5 s, (c) 10 s, (d) 20 s, and (e) 30 s is shown in the top diagrams. The rate of output spikes, R, triggered by the pair of spikes is

plotted as open circles versus time with their fitting functions (dashed lines) in the bottom diagrams. The error bars represent the

standard deviation of 10 independent tests under the same test conditions.
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�B1¼ 0.69 s, A2¼ 18.2Hz, B2¼ 1.1Hz, �A2¼ 237.6 s,
and �B2¼ 0.94 s, which do not change versus �t.
However, when the �t increased from 1 to 30 s, the
C12 decreased from 5.68 to 0, and D12 increased from
�10 to �0.07. The parameters in the fitting function for
the pair of spikes applied on the excitatory and the
inhibitory synapstors were derived as A1¼ 12.3Hz,
B1¼ 5.4Hz, �A1¼ 19 s, and �B1¼ 0.69 s for the
excitatory synapstor; A2¼�6.26Hz, B2¼�10Hz,
�A2¼ 6.69 s, and �B2¼ 0.64 s for the inhibitory synaps-
tor, which do not change versus �t. However, when the
�t increased from 1 to 30 s, the C12 decreased from 11.4
to 0.32, and D12 increased from �12 to 0. The change
of the parameters C12 and D12 indicates that the non-
linear correlation between the input and output spikes
becomes more significant with the smaller �t. Since the
two input spikes were applied on the two separated
synapstors, and triggered EPSC/IPSC that were lin-
early superimposed in the Somas, the nonlinearity
was primarily induced by the Somas. The first spike
induced PSC to the linear correlation range between
the PSC and output spikes in the Somas, but the
second spike triggered the EPSC or IPSC, which
increased the PSC to its nonlinear saturation range or
decreased the PSC to the nonlinear range close to the
PSC threshold, inducing the nonlinear correlation
between the input and output spikes. When the
second input spike was applied with a smaller �t, it
induces more significant change of the PSC, more sub-
stantial nonlinearity and the increase of the magnitude
of the C12 and D12.

Synaptic plasticity

The change of single PSC amplitudes from an excita-
tory and an inhibitory synapstors was measured to test
the plasticity of the CNT/C60 synapstors in the spike
neuromorphic module. The single PSC amplitudes were
modified by applying modification spikes with �8V
amplitude to increase or decrease the single PSC amp-
litudes. As shown in Figure 6(a), the single PSC amp-
litudes of the synapstors were increased with increasing
numbers of the �8V modification spikes applied on the
synapstors. The single PSC amplitude of the excitatory
synapstors was increased by approximately 400% after
application of 10 �8V spikes, and the change was then
saturated. The single PSC amplitude of the inhibitory
synapstor was increased by approximately 100% after
application of two �8V spikes, and the change was
then saturated. As shown in Figure 6(b), the single
PSC amplitudes of the synapstors were decreased with
increasing numbers of the 8V modification spikes
applied on the synapstors. The single PSC amplitude
of the excitatory synapstors was decreased by approxi-
mately �80% after the application of six spikes with a

8V amplitude, and the change was then saturated. The
PSC amplitude of the inhibitory synapstor was
decreased by �60% after the application of six 8V
spikes, and the change was then saturated. The differ-
ence in the plasticity between the excitatory and inhibi-
tory synapstors might have been induced by the
variation of the randomly aligned CNT network in
the synapstor channels.

Plasticity of neuromorphic module

The modification of synapses, that is, the synaptic plas-
ticity, is crucial for learning and memory in the spike
neuromorphic module. CNT/C60 synapstors can be
modified in analog mode by applying spikes on the
gate of a CNT/C60 synapstor. To test the synaptic plas-
ticity, a series of spikes were applied on an excitatory
and an inhibitory synapstors. After consecutive appli-
cation of five input spikes on the excitatory synapstor
and four input spikes on the inhibitory synapstor at a
frequency of 1Hz (Figure 7(a)), the input spikes on the
excitatory synapstor triggered EPSCs and a series of
positive output spikes (Yþ) from Somaþ, while the
input spikes on the inhibitory synapstor triggered
IPSCs and a series of negative output spikes (Y�)
from Soma� (Figure 7(b)). The synapstors were then
modified by separately applying two 1ms 8V spikes on
the excitatory synapstor, and two 1ms 8V spikes on the
inhibitory synapstor. After the modification, output
spikes were again triggered by the five input spikes on
the excitatory synapstor and the four input spikes on
the inhibitory synapstor (Figure 7(c)). The positive
output spike rate (Yþ) from Somaþ was decreased to
zero, and the negative output spike rate (Y�) from
Soma� was slightly increased. The amplitudes of
EPSCs and IPSCs from the synapstors were decreased
by the modification spikes, resulting in the decrease of
the positive output spike rate from Somaþ. However,
the IPSC amplitudes did not decrease as much as the
EPSC amplitudes, resulting in the net increase of the
PSC magnitude and negative output spike rate from
Soma�. The synapstors were then modified by separ-
ately applying two 1ms �8V spikes on the excitatory
synapstor and two 1ms �8V spikes on the inhibitory
synapstor. The amplitudes of EPSCs and IPSCs from
the synapstors were increased by the modification
spikes. After the modification, the rate of the output
spikes triggered by the five input spikes on the excita-
tory synapstor was increased, and the rate of the output
spikes triggered by the four input spikes on the inhibi-
tory synapstor was increased further (Figure 7(d)).
The rate of the output spikes shown in Figure 7
was fitted by the function RðtÞ ¼

P
Gj �Xi, where

XiðtÞ ¼ �ðt� tiÞ with ti representing the moment when
the ith input spike was applied,
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GjðtÞ ¼ Aje
�t=�Aj þ Bje

�t=�Bj
� �

� u tð Þ is the linear trans-
fer function of the jth synapstor defined previously for
the single input spike. From the best fitting to the
experimental data, the fitting parameters in the func-
tion were derived. The average values of A1þB1 for the
excitatory synapstor were decreased from 12.83 to 0,

and A2þB2 for the inhibitory synapstor were slightly
increased from �8.2 to �10.81 by the 8V modification
spikes. The average values of A1þB1 for the excitatory
synapstor were increased from 0 to 14.62, and A2þB2

for the inhibitory synapstor were increased from
�10.81 to �16.28 by the �8V modification spikes.

Figure 6. The plasticity of synapstors. (a) The changes of the PSC amplitudes of an excitatory and an inhibitory synapstors are

shown as a function of the numbers of the �8 V modification spikes applied on them. (b) The changes of the PSC amplitudes of an

excitatory and an inhibitory synapstors are shown as a function of the numbers of the 8 V modification spikes applied on them.
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The 8V modification spikes applied on the synapstors
inject electrons into the C60 molecules, and the elec-
trons trapped in the C60 molecules increased the elec-
tronic energy levels in the C60 molecules, which
meant that fewer electrons were injected into the
C60 molecules by the following input spikes, and
the PSC amplitudes in the synapstors were decreased.
Conversely, the �8V modification spikes on the
synapstors expelled electrons from the C60 molecules,

and the electronic energy levels in the C60 molecules
were reduced, which allowed more electrons to be
injected into the C60 molecules by the following
input spikes, and increased the PSC amplitudes in
the synapstors. The electrons injected/expelled by
the þ/�8V modification spikes could not be injected
or expelled again by the 5V input spikes, therefore
the nonvolatile changes of the synapstors were only
induced by the modification spikes.

Figure 7. The nonvolatile modification (plasticity) of a spike neuromorphic module. (a) A series of input spikes are applied on an

excitatory synapstor (top) and an inhibitory synapstor (bottom). (b) The rates of positive (open circles) and negative (open triangles)

output spikes triggered by the input spikes shown in (a) are plotted versus time. (c) After the spike neuromorphic module is modified

by applying two 8 V modification spikes on the excitatory and the inhibitory synapstors separately, the rates of positive (open circles)

and negative (open triangles) output spikes triggered by the input spikes shown in (a) are plotted versus time. (d) After the

neuromorphic module is modified by applying two �8 V modification spikes on the excitatory and the inhibitory synapstors separately,

the rates of positive (open circles) and negative (open triangles) output spikes triggered by the input spikes shown in (a) are plotted

versus time. The negative rate represents the rate of output spikes from Soma�. The best-fitting function to the output spike rates are

plotted as the dashed lines.
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Volatility of CNT/C60 synaptic plasticity

The volatility of the plasticity of the CNT/C60 synaps-
tors was tested by measuring the PSC amplitudes versus
time for a week after the modification of the PSCs
(Figure 8). Three synapstors were selected for the non-
volatility experiments: The PSC of the first synapstor
was increased by application of 10 modification spikes
of �8V; no modification spike was applied on the
second synapstor; the PSC of the third synapstor was
decreased by application of 10 modification spikes of
8V. After application of the modification spikes on
each CNT/C60 synapstor, we measured the PSC amp-
litudes on a daily basis by application of a 5V input
spike on them. After application of 10 modification
spikes of �8V, the PSC amplitude of the first synapstor
was increased by 120% and then stabilized at an
approximately 80% increase from its original value
for a week. With regard to the second synapstor
having no modification spike, the PSC amplitude
remained at approximately 90% of its original value
for a week. After application of 10 modification
spikes of 8V, the synaptic weight of the third synapstor
decreased by approximately 60% from its original
value and then stabilized at that value for a week.
The synaptic weights in the synapstors can be modified
by the modification spikes, and the modifications can
last for at least one week.

Conclusion

A spike neuromorphic module has been demonstrated
by integrating CNT/C60 synapstors and CMOS Soma
circuits. A spike input to a synapstor induced the
dynamic change of electrons trapped in the C60 mol-
ecules in the synapstor gate, resulting in a PSC through
the CNT channel in the synapstor. A spike applied on
an excitatory synapstor triggered an EPSC, and a spike
applied on an inhibitory synapstor triggered an IPSC.
Multiple input spikes with various spatiotemporal dis-
tributions triggered EPSCs and IPSCs in parallel, which
jointly flowed into two complementary CMOS Soma
circuits and produced positive output spikes (Yþ)
from a positive CMOS Soma (Somaþ) and negative
output spikes (Y�) from a negative CMOS Soma
(Soma�). The positive (negative) output spike rate
increased with the increasing rate of input spikes
applied on the excitatory (inhibitory) synapstors and
decreased with the increasing rate of input spikes
applied on the inhibitory (excitatory) synapstors.
However, the output spike rates were not the linear
function of the input spike rates, due to the nonlinear
characteristics in the synapstors and Somas.
Modification spikes applied on the synapstors changed
the densities of the electrons trapped in the C60 mol-
ecules in the synapstors, inducing nonvolatile analog
changes of the PSCs in the synapstors and the plasticity

Figure 8. The changes of the PSC amplitudes of three synapstors are shown versus time after application of 10 modification spikes

of �8 V on the first synapstor (solid stars), no application of any modification spike on the second synapstor (solid circles), and after

application of 10 modification spikes of 8 V on the third synapstor (blank squares).
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of the spike neuromorphic module. Spike neuro-
morphic modules may potentially be scaled up to emu-
late biologic neural networks and their functions.
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