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Abstract 

The paper shows a distributed architecture for  
autonomous robot navigation. The architecture is based 
on three modules that are implemented on separate and 
interacting agents: the target recognizer, the obsta90cle 
evaluator and the planner. An adaptive genetic algorithm 
has been studied to identify mechanisms for  reaching the 
target and for  manipulating the 2-diretions of the robot; 
the distributed architecture has been embedded in the 
DAISY (Distributed Architecture for  Intelligent System). 
Experiments have been carried out using a LEGO 
intelligent brick. 

1. Introduction 

Autonomous Robot Navigation (ARN) is an 
interesting field of investigation because of its relevance 
in several risky applications such as environment 
surveillance, sea-bottom exploration, and atomic power 
plant. ARN systems are endowed with different kind of 
sensors, from which information flows to suitable 
modules to perform elaboration useful for decisions 
making. 
The performance of an ARN system lies on the strategy of 
integration of information from several sensors. 
Optimized algorithms allow faster and correct actions 
such as obstacle avoiding and target achievement. 
Moreover, ARN systems should be able to adapt their 
behavior depending on the current goal and the nature of 
the input data. Such performance can be obtained in 
systems able to interact dynamically with the 
environment. 

Previous considerations suggest the use of 
information-fusion techniques [ 11, implemented on 
distributed systems by using goals-oriented strategies and 
optimization techniques [2,3,4]. 

In this paper we propose a distributed architecture of 
an ARN systems for the autonomous navigation of a robot 
in an unknown environment towards a given target. 
Obstacle can be present between the robot and target. 
Data are collected from a video camera, placed on the 

head of the robot, and from two infrared sensors on the 
bottom. The video information is used to recognize the 
target; the infrared information allows the evaluation of 
distance information from the obstacles. 

Our work has been also motivated by the increasing 
interest in studying learning and problem solving in 
artificial living systems and compare them with animal 
behavior (prey - predator method). The genetic algorithm 
(GA) proposed for the planner is related to that designed 
by Yamada [5]. In this paper the authors generate a 
description of the environment by using robot paths. A 
review on application of GA and neural network for 
robot navigation and goal-oriented problems can be 
found in [6]. 

Experiments have been carried out in simulation in 
order to evaluate the best assessment and system 
configuration on real laboratory environment. For this 
purpose a LEGOTM-robot has been used, equipped with 
sensors (video camera and infrared), on board computer 
with radio Internet. 
The paper is organized as follows. Section 2 describes 
the distributed architecture. The planning agent is 
described in Section 3. Section 4 describes experimental 
result and implementations details. Conclusions are made 
in Section 5. 

2. The architecture 

The distributed architecture has been implemented 
inside the DAISY system [7]. According to DAISY 
architecture the ARN system is based on agents too. Two 
agents are dedicated to the evaluation of the sensors 
information (target recognizer and the obstacle 
evaluator) a third agent (the planner) plan the robot 
movements according to an optimization strategy [3] (see 
figure 1). Two more modules are used to handle the YO 
and to evaluate the robot movements. They are 
incorporated in the corresponding agents. 

The choice of DAISY has been motivated because it 
allows reconfigurability and provides coupling functions 
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between co-operating agent mechanism and the mobile 
units (the LEGO-robot). 

Figure 1. The agents of the ARN system. 

This approach allows us to implement a co-operating 
agents strategy in our system. The system evolution is 
based on the Active Information Fusion (AIF) loop [8]. 

The AIF loop consists of five modules (see figure 2 ) :  
Observe, Evaluation, Optimization, Choose-Next, and 
Action. Observe is responsible for the acquisition and 
preprocessing of sensorial data; Evaluation compute, on 
the basis of the observed parameters and the current state 
of the robot the next choose; the evaluation uses an 
optimization’s method (in our case a genetic algorithm). - Real World I7 

t + 
Figure 2 .  The Information Active Fusion Loop. 

Choose-Next selects the new movement of the robot 
on the basis of the evaluation module. It should be noted 
that all processes may run in parallel mode and they may 
be executed on the network of the distributed. The result 
of the choose module determines the Action (next 
movement in the environment). After the movement the 
Observe module drives further sensor-explorations. The 
Real World represents the environment on which the 
ARN operates. The information, within the system, flows 
in a continuous active fusion loop. 

3. The planning agent 

GA’s have been applied to behavioral studies, 
simulation and optimization. They have been applied for 
the control of instrumentation in risky environments 
(atomic energy cite, sea bed, space missions). GA’s are 
useful whenever the complexity of the problem requires 
for approximated fast solutions. 

The planning agent drives the robot toward the 
target. The problem can be stated, informally, as follows: 
find the minimum number of steps to reach the target in 
position (xEyr )  starting from the position (xayo) and 
avoiding obstacles in the room. 

The navigation problem, before sketched, can be 
formulated, in the case of one rectangular obstacle of 
size axb, as a dynamic programming problem (see figure 
3): 

xi = 3, (dj-1, xj-l.Yj-1, ~ o b p ~ a b ,  XF,YT ; a,b) 
Y j  = SJ (dj-1, Xi-l.Yi-1, xob.Yob. xF,YT;a,b) 

4 = &(di-l,xj-l>Yi-l> ~ o b , ~ o b .  X F ~ Y T ; ~ ~ )  

m d W O J 0 ,  X p ’ J T > )  

The variables in the equations represent the 
coordinates of the robots (x,, yi), the coordinates of the 
top-left corner of the obstacle (X&, Yob), the coordinates 
of the target (xT, y ~ ) ,  the angle (8) between the direction 
of the robot displacement and the vector robot target. 

Target 

’ ,.- 
( X i ,  4’i) *w-- 

LEGO-robot 

Figure 3. The robot target assessment. 

Functions S,, S?, Sa describe the dynamical 
evolution of the system (for sake of simplicity it  includes 
the bounds conditions of the obstacle), the function 6 
measure the length of the path made by the robot to reach 
the target in step units. The problem has exponential 
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complexity, even in the case of a single obstacle with 
rectangular shape. 

In real situation, the robot has not knowledge of the 
coordinate system and only visual sensors and distance 
evaluators drive its movements. In our case it can measure 
the distance from the obstacles and the direction of the 
target respect its displacement direction. 

The CA, here described, has been designed to 
approximate the solution of the general optimal problem 
above stated. The planner, on the basis of the information 
given by the sensors agents, provides the direction of the 
displacement and the speed to the robot. The CA can be 
sketched as follows: 

select a starting population of genomes ( random 
choice of 200 samples directions for example 
"1010101 11 10101 11"); 
perform the crossover operation on randomly 
chosen genomes (the crossover is performed in a 
single point and the probability of crossover is 
uniform), for example: let us be two genomes 
"100101 I O  0101 1101" and " 1  I 1  101 10 
01000001", the new genomes are "100101 I O  
01000001" "1 11  101 I O  0101 1 IO"; 
perform a bit-mutation with probability 0.0 1 to 
change one or more bit randomly 
compute the fitting function, F,,, for each pair of 
chromosomes (k ,h) ;  
select the new population (with the tournament 
technique); 
if the global fitting, F ,  satisfy the convergence 
criteria goto 7) else goto 2); 
end 

Data representation. One of the key points in CA is 
the representation of the data that constitute the genome 
on which to perform genetic transformations (selection, 
crossover and mutation). Our genomes are the 
displacement directions, a, in the interval [-n,n] (see 
figure 4). They are mapped in 16-bits word using the 
function: R(a)  = ( a  +7~)(2"-1}/27r. 

Figure 4. The direction of the displacement. 

Fitness function. The mathematical definition of 
the fitness function has been formulated by considering 
obstacles and target as electric objects that generate an 
electrostatic field that is attractive in the case of the 
target and repulsive in the case of the obstacles: 
-%"s = a x 6  argst - P &bstaclss with a + P = 

Where Ftarget = KX(n-161) is a linear decreasing 
function of the angular distance, 6, of the robot from the 
target, K is a positive constant experimentally 
determined. Fobstacles is function of the measures 
coming from the range detectors Ri (i=l,2): 

Ci 
2 

Fobstacles = R? 
i+l  

Ci"S are constants that depend on the infrared sensors 
direction. They have been computed during the 
calibration phase, described in the next section. 

4. Implementation notes 

The DAISY architecture has been designed to face 
perceptual problems; in this paper we keep in mind the 
control architecture for an autonomous robot. The 
distributed architecture is based on dynamic node that 
allows the flow of large number of data through 
Ethernet-radio. In our case, these information are used to 
correct the direction of the robot during its navigation 
and to detect the environment around it  [8]. Figure 5 
shows the structure of the dynamic node; its components 
are: 

Video Camera to acquire digital images. Predefined 
tasks, to their acquisition, send images to specialized 
tasks for navigating or for detecting. 
Wheels and their controller. This component allows 
to move the dynamic nodes along the direction fixed 
by the task on the distributed system, controller of 
wheel's speed is linked with portable personal 
computer and with electric-motor of the wheels. 
Channels to communicate inside and outside. A 
radio Ethernet is used for a better communication 
with the distributed system; a RJ45 Ethernet card is 
sufficient for this aim. 
Remote sensing. It includes all sensors that improve 
the performance of the dynamic unit (light sensor, 
echo, sonar, touch sensor). 

192 



guide the position of video camera. Two tasks have been 
defined to synchronize remote Internet browser, local 
host and intelligent brick. One of these receives data 
instructions from browser and send them to second one 
hosted on local host, the second one capture the data 
instructions from the network and, after their 
manipulation, send the new code to the intelligent Leg0 
brick. This interface allows the shipping, with the MU, 
into the flat floor with or without obstacle. 

WebCa Local Host Racto 

LI 

Light Sensor 1 
Figure 5. The architecture of the mobile unit. 

The robot. The robot has been realized with a Leg0 
brick and three electric motors that guarantee the 
movement of the mobile unit. A video camera (WebCam) 
on the head of the robot provides the acquisition of the 
visual information, two infrared sensors (Infrared) allow 
the detection of obstacles at short distance (see figure 6). 

Figure 7. The standard piloting system. 

The autonomous piloting system. In this modality, 
see figure 8, the driving of the mobile unit is established 
on the basis of the sensors information (video camera 
and Infrared) that are sent to the genetic planner. 

Figure 6. The environment whit mobile unit. 

The local host. The dynamic node incorporates a 
portable personal computer (PPC) allowing temporary 
power independence. It supports standard operating 
system (Linux, Win98), standard programming language 
(Java, C++), standard network communication (internet), 
and standard communication library. 

A Java server has been hosted on the PPC for 
allowing the communication between the local host and 
the remote computer. User, operating from an Internet 
connection, can handle the mobile unit from a remote 
computer. 

The pilot system. Two different modalities have 
been considered to pilot the mobile unit. The standard 
piloting system. In this modality commands are sent using 
the Internet browser (see figure 7). The visual interface is 
organized in two sections, one to display image coming 
from video camera of the mobile unit, and the other one 
oriented to the manipulation of path of the unit and to 

Figure 8. The autonomous piloting system. 

The Robot software is composed by two programs, 
one is dedicated to the robot movements, it is written in 
Visual C++ and use the OCX technique to communicate 
with intelligent Leg0 brick and with the camera of the 
mobile unit, the other one is a robot monitoring interface. 
This interface has been realized for monitoring the 
evolution of robot, it has been divided in two sections: 
image, landscape. It allows to see both image coming 
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from video camera of mobile unit and the landscape of the 
environment. Image had been sampled with a one image 
per second; otherwise landscape is update while the robot 
changes its position, and it is possible to see three 
different symbols representing: mobile unit, target and 
obstacles. Its implementation is organized by client/server 
architecture. The client part consists of a monitoring 
program (an applet JAVA) that display the information 
received from robot. In this way a user can look at the 
robot status from each computer of the distributed system 
with an Internet browser. 

5. Experimental results 

Experiments on autonomous driving have been 
performed. The purpose was to reach a given target in a 
scene, avoiding obstacles. The environment is limited and 
the position of the target is unknown. The number of 
obstacles and their position is also unknown. In this 
experiment, target and obstacles are static. 

User can decide the starting position of the robot 
using the standard piloting system above described. After 
that, user can monitor both the path of the robot and the 
scene captured by the video camera. 

The genetic algorithm, described in Section 3, has 
been used to pilot autonomously the robot to the target 
avoiding obstacles. The fitting function is computed on 
the basis of the information acquired from the video 
camera and the light sensors[ 101. The information 
acquired from the video camera does not need special 
calibration and it  is essentially normalized in the [0,1] 
range; this normalization has been obtained by dividing 
for the maximum intensity detected in the room. The light 
detectors need of a more accurate calibration phase, 
because their intensity values must be transformed in a 
distance value from the obstacle. figure 9 shows the 
relation between the light value and distance from the 
obstacle. 

6. Conclusions 

The distributed solution presented in this paper seems 
to solve in a very general way the problem of autonomous 
navigation of a robot in an unknown environment. 
Evolutionary algorithms are effective and simple to 
implement. Further studies will regards the stability of the 
solutions obtained (trajectories), the experimentation with 
more than one robot of cooperating strategies to reach 
static and dynamic targets. 

Calibration Table I 
80 

60 
a - 40 :: 20 

0 

[Serlel 
I Cm Distance 

Figure 9 Calibration table for the light sensors. 
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