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ABSTRACT 
This paper presents the estimation methods of packet in-
ter-arrival times. The approach is based on neural network 
models for predicting the packet inter-arrival times by 
learning patterns and characteristics of observed traffics. 
The proposed methods are compared with the familiar 
exponentially weighted moving average (EWMA) estima-
tor. Evaluation results demonstrate the effectiveness of 
the proposed methods. We also investigate the effect of 
classifying the observed traffics according to their proto-
col types. The classification helps find patterns of the traf-
fics.  
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1.  Introduction 
 
Packet inter-arrival time estimation and measurement are 
integral parts of many traffic management, monitoring, 
and control tasks in packet-switched networks. The esti-
mation of the inter-arrival time can be performed off-line 
or on-line due to the objective. 
  The packet inter-arrival time estimation is important 
and has been applied in many scenarios. For example, 
estimated values of packet inter-arrival time are used to 
measure the traffic rate for the QoS-enabled Internet [1]. 
The rate estimation is an essential part of call admission 
[2], link-sharing [3], and fair scheduling algorithm [4]. 
 In Ref. [5] packet inter-arrival time is used for investi-
gating unsolicited internet traffic or for identifying the 
abnormal or unexpected network activity. The packet in-
ter-arrival time pattern can be used to identify attacks or 
network phenomena. Estimation of the end-to-end per-
formance and its improvement are important for web 
transactions [6]. 

In the power management of network devices [7], the 
estimated inter-arrival time of the packets play a signifi-
cant role for reducing the power consumption of network 
devices such as LAN Switches. An incoming packet is 
buffered and wakes up the switch interface. The decision 
on whether to sleep is based on the estimation of next 
packet arrival (packet inter-arrival time). If the inter-

arrival time is estimated to be long enough, interface goes 
to sleep, otherwise it stays awake.  
 This paper proposes methods of estimating the packet 
inter-arrival times based on neural networks and evaluates 
the methods in terms of estimation accuracy and computa-
tional cost by applying them to real traffic samples. 
 The remainder of this paper is organized as follows. 
Section 2 describes the characteristics of packet inter-
arrival time. Section 3 proposes the methods of estimating 
the packet inter-arrival time based on neural networks. 
Section 4 describes the traffic data used for evaluating the 
proposed methods. Section 5 gives the evaluation results 
and discussion. Section 6 closes the paper with conclu-
sions. 
 
2.  Characteristics of Packet Inter-Arrival 
Time 
 
The traffic behaviour in a network has serious implica-
tions for the design, control, and analysis of the network. 
By analyzing collected data, it was demonstrated that the 
characteristics of packet inter-arrival time series is self-
similar and long range dependence [6]. It is said that 
packet arrival process for internet has heavy tailed dis-
tribution characteristic. The fact that distribution of inter-
arrival packet times is characterised by self-similarity 
implies that the future events depend on what happened 
before. If the distribution of inter-arrival packet times had 
the Poisson nature, the past behaviour would not affect 
events following in time. From the observations, it is 
natural to consider that various machine learning methods 
are applicable to the prediction of packet inter-arrival time 
if appropriate history information is taken into account in 
the learning process. Among machine learning technolo-
gies, we employ neural network models in the study be-
cause their structures are simple and many examples of 
successful applications of neural networks have been re-
ported.  

Looking into packet flows in networks, some protocols 
generate periodic traffics and some others generate ran-
dom traffics which arrive randomly in the networks. The 
traffic flow is changed during day and night, weekday and 
holiday etc. The observation that packet streams consist 
of several types of traffic with respect to time and space 



implies that machine learning on classified traffics will 
increase the accuracy of packet inter-arrival estimation. 
 
3.  Packet Inter-Arrival Estimation 
 

Let ][kx denote the observed inter-arrival time be-

tween th
k and th

k )1( ! packets in a traffic, k=1,…,N. 
The estimation means to predict ][kx  by using history of 
previous inter-arrival times ]1[],...,[ !! kxnkx .  

This paper proposes methods of calculating the esti-
mated value. Our approaches use neural networks as es-
timation model for predicting inter-arrival time. The ap-
proach simply takes advantage of using fixed structure 
with a well defined analytical model that is able to predict 
a traffic pattern after learning the pattern dynamics 
through the use of information available in traffic samples.  

In what follows, we first introduce a conventional 
method which has been used frequently in network appli-
cations, and then present our proposed methods. 
   
A. EWMA Method 
 
EWMA (Exponentially Weighted Moving Average) is an 
ideal maximum likelihood estimator that employs expo-
nential data weighting and is widely used in many differ-
ent areas and applications. EWMA is a recursive estima-
tor which uses a weighting factor to shape its memory.  

Packet inter-arrival time is estimated as:  

]1[)1(]1[][ !!+!= kxkxkx ""       

where ][kx and ]1[ !kx  are a new estimated inter-
arrival time and the prior estimated values respectively. 

]1[ !kx  is the current observed value. The term 
10 <!"  is a specific weight constant and its value is 

obtained from empirical study. 
The merit of the method is that it is easy and fast for 

estimating inter-arrival time.  
 
B. Proposed Method 1: Two-Layer Linear Neural 

Network Estimator 
 
This method uses two-layer linear neural network (Per-
ceptron) [8] as estimator model to calculate inter-arrival 
time. The structure of the model is shown in Figure 1. It 
consists of an input layer with n neurons and an output 
layer with one neuron.  

Figure 1 Two-layer neural network. 
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method, estimated inter-arrival time y is given by a linear 
function rrf =)( , where r is a weighted sum of inputs.  

The learning algorithm is based on a gradient-descent 
method in error space. The absolute error function is de-
fined as:   
 2)(2/1 yuE !=             
where u is an observed value. In order to decrease the 
absolute error function, the weights are changed in the 
opposite direction of the gradient vector defined as: 
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where η denotes a learning rate. Then, the weights and 
threshold are adjusted as 

iii
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  !!! "+#= )1()( tt  
where t denotes an iteration of  the learning process.      
Normally the learning rate is constant and set as a small 
value. If the learning rate is very small, the algorithm pro-
ceeds slowly but accurately follows the path of steepest 
descent in weight space. On the other hand, the larger rate 
may cause the system to oscillate and thereby to slow or 
prevent the network’s convergence.  

Because this method uses a linear function, it is easy to 
find or vary the leaning rate according to the input sam-
ples which is determined as: 
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With the specific and appropriate learning rate, it is 
proved that adaptive process is fast and converged quickly.  

In an iteration of the estimation, the neural network is 
provided at time k with samples through ][ nkx !  to 

]1[ !kx  of the observed traffic, and the difference be-
tween sample ][kx  of the observed traffic and the neural 
network output is used to adjust the weighting function of 
the network accordingly. The neural network continues 
processing more information in consecutive iterations of 
the learning phase until the absolute error is less than an 
accepted error bound. When the absolute error is less than 
an accepted error bound, the training process is termi-
nated. At that time we get a new updated weights and 
threshold, and then use it for predicting a new inter-arrival 
time. In the next iteration, sample ][ nkx ! of the real 
traffic is discarded, ]1[ +! nkx through ][kx of the ob-
served traffic pattern are used as new samples.  
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C. Proposed Method 2: Two-Layer Nonlinear Neural 
Network Estimator 

 
This approach is to calculate the weight! of EWMA dy-
namically according to the traffic behaviour, then com-
bine it with EWMA method to estimate inter-arrival time. 
We use two-layer nonlinear neural network model for 
obtaining the weight! of EWMA.  

The model is illustrated in the same figure as Figure 1 
with y replaced by! , i.e., )(rf=! , where f is a non-

linear sigmoid function defined as 1)1( !!
+=

ref  with 
10 <! f . As described in Method 1 above, the ob-

served traffic histories are used for input samples. The 
samples are updated by the most recent data. In this 
model the weight! is varied between 0 and 1 due to the 
traffic status.  

The training is based on a gradient descent in error 
space in the same way as Method 1. Because sigmoid 
function is nonlinear we can not calculate learning rate 
directly like in Method 1. A simple method of effectively 
increasing the learning speed is to modify the delta rule 
by including a momentum term [9]. The adjusted values 
of weights and threshold are defined as: 
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where λ is a positive constant which is determined ex-
perimentally. The learning rate η in the method is a posi-
tive constant as well.  
 
D. Proposed Method 3: Multi-Layer Neural Network 

Estimator 
 
In this method, a three-layer neural network with back-
propagation algorithm is applied to inter-arrival time es-
timation. It consists of an input layer with n neurons, one 
hidden layer with m neurons, and an output layer with one 
neuron. Figure 2 illustrates the structure of the neural 
network. The sigmoid transfer function is utilized to gen-
erate the output of each neuron from its compound inputs. 
The output of each neuron is connected to the input of all 
the neurons in the succeeding layer after being multiplied 
by the weights. 

 The observed inter-arrival time samples are input to 
the first layer then we obtain the estimated value from the 
output layer. The training algorithm is based on back-
propagation algorithm [9]. It propagates the output error 
to the preceding layer via the existing connections until 
the input layer. The neural model also has a bias term in 
input and hidden layers, but in the following explanation, 
it is abbreviated for simplicity. 

We use the following notation for explaining the learn-
ing algorithm. 

  
n
xx ...

1
are the input samples and used as  the first 

layer inputs. 
 

m
yy ...

1
indicate the outputs of the hidden layer 

 z  represents an output of the network 
 ij

v denotes a weight of the connection between jth 
neuron from input layer  and the ith neuron of hidden 
layer 

 
i
w denotes a weight of the connection between ith 
neuron from hidden layer and a neuron of output 
layer 

Thus,  
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where f  is the sigmoid function.  
The adjustment is calculated with leaning rate and 

momentum term. Weight adjustments are defined as 
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The input inter-arrival times are normalized within the 

range [0.1, 0.9] before being passed to the neural network 
[10]. The estimated value from neural network is denor-
malized. 
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where Xinput is input value, Xmin and Xmax are the minimum 
and maximum of observed inter-arrival times respectively. 
Xoutput is an output of the neural network. HI and LI are set 
to 0.1 and 0.9 respectively. 
 

 
Figure 2 Three-layer neural network. 
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4.  Traffic Data Used for Evaluation 
 
To evaluate the methods proposed above, the traffic data 
collected at a real network is used, the topology of which 
is shown in Figure 3 [7]. The traffic data was measured 
for 2 hours on a regular workday by tcpdump for gather-
ing traces and then the traces were analyzed using the 
ethereal tool. The entire traffic consists of different proto-
col traffics. They are IP protocol traffic (which consists of 
CDP, RPC1, ICMP, and OSPF2), STP3, CDP4, and others. 
We used the traffics of two different connections, one is a 
connection between Switch FA to Host Y called Host Y 
and the other is a connection between Switch FA to 
Switch FB called Switch FB.  
 

 
Figure 3 Network topology. 

 
Table 1 Traffic data of Host Y. 

Type 0 Type 1 Type 2 Type 3 Total 
1421 5657 186 371 7635 
IP STP CDP Others  

 
Table 1 shows the collected traffic of Host Y to Switch 

FA connection during light activity time which was used 
in our evaluation. The traffic data was classified into 
types 0, 1, 2 and 3 which denote IP, STP, CDP, and others 
traffics, respectively.  

Figure 4 illustrates a starting part of distribution of un-
classified traffics of Host Y. In the figure, the horizontal 
axis is the arrival packet sequence number while the ver-
tical axis is an inter-arrival time of the traffics. The inter-
arrival time varies from 0 to 2.5 second. Some protocols 
generate periodic traffics like at number 11, 31 and so on. 
The entire traffic has similar patterns to the segment 
shown in the figure. 
 Type 2 traffic data of Host Y, as shown in Figure 5, is 
found to be characterized as repetition of sub-patterns. It 
appears to consist of several periodic traffics with differ-
ent phases which are generated by CDP protocol of dif-
ferent devices.  
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Figure 4 Inter-arrival time distribution of unclassified 
traffics of Host Y: 200 packets from the beginning. 
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Figure 5 Inter-arrival time distribution of traffic Type 2 of 
Host Y.  
 

Table 2 Traffic data of  Switch FB. 
Type 0 Type 4 Total 
9980 20 10000 
IP ARP  

 
 
Table 2 shows the collected traffic of Switch FB con-

nection during light activity time which is also used in our 
evaluation. We took 10000 traffics from colleted data 
then classified into Type 0 and 4 which denote IP and 
ARP packet protocol, respectively.  

Figure 6 illustrates the distribution of Switch FB traf-
fics. 200 traffics are plotted from the traffic number 1000. 
There are many packets with inter-arrival times ranging 
from 0.35 to 0.45 millisecond which belong to traffics 
generated by RPC protocol due to NFS (Network File 
Service) transactions.  
 Type 0 traffics of Host Y and Switch FB consist of IP 
packets generated by UDP, TCP, ICMP and OSPF proto-
cols. Table 3 shows the percentages of those constituents. 
The UDP traffics of Switch FB mainly come from RPC 
procedure calls. 
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Figure 6 Inter-arrival time distribution of unclassified 
traffics of Switch FB.  
 

Table 3 Constituents of Type 0 traffics. 
 Host Y [%] Switch FB [%] 
UDP 
   (RPC) 
TCP 
ICMP 
OSPF 

8.89 
(0) 

58.47 
32.64 

0 

96.93 
 (96.10) 

2.78 
  0   

0.29 
 
 
5.  Evaluation Results and Discussions 
 
We evaluate the proposed methods of inter-arrival time 
estimation by applying them to the traffic described in the 
previous section. We examine the effect of traffic classifi-
cation as well. The estimation methods were implemented 
in C language and executed on a Linux machine of AMD 
Athlon 64 3000+ operated at 2GHz with 2 GB main 
memory.  

The methods were evaluated in terms of relative error 
of estimated time that is defined as below.  

[%]100
||

_ !
"

=
real

estimatedreal
errorrelative  

The parameters of the methods were determined ex-
perimentally so that the average of relative errors be 
minimum as shown in Table 4. 
 

Table 4 Experimentally determined parameters. 
Traffics Host Y Switch 

FB 
  Type 0 Type 1 Type 2 Type 3 Total Type 0 

EWMA α 0.001 0.95 0.95 0.375 0.125 0.4 
Method1 n 2 3 13 13 2 3 

n 3 3 3 3 3 7 

η 0.1 
Method 2 
  
  

λ 0.8 

n 8 8 13 8 8 3 

m 20 

η 0.05 

Method 3 
  
  
  

λ 0.5 

 

5.1 Estimation Accuracy of Proposed Methods 
 
Figure 7 shows the average of relative estimation errors 
on the whole traffic data with different types. Method 3 
performs the best estimation except for Type 0 which 
consists of various kinds of packets including TCP, UDP, 
ICMP, and OSPF. The estimation accuracy for Type 0 
traffic would increase if the packets are classified more 
finely.  
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Figure 7 Average of relative estimation errors of classi-

fied traffic. 
The detail of the estimation results compared with the 

observed traffics is shown in Figure 8, taking the Type 2 
traffic data as an example. It illustrates a segment of traf-
fics estimated by EWMA, Methods 1, 2 and 3. Figure 9 
plots their relative errors of estimation. According to the 
figures, it is found that Method 3 yields the most accurate 
estimation of inter-arrival time among four estimators.  

The estimation accuracy of EWMA and Method 2 
were poor; they can not catch the characteristics of the 
observed traffics.  Method 1 can follow the behaviour of 
the observed traffic except the starting part of the segment 
where the effect of the previous segment deteriorated the 
estimation accuracy. Method 3 has good performance 
over all the segment except the inter-arrival time of num-
ber 13 where the behaviour of the observed traffic 
changes abruptly.  
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Figure 10 Average of relative estimation errors of   

Switch FB Type 0 traffics estimated by EWMA, Methods 
1, 2 and 3. 

 
The average of relative estimation errors of Switch FB 

Type 0 traffics are plotted in Figure 10. From the figure, 
the overall accuracy of estimation errors is good, being 
different from the case of Host Y. This is attributed to the 
difference between the behaviours of IP packets of Host 
Y and Switch FB traffics. Type 0 IP traffics of Switch FB 
are dominated by UDP packets generated by RPC due to 
NFS transactions. As shown in Figure 6 the pattern of 
inter-arrival time is characterized to be somewhat regular, 
containing a small number of packets with long inter-
arrival times. On the other hand Type 0 IP traffics of Host 
Y consist of various kinds of packets including TCP, UDP, 
ICMP, and OSPF. As described previously, the estimation 
accuracy for Type 0 traffics of Host Y would increase if 
the packets are classified more finely. Method 3 is found 
to give the lowest errors for estimating Switch FB Type 0 
traffics as the case for estimating Host Y traffics.  
 
 
5.2 Effectiveness of Classification 
 

Figure 11 shows the result of relative estimation errors 
for unclassified and classified traffics. The gray bars de-
note the averaged errors of estimation on unclassified 
traffics while the black bars denote errors averaged over 
individual estimation on classified traffics except Type 0. 
According to the figures, classifying the traffics always 

results in a good performance. It is considered that classi-
fication helps the estimators find distinct traffic patterns. 

 
5.3 Static and Dynamic EWMA Methods 
 
Method 2 is a dynamic version of EWMA where the 
weight! is determined dynamically by a neural network 
model. According to Figure 11, it is found that varying 
the weight gives more accurate prediction than conven-
tional EWMA with constant! .  However as seen in Fig-
ure 5, Method 2 fails to follow the behaviour of the ob-
served traffics. It is found from static EWMA that 
increasing the weight α leads to better imitating the varia-
tion of the observed traffic but with considerable delays, 
while decreasing the weight makes the prediction insensi-
tive to the current change of observed traffics. Therefore, 
even if the weight is adjusted dynamically in its magni-
tude as done in Method 2, improvements of the estimation 
performance are limited. 
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Figure 11 Average of relative estimation errors of unclas-

sified and classified traffics. 
 
 
5.4 Computational Complexity of Estimators 
 
The time required for each method to estimate the traffics 
was measured. The result is shown in Table 5. The meas-
urement was carried out for each method on the unclassi-
fied traffic with 7636 packets. EWMA with less estima-
tion accuracy takes less time than the others. Method 3 
which provides the most accurate prediction takes the 
longest time among all the methods. Thus, there is a 
trade-off between estimation accuracy and computational 
time. For instance Method 3 can be employed for such 
applications that require accurate estimation for light traf-
fics. (Note that Method 3 takes 15 ms to predict the time 
when the next packet arrives.)  

 
Table 5 Time of estimation of each method on the unclas-

sified traffic with 7636 packets. 
EWMA Method 1 Method 2 Method 3 
0.03[s] 0.04[s] 0.17[s] 116.18[s] 

 
 



6.  Conclusions and Future Work 
 
In this paper, we proposed neural network models for 
estimating packet inter-arrival time of packet-switched 
networks. The results show that the models realize more 
accurate estimation than conventional EWMA method. 
We also investigated the effectiveness of classifying traf-
fic by protocol types and found that it helps estimators 
find distinct traffic patterns, resulting in accurate estima-
tion. The accuracy, however, is obtained at the cost of 
computational complexity. The preferable method to be 
employed for an application depends on whether it re-
quires estimation accuracy or estimation time.  
 We need to further evaluate the proposed methods by 
applying them to the other traffics observed in the real 
network shown in Figure 3. 
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