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Abstract The delivery of cost-effective and quality

hospital-based health care remains an important and

ongoing challenge for the American health care

industry. Despite numerous advances in medical

procedures and technologies, a growing array of

outpatient health care options, limits on inpatient

reimbursements, and almost two decades of hospital

contraction and consolidation, annual inpatient

admissions in the United States are currently at levels

not seen since the early 1980s. This combination of

increased demand and diminished resources makes

planning for hospital bed capacity a difficult problem

for health care decision makers. We examine this

problem by developing a network flow model that

incorporates facility performance and budget con-

straints to determine optimal hospital bed capacity

over a finite planning horizon. Under modest assump-

tions, we demonstrate that for realistic sized capacity

planning problems, our network formulation is not

computationally intensive, and allows us to obtain

optimal bed capacity plans quickly.

Keywords Bed planning . Capacity planning .

Hospitals . Mixed-integer models . Network

flow models . Planning horizon

1 Introduction

Capacity planning is central to the pursuit of balanc-

ing the quality of health care delivered with the cost

of providing that care. Such planning involves pre-

dicting the quantity and particular attributes of

resources required to deliver health care service at

specified levels of cost and quality. In general,

successful health care capacity planning must address a

variety of issues, including the duration of the planning

horizon (i.e., operational, tactical, and strategic), the

level of care provided (i.e., primary, secondary, and

tertiary), the type of care (i.e., inpatient and/or outpa-

tient), the amount, capability, cost, and types of available

or desired resources (i.e., doctors, nurses, technicians,

medical and clinical support staff, facilities including

buildings, rooms, beds, parking spaces, medical diag-

nostic and monitoring equipment, or any other element

that constitutes an Binput^ to the delivery of health care)

as well as the customer service metrics or performance

measures expected for the facility (e.g., patient length of

stay, likelihood of full capacity where all inpatient beds

or examining rooms are occupied, utilization of pro-

viders and facilities, and financial performance such as

having expenses within or below budget).

While capacity planning has challenged health care

decision makers and researchers for decades [1–3],
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there is a renewed sense of urgency to address this

problem. In addition to the perennial struggle between

the continually increasing costs of highly specialized

and scarce inputs (i.e., skilled and flexible staff,

advanced clinical and medical technology and equip-

ment, physical space and supplies) and declining

government and private reimbursements [4, 5], the

demand for inpatient care has been growing substan-

tially. According to the American Hospital Associa-

tion (AHA), while average length of stay (ALOS)

remained unchanged at 5.7 days, all community hospital

volume statistics increased from 2002 to 2003: inpatient

admissions by 0.9% to 34.8 million, total hospital-based

outpatient visits by 1.2% to 563.2 million, emergency

department visits by 1.0% to 111.1 million, adjusted

average daily census (i.e., average number of inpatients

and outpatients receiving care per day) by 0.9% to

894,000, and average inpatient occupancy rate in-

creased by 1.9% to 66.8% [6]. However, the number

of hospitals of all types decreased by 30 to 5,764, there

were 32 fewer community hospitals, and 8,000 fewer

community hospital beds in 2003 [6].

In this paper, we focus on aggregate hospital bed

capacity planning decisions. We develop a model to

simultaneously determine the timing and magnitude of

changes in bed capacity that minimizes capacity cost

(including the cost of changing capacity as well as the

cost of operating capacity) while maintaining a desired

level of facility performance (e.g., limiting a patient_s

expected delay before being admitted to a bed and

keeping expenses within budget) over a finite planning

horizon. We divide the planning horizon into discrete

time periods of equal length, and assume that the

system achieves steady state in each of these intervals.

This allows us to use queuing methodology to analyze

system performance, but this typically leads to nonlin-

ear equations in our formulation. As hospital bed

capacity must be integer valued, our planning model is

a large-scale nonlinear integer optimization model

that minimizes total cost while achieving a targeted

level of system performance. We show that some

practical considerations lead to simplifications in the

model, which leads to a network flow formulation for

the problem that can be solved in polynomial time.

A variety of problems that arise in the context of

transportation, finance, manufacturing, and service

systems can be modeled as network flow models [7].

A network is a collection of (capacitated or uncapaci-

tated) nodes and (directed/undirected and capacitated/

uncapacitated) arcs, where the arcs link one node to

another and carry flow from one node to another.

Well-known network flow models are the shortest

path, maximum flow, and minimum total cost flow

formulations, for which efficient solution algorithms

exist [7]. In our work, we show that the capacity

planning model we consider can be transformed into a

shortest path model, where the objective is to find the

path from the source node to the sink node with the

shortest length (i.e., the minimum cost bed capacity

plan from the current period to the final period of a

given planning horizon).

The remainder of this paper is organized as follows.

Section 2 provides a brief overview of the history and

current research in hospital bed planning. In Section 3,

we describe the system and give three models for

planning hospital bed capacity. In Section 4, using data

from a medium-sized medical center, we provide a

computational study to illustrate how the model

formulations can be used and how changes in problem

parameters can affect our ability to obtain an optimal

solution. Section 5 offers several practical extensions

of our model. Last, we give concluding remarks and

discuss future research directions in Section 6.

2 Hospital bed planning

During the 1990s, many hospitals in the United States

reported having too many beds and were exploring

strategies to reduce space [8–13]. Less than a decade

later, in part due to renewed growth in demand for

inpatient services [6, 14], most hospitals are currently

facing considerable space and resource restrictions

forcing them to contemplate expensive renovations

and/or new construction projects to increase bed

capacity [14–16]. However, whether hospitals, in fact,

need the additional capacity appears to be unresolved

[8, 11]. On one hand, increased inpatient admissions

coupled with fewer hospitals and fewer hospital beds

would support the argument in favor of capacity

increases [6, 14]. Conversely, level or decreasing

average length of stays and a corresponding decrease

in the average inpatient occupancy rate may imply

that existing capacity is sufficient [8]. Regardless,

determining the optimal number and organization of

hospital beds continues to be a challenge.

The ability to anticipate bed demand and match it

with the appropriate bed supply is critical to effective

bed planning. Health care decision makers know that

both will be influenced by a number of factors.

Factors internal to the decision makers include con-

taining the costs associated with operating, contract-

ing, and expanding current bed capacity, reducing bed

assignment waiting, maintaining quality of care when

patients are placed in inappropriate units (e.g., an
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intensive care patient may have to be placed in a

cardiac unit), eliminating emergency department bot-

tlenecks (i.e., keeping patients in the emergency

department after initial treatment due to unavailabil-

ity of beds in the appropriate care unit), and reducing

the probability of diverting patients to other hospitals

due to lack of bed capacity [11, 12]. Externally, factors

facing decision-makers include atypical changes in

community health (e.g., severe flu strains), annual

holidays (e.g., Thanksgiving), and the availability, size,

and composition of appropriate medical personnel.

Historically, starting with the Hill–Burton Act of

1946, bed capacity planning has tended to be based on

target occupancy levels (TOLs) that are assumed to re-

flect capacity levels that achieve an appropriate balance

of cost, patient delays, and resource utilization. TOLs

are derived using analytic models of typical hospitals in

different categories and are based on acceptable patient

delays for different services. However, Green and

Nguyen [12], used queuing models to investigate the

relationship between occupancy levels and delay, and

concluded that using TOLs as the primary determinant

of bed capacity is inadequate and may lead to excessive

delays for beds. In particular, a TOL does not neces-

sarily correspond to a desired service level, and there is

a need to quantify the desired service level and measure

its cost implications accurately.

Ryan [17] provides a capacity expansion model with

exponential demand and continuous time intervals and

continuous facility sizes. In the context of health care

planning, however, it is more realistic to model capacity

expansion as the product of limited, discrete choices as

routine planning sessions (e.g., bimonthly or quarterly)

where capacity increases or decreases occur in some

fixed bed amount such as a 20-bed unit. Bretthauer and

Côté [18] model a general health care delivery system

as a network of queuing stations and incorporate the

queuing network into an optimization framework to

determine the optimal capacity levels subject to a spe-

cified level of system performance (e.g., average total

time spent at the facility). They use an algorithm com-

bining branch-and-bound with outer approximation

cutting plane method to solve the nonlinear optimiza-

tion problem with discrete variables, but a disadvan-

tage of this algorithm is that in the worst case the

algorithm could require complete enumeration of all

integer solutions, leading to very large solution times.

3 Problem formulation

In the bed capacity planning problem, we start with a

planning horizon of length T indexed by t=1, 2, ..., T.

Let lt denote the aggregate patient arrival rate in

period t, 1/m be the ALOS per patient, and the service

rate per bed per day is given by m or 1/ALOS and the

service rate per bed over period t is mt. In practice,

there are alternative patient streams (including admis-

sions from the emergency department, admissions

from referrals, and elective admissions) for each of

which the typical length of stay may be different. As

the objective of our work is to provide an aggregate

planning tool for bed capacity management, we

assume that the arrival rates for different patient

streams can be combined and a representative value

for the average length of stay per patient (regardless

type of services required by the patient) can be

determined. Note that while ALOS has been relatively

stable over time [6], the actual lt for a given facility

will not be known until the demand presents itself.

Therefore, for the purposes of capacity planning,

lt can be forecasted by a seasonally adjusted trend-

line, for example [19]. Let at denote the maximum

allowable expected delay for a patient before the

patient is admitted to a bed in period t. We note that

the number of beds in the system in a given period can

be limited due to other resource limitations including

as the physical size of the facility and/or the amount

and type of personnel available. Let c0 be the initial

bed capacity in the hospital. Last, there is a budget

limit on the amount of monetary resources that can

be allocated to purchasing additional bed capacity

denoted by gt.

We have three types of decision variables. Let

xt be number of beds in period t. Let xþt be the

amount of increase in bed capacity at the beginning

of period t, and x�t the amount of decrease in bed

capacity at the beginning of period t. Let f xt; lt;mtð Þ
denote the expected patient waiting cost as a function

of number of beds xt, patient arrival rate lt, and

average service rate mt in period t. Similarly, let

g xt�1; xtð Þ denote the cost of changing bed capacity

from xtj1 to xt (i.e., the cost of increasing or decreasing

the existing bed capacity) in period t. Let h xtð Þ denote

the cost of operating xt beds in period t. Finally, the

expected delay for a patient in period t is a function

of number of beds xt, patient arrival rate lt, and service

rate per bed mt, denoted by w xt; lt;mtð Þ. We can

formulate the bed capacity planning (BCP) problem

as a nonlinear integer programming formulation as

follows:

min
XT

t¼1

f xt; lt;mtð Þ þ
XT

t¼1

g xt�1; xtð Þ þ
XT

t¼1

h xtð Þ ð1Þ
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subject to

w xt; lt;mtð Þ � a1 8t ð2Þ

x0 ¼ c0 ð3Þ

xt�1 þ xþt � x�t ¼ xt 8t ð4Þ

g xt�1; xtð Þ � gt 8t ð5Þ

xt; x
þ
t ; x

�
t are discrete variables 8t ð6Þ

The objective function (1) minimizes the total cost

of patient waiting, changing the bed capacity, and

operating the existing bed capacity. Constraint (2)

imposes a maximum allowable limit on the expected

patient waiting. For example, in order to quantify the

expected delay for a patient to be admitted to a bed,

we assume that the hospital can be represented as a

GI/G/s queueing system and use the expected waiting

time approximation provided by Bitran and Tirupati

[20, 21] to calculate a patient_s expected wait for a

hospital bed. Constraint (3) sets the initial bed capacity

while constraint (4) is a flow balance equation stating

that the number of beds available in a period is equal

to the number of beds available in the previous period

plus the increase in bed capacity minus the decrease in

bed capacity. Constraint (5) is the budget constraint

that limits the amount of the funds allocated to

changing capacity. Last, constraint (6) ensures that

the number of beds available and changes in bed

capacity are integer valued.

3.1 Restricted bed capacity planning problem

It should be readily apparent that the number of

integer variables associated with the BCP problem

could be quite large as there is no restriction on how

many beds can be added or removed from service. For

example, community hospitals may have 500 or more

beds [6]. In practice, bed capacity is increased or

decreased in batches, and is typically changed in

integer multiples of a base value, say, in multiples of

10 or 25 corresponding to the size of a unit. As a result,

there are only a limited number of choices for

changing capacity in each period. Therefore, con-

straints that capture the change in capacity can be

replaced by a set of discrete alternative constraints,

requiring that only one alternative is chosen in the

solution for each period. Then, the original non-linear

integer programming problem becomes a nonlinear

binary (i.e., zero–one) integer programming problem,

which we refer to as the restricted bed capacity

planning (RBCP) problem.

In the RBCP problem, we are given a base value of

B in multiples of which the bed capacity can be

increased or decreased and we let n be the number of

possible distinct levels of capacity increase or decrease.

That is, given bed capacity c in period t, the bed

capacity in period t+1 can be one of c� nBð Þþ;
c� n� 1ð ÞBð Þþ; . . . ; c� Bð Þþ; c; cþ B; . . . ; cþ n� 1ð ÞB;
cþ nB, where xð Þþ ¼ max 0; xf g. We assume that all

acquired new additional capacity is available and

becomes effective capacity in the same period. Let

zþit ¼ 1 if the available bed capacity is increased by iB

at the beginning of period t for i=1, 2, ..., n; and 0

otherwise. Similarly, let z�it ¼ 1 if the bed capacity is

decreased by iB at the beginning of period t for i=1, 2,

..., n; and 0 otherwise. We can now formulate the

RBCP problem as a nonlinear zero–one integer

programming problem as follows:

Min
XT

t¼1

f xt; lt;mtð Þ þ
XT

t¼1

g xt�1; xtð Þ þ
XT

t¼1

h xtð Þ ð7Þ

subject to

w xt; lt;mtð Þ � at 8t ð8Þ

x0 ¼ c0 ð9Þ

xt�1 þ
Xn

i¼1

iBzþit �
Xn

i¼1

iBz�it ¼ xt 8t ð10Þ

Xn

i¼1

zþit þ
Xn

i¼1

z�it � 1 8t ð11Þ

g xt�1; xtð Þ � gt 8t ð12Þ

xt � 0 8t ð13Þ

zþit ; z
�
it 2 0; 1f g 8t ð14Þ

As in the BCP problem, objective function (7)

minimizes the total cost of patient delay, changing

the bed capacity, and operating the existing bed

capacity, constraint (8) imposes a maximum allowable

limit on the expected patient delay, constraint (9) sets

the initial bed capacity, and constraint (10) is a flow
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balance equation. Constraint (11) ensures that only

one choice for changing the capacity is allowed in each

period. Constraint (12) imposes the budget constraint

on the amount of money allocated to changing bed

capacity. Constraints (13) and (14) ensure the non-

negativity of the bed capacity level and capacity level

selection decision variables, respectively.

An attractive feature of the RBCP problem is that a

network representation can be developed. Consider a

T-partite graph with T layers each representing a time

period t=1, 2, ..., T in the planning horizon. Let (t,c)

denote the system when there are c beds in period t.

Let C(c) be the set of reachable capacity levels in the

next period if the capacity in the current period is c,

and we have C cð Þ ¼ c� nBð Þþ; c� n� 1ð ÞBð Þþ; . . . ;f
c� Bð Þþ; c; cþ B; . . . ; cþ n� 1ð ÞB; cþ nBg. Let St be

the set of all capacity levels reachable in period t from

all capacity levels in period tj1. Let ds be a superficial

source node connected only to node (0,x0) with zero

arc length. Node (0,x0) represents the beginning state

where there are x0 beds in the hospital at time t=0. Let

(0,x0) be connected to all nodes (1,x¶) for x0 2 C x0ð Þ. If

w x0; l1;m1ð Þ � a1 (i.e., the patient waiting time con-

straint is not violated) and g x0; x
0ð Þ � g1 (i.e., the bud-

get constraint is not violated), then the length of these

arcs are given by g x0; x
0ð Þ þ f x0; l1;m1ð Þ þ h x0ð Þ (i.e., the

total cost of changing the bed capacity from x0 to x¶,

expected patient waiting cost with x¶ beds in the

system, and cost of operating x¶ beds). However, if

either constraint is violated, then the length of the

corresponding arc is set to M, where M is a very large

number. Similarly, let each node (t,x) for x 2 St and

t=1, 2, ..., Tj1 be connected to t þ 1; x0ð Þ for x0 2 C xð Þ
with length g x; x0ð Þ þ f x0; ltþ1;mtþ1

� �
þ h x0ð Þ if w x0;ð

ltþ1;mtþ1Þ � atþ1 and g xt; x
0ð Þ � gtþ1, and M otherwise.

Last, let each node (T,x) for x 2 St be connected to a

superficial sink node dt with an arc of zero length.

Figure 1 provides an example of the network

representation for the RBCP problem where c0=300,

B=25, n=1, and T=4. In this figure, a path from the

superficial source node to the superficial sink node

represents a plan for the bed capacity over the

planning horizon. The shortest path without containing

any arc with cost M yields the capacity plan with total

minimum cost that obeys the patient waiting time and

budget constraints over the planning horizon. If no

such path can be found (i.e., the shortest path contains

at least one arc with cost M), then the problem is

infeasible and no capacity plan that obeys the waiting

time and budget constraints over the planning horizon

can be found.

Recalling that there are n distinct levels to increase

or decrease capacity, the general network flow repre-

sentation for the RBCP problem has 2nt þ 1 nodes in

layer t for t=1, 2, ..., T. Therefore, there are a total of

nT T þ 1ð Þ þ T þ 2 nodes (including the superficial sink

and source nodes) and the shortest path for the RBCP

problem can be found in O n2T4
� �

time using Dijsktra_s

algorithm [7].

3.2 Restricted bed capacity planning problem

with shuttering

In the RBCP problem, we assume that the cost of

increasing or decreasing bed capacity is uniform. In

practice, however, decreasing bed capacity can be

achieved by shuttering existing bed capacity. That is,

a hospital unit is closed and the personnel may be

reassigned to other units in the hospital or laid off,

thereby, reducing the effective bed capacity. On the

other hand, increases in bed capacity can be accom-

plished two ways. If the existing capacity is larger than

the effective capacity implying that shuttered capacity

is available, then restoring a shuttered unit into

operation by reallocating personnel to this unit can

increase bed capacity. However, if the existing capacity

is equal to the effective capacity implying that no

shuttered capacity is available, then bed capacity can

only be increased through a capital investment to open

a new unit and purchase new beds. We can incorporate

this practical concern into our formulation easily by

changing the definition of the objective function by

keeping track of the effective and existing bed capacity

in the hospital. We now distinguish between two types

of capacity changes, where g x0 x0; xj jx0ð Þ is the cost of

changing effective capacity from x0 to x¶ via shuttering

and the existing bed capacity from x to x0 via acquiring

additional capacity where x0 � max x0; xf g. As before,

we assume that all acquired new additional capacity

becomes effective capacity in the same period. The for-

mulation is still a nonlinear zero–one integer program-

ming problem, which we refer to as the restricted bed

capacity planning with shuttering (RBCPwS) problem.

As with the RBCP problem, a network representa-

tion can be developed for the RBCPwS problem.

Consider a T-partite graph with T layers each repre-

senting a time period t=1, 2, ..., T in the planning

horizon. Let t; c cjð Þ denote an effective capacity of c

and an existing capacity of c in time period t, and c � c.

Let C1 c cjð Þ denote the set of reachable capacity levels

via shuttering only, C2 c cjð Þ the set of reachable

capacity levels by acquiring new additional capacity

and C c cjð Þ ¼ C1 c cjð Þ [ C2 c cjð Þ the set of all reachable

capacity levels in the next period if the effective

and existing bed capacity in the current period are

c and c, respectively. If we have cþ nB � c, then we

Health Care Manage Sci (2006) 9: 391–404 395



h a v e C1 c cjð Þ ¼ c� nBð Þþ cjð Þ; . . . ; c� Bð Þþ cjð Þ; c cjð Þ;f
cþ B cjð Þ; . . . ; cþ nB cjð Þg and C2 c cjð Þ ¼ Øf g. Also if

we have c � c � cþ nB, we have C1 c cjð Þ ¼ c� nBð Þþ
��

cj Þ;. . .; c�Bð Þþ cjð Þ; c cjð Þ; cþ B cjð Þ; . . . ; c cjð Þg and C2 c cjð Þ
¼ cþ B cþ Bjð Þ; . . . ; cþ nB cþ nBjð Þf g. Again, let ds be

a superficial source node connected only to node

0; x0 xjð Þ with zero arc length. Node 0; x0 xjð Þ represents

the beginning state where there are x beds in the system

and x0 in operating condition at t=0. Let 0; x0 xjð Þ be

connected to all nodes 1; x0 xjð Þ in C x0 xjð Þ. Provided both

the patient waiting time constraint and the budget

constraint are not violated, then the length of these arcs

are given by g x0 x; x0 x0jjð Þ þ f x0; l1;m1ð Þ þ h x0ð Þ (i.e., the

total cost of changing the effective bed capacity from x0

to x¶ via shuttering and the existing bed capacity from x

to x0 via new bed acquisition, expected patient waiting

cost with x¶ beds in the system, and cost of operating x¶

beds). If either of these constraints is violated, then the

length of the corresponding arc is set to M. Similarly,

each node t; x xjð Þ for x xjð Þ 2 St and t=1, 2, ..., Tj1 be

connected to all nodes t þ 1; x0 x0jð Þ in C x xjð Þ with length

g x x; x0 x0jjð Þ þ f x0; ltþ1;mtþ1

� �
þ h x0ð Þ if w x0; ltþ1;mtþ1

� �
� atþ1 and g x x:x0 xjj Þ � g1ð , and M otherwise. Finally, let

each node T; x xjð Þ for x xjð Þ 2 St be connected to a

superficial sink node dt with length zero.

Figure 2 provides an example of the network

representation for the RBCPwS problem where

c0=275, c0¼300, B=25, n=1, and T=4. For ease of

exposition, the thin arcs represent opening, maintain-

ing, or shuttering of existing capacity, whereas the

thick arcs represent the acquisition of new capacity. In

this network, a path from the superficial source node to

the superficial sink node represents a plan for the bed

capacity throughout the planning horizon. As before,

the shortest path without containing any arc with cost M

in the network yields the capacity plan with total

minimum cost that obeys the patient waiting time and

budget constraints throughout the planning horizon by

allowing capacity changes via shuttering and/or acquir-

ing additional capacity. If no such path can be found

(i.e., the shortest path contains at least one arc with

cost M), the problem is infeasible and no capacity plan

that obeys the waiting time and budget constraints

over the planning horizon can be found.

Recalling the RBCP problem, we have specified the

number of arcs and nodes in the network to determine

0, 300

1, 325

1, 300

1, 275

2, 350

2, 325

2, 300

2, 275

2, 250

3, 375

3, 350

3, 325

3, 300

3, 275

3, 250

3, 225

4, 400

4, 375

4, 350

4, 325

4, 300

4, 275

4, 250

4, 225

4, 200

ts

Fig. 1 Network flow representation for RBCP with c0=300, B=25, n=1, and T=4
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the time to obtain the optimal solution. However, for

the RBCPwS problem, since existing capacity can be

increased further through capital acquisition, the

analysis becomes slightly more complicated and de-

pendent on the initial state (i.e., the amount of

effective and existing bed capacity). If no additional

capacity has to be purchased throughout the planning

horizon, then the RBCPwS and RBCP networks are

identical and the size of the RBCP network is a lower

bound on the size of the RBCPwS network. If addi-

tional capacity has to be purchased in a period, at most

(tj1)n2 can be added to the network in that period.

Hence, if the initial effective capacity is equal to the

existing capacity, then there can be at most a total of

nT(T+1)+T+2+T(T+1)(Tj1)n2/6 nodes (including the

superficial sink and source nodes) in the network, and

the shortest path can be found again in O(n4T6) time

using Dijsktra_s algorithm [7].

4 Illustration of the model

In this section, we illustrate the practical applicability

and computational behavior of our model through two

experiments. In the first experiment, we illustrate how

our model can be used to develop bed capacity plans.

In the second experiment, we quantify the time (in

CPU seconds) needed to obtain optimal solutions. In

both experiments, we use the RBCPwS formulation

and its associated network model.

4.1 A representative decision-making scenario

To set the stage for the computational experiments

that follow, we present a representative decision-

making scenario based upon a real-world application

of our model to a medium-sized, nongovernment, not-

for-profit, general medical and surgical medical center.

ts

2, 300, 3001, 300, 300 3, 300, 300 4, 300, 300

0, 275, 300 1, 275, 300 2, 275, 300 3, 275, 300 4, 275, 300

1, 250, 300 2, 250, 300 3, 250, 300 4, 250, 300

2, 225, 300 3, 225, 300 4, 225, 300

3, 200, 300 4, 200, 300

4, 175, 300

4, 275, 325

3, 300, 325 4, 300, 325

2, 325, 325 3, 325, 325 4, 325, 325

4, 325, 350

4, 350, 3503, 350, 350

4, 375, 375

Fig. 2 Network flow representation for RBCPwS with c0=275, , B=25, n=1, and T=4
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Administration at this facility provided us with infor-

mation about their facility, capacity planning decision-

making processes, and facility-specific data for bed

size, bed operating cost, bed acquisition cost, and

quarterly patient demand. However, note that at the

request of the facility_s administration, the data

presented here have been modified to protect their

identity, but are representative of similar-sized facili-

ties.

This facility would like to determine an optimal bed

capacity plan for the next eight quarters, corres-

ponding to its operational, budgetary, and strategic

planning periods. Because capacity planning may

involve a substantial capital commitment, it is imper-

ative that any capacity expansion plan be carefully

developed and justified based upon the facility_s

current and expected demand. The facility_s decision

makers would like to minimize the total capacity cost

associated with the cost of changing capacity as well as

the cost of operating capacity while ensuring that the

average time a patient should wait for a bed does not

exceed one hour (an internal benchmark for bed

assignment). At this facility, both existing and effective

bed capacities are 350 beds, capacity change can occur

in increments of 10 beds, and there are two levels of

capacity increase (i.e., initially, bed capacity can range

from 330 to 370 beds, in 10 bed increments). Based on

information from the facility_s administration, it costs

$2,000/day to operate an effective bed, $2,500/day to

either shutter an effective bed or reactivate a shuttered

bed, and $200,000/bed to expand bed capacity through

capital investment. Last, because of seasonal migration

(or Bsnow birds^), demand at the facility can be highly

variable throughout the year, and we were provided

with data and guidance on values related to patient

arrival rates and service times.

4.2 Experiment 1—an application of the model

The intent of this experiment is to illustrate how our

network flow model can be used to make bed capacity

decisions and generate a T-period capacity plan. Our

base scenario was described in Section 4.1, and we

refer to it as S1. Table 1 lists the relevant parameter

settings for S1, and other experimental scenarios

relative to this scenario are given in Table 2.

At the outset, we provide an estimated range of

demand for the facility over the planning horizon.

Normally, a single seasonally adjusted trendline would

be computed to forecast the patient arrival rate based

on historic demand data. Instead, to illustrate the

extent of variation in demand, Figure 3 displays a set

of simulated patient arrival rates over the planning

horizon based upon the scenarios given in Table 2. We

note that some of the parameter changes directly

impact the patient arrival rate, and different patient

arrival rates are generated. In S1, S3, S4, S5, and S6, the

Table 1 Parameter settings for the base scenario, S1

Parameter Value

Length of the

planning horizon

T=8 quarters, t=1, 2, ..., 8

Forecasted demand

per time period t

bllt ¼ smod t;4ð Þu aþ btð Þ where si

is a quarterly seasonal index
(i.e., s1=0.8, s2=1.0, s3=1.2,
and s4=1.0), u is a uniformly
distributed random number
(i.e., uõU[0.8,1.2]), a=6,400,
and b=128

Initial existing

bed capacity

c0 ¼ 350

Initial effective

bed capacity

c ¼ 350

Number of levels

of capacity increase

or decrease

n=2

Incremental amount

of capacity change

B=10

Cost to operate an

effective bed

$2,000/bed

Cost to shutter an

effective bed

$2,500/bed

Cost to reactivate

a shuttered bed

$2,500/bed

Cost to acquire a

new bed (i.e., expand

capacity through

capital investment)

$200,000/bed

Coefficient of

variation for arrivals

cat ¼ 0:5

Coefficient of

variation for service

cst ¼ 0:5

Maximum expected

delay per patient

at ¼ 1 h

Cost of waiting $300/hour

Service rate mt=15.8 patients per bed

Table 2 Scenario descriptions for experiment 1

Scenario Description Parameter

Change

S0 Level demand b=0

S1 Base scenario

S2 Increased rate of demand b=256

S3 Higher demand variability cat=2.0

S4 Higher service variability cst=2.0

S5 Higher cost of waiting per patient $1,200/hour

S6 Smaller maximum expected delay

per patient

at=0.25 of

an hour
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changed parameters do not impact the arrival rate

function, so these scenarios have identical arrival rates.

(Note that with S3, higher variability in the arrival rate

impacts the performance constraint for average waiting

time, not the arrival rate function.) For S0 and S2, the

patient arrival rate function has no trend and a higher

trend compared to S1, respectively. Hence, arrival rates

generated for these scenarios are significantly different

from each other and S1.

We have implemented our network flow approach

using the C++ programming language and solved for

the scenarios using a personal computer with 3.0 GHz

Pentium IV processor and 512 MB RAM memory. We

obtained the optimal solution for each scenario and

the results are depicted in Figure 4, where each line

represents the optimal capacity plan that corresponds

to one of the seven scenarios.

In considering Figure 4, we have the following

observations. For S1, we first observe a general reduc-

tion in the bed capacity, then a gradual increase near

the end of the planning horizon. The initial bed capacity

seems to be higher than needed, and as a result, the bed

capacity is reduced to reduce total costs over the

planning horizon while maintaining the average waiting

time constraint. Of course, when the demand increases

due to the underlying trend, the bed capacity is in-

creased. When demand is level as in S0, a lower en-

velope is formed relative to the base case (i.e., the bed

capacity for S0 is less than or equal to the base case).

Similarly, with an increased rate of demand as in S2, an

upper envelope is formed relative to the base case. With

increased variation as in S3 and S4, the optimal capacity

plans are similar to S1_s capacity plan but tend to re-

quire higher capacity when the arrival rate is increasing.

When the arrival rate increases in periods 6, 7, and 8,

because the higher arrival variability and higher service

variability affect the average waiting time constraint,

more capacity is required to keep from violating this

performance constraint. Likewise, with a higher cost of

waiting per patient as in S5 or a tighter average waiting

time performance constraint as in S6, the optimal

capacity plans tend to require capacity slightly higher

than the base case. Not surprisingly, the net result of this

experiment indicates that optimal bed plans are driven

substantially by changes in demand. While health care

decision makers may not be able to affect overall de-

mand for their services, if they can reduce variability in

arrivals [22] or are willing to tolerate a less stringent

performance constraint, less capacity will be required.

4.3 Experiment 2—assessing the impact of problem

parameters

As we have discussed earlier, an upper bound on the size

of the network (i.e., number of nodes in the network)

representing a problem instance of RBCPwS can be

characterized in terms of the number of levels for capa-

city increase or decrease and the number of time periods

in the planning horizon. The ratio of the effective bed

capacity to existing bed capacity impacts the size of the
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Fig. 3 Patient arrival rates
per quarter for experiment 1
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network. The size of the network can also be used to

quantify the computing time required to obtain the op-

timal solution. The time required to build the network

and find the optimal solution may change as the number

of levels increases, the planning horizon length increases,

or the ratio of effective to existing bed capacity changes.

In order to illustrate the change in computational time,

this experiment has two parts: 1) the impact of effective

to existing bed capacity and 2) the impact of changes to

the number of levels of bed capacity and the length of the

planning horizon.

In the first part of this experiment, we fix the number

of levels to vary bed capacity and the duration of the

planning horizon in addition to some other problem

parameters constant and examine the impact of differ-

ent ratios of existing to effective bed capacity. Using the

assumptions for the base case scenario, S1, from the

previous experiment, we consider ten different levels of

the effective bed capacity in the interval [260, 350]. We

generated 30 random test instances for each of these

levels and the summary results are provided in Figure 5

and Table 2.

In Figure 5 we depict the number of nodes in the

network, and in Table 3 we report the time to build the

network and time to obtain the solution for each level

of the initial effective bed capacity. The number of

nodes increases as the ratio of effective bed capacity to

existing bed capacity approaches one, and this behav-

ior is clearly depicted in Figure 5. However, in Table 3,

we see that an increase in the size of the network

increases the time to build the network only slightly,

and its impact on the time to obtain the solution is

almost negligible. Therefore, our solution method is

robust to changes in the problem size that are induced

by the initial effective bed capacity.

For the second part of this experiment, we vary the

number of levels to change bed capacity as well as the

duration of the planning horizon. We consider four dif-

ferent levels to vary the bed capacity (i.e., n=2, 3, 4, 5)

where capacity is increased in increments of B=10, and

three different time horizons (i.e., T=8, 12, 16) that

correspond to two-, three-, and four-year planning

horizons. Therefore, we have 12 settings in total. For

each setting, we generated 30 random instances and

for each of the instances, we also generated the

effective bed capacity as a fraction of the existing bed

capacity. The summary results for this experiment are

provided in Table 4.

From Table 4, as the number of levels of capacity

change and the length of the planning horizon increases,

200
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S0 350 330 310 290 270 250 230 250 250

S1 350 330 310 320 300 280 290 300 310

S2 350 330 310 320 300 310 330 350 370

S3 350 330 310 320 300 280 300 310 320

S4 350 330 310 320 300 280 300 300 320

S5 350 330 310 330 310 290 300 310 320

S6 350 330 310 320 300 280 300 300 310
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Fig. 4 Optimal capacity plans for experiment 1
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the number of nodes in the network increases. The

increase in the number of nodes impacts the total time

required to obtain the optimal solution. However, a

closer examination of the results reveals the increase in

the number of nodes in the network has a direct impact

on the time required to build the network, and has

almost no impact on the time to obtain the solution.

Only in the setting with the largest test instances (i.e.,

n=5 and T=16) do we observe an increase in the time

to obtain the optimal solution. Even in that case, the

maximum solution time is still less than a few seconds.

Therefore, our solution method is robust to changes in

the problem size induced by the number of levels of

capacity change and the duration of the planning

horizon.

5 Extensions

In this section, we discuss several extensions to our

model. These extensions may arise out of practical

considerations associated with how our model addresses

facility performance.

5.1 Controlling the magnitude of violation

of the performance constraints

In our model, we treat the performance constraints as

a hard constraint. That is, if a particular capacity level

violates the performance constraint, then a solution

with that particular capacity level is not feasible, and is

dropped from further consideration. However, the
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Fig. 5 Number of nodes in
the network as a function of
initial effective bed capacity

Initial Level of Effective

Bed Capacity

Time (in CPU seconds) to Total Time (in CPU

seconds)
Build the Network Obtain the Solution

Min. Avg. Max. Min. Avg. Max. Min. Avg. Max.

260 0.02 0.03 0.16 0.00 0.00 0.00 0.02 0.03 0.16

270 0.03 0.03 0.05 0.00 0.00 0.00 0.03 0.03 0.05

280 0.03 0.03 0.05 0.00 0.00 0.00 0.03 0.03 0.05

290 0.03 0.03 0.05 0.00 0.00 0.02 0.03 0.04 0.05

300 0.03 0.04 0.05 0.00 0.00 0.00 0.03 0.04 0.05

310 0.03 0.04 0.05 0.00 0.00 0.00 0.03 0.04 0.05

320 0.03 0.04 0.05 0.00 0.00 0.02 0.03 0.04 0.05

330 0.03 0.05 0.06 0.00 0.00 0.00 0.03 0.05 0.06

340 0.05 0.07 0.08 0.00 0.00 0.00 0.05 0.07 0.08

350 0.08 0.09 0.09 0.00 0.00 0.02 0.08 0.09 0.09

Table 3 Summary statistics
for the RBCPwS problem_s
solution time (in CPU sec-
onds) as a function of initial
effective capacity
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performance constraint can be modeled as a soft

constraint where we can deliberately allow the viola-

tion of the performance constraint while incurring a

penalty cost to be added to the objective function. We

can justify this constraint by noting that lags typically

exist between capacity levels so there might be periods

of time where the facility is operating above its typical

utilization and the capacity expansion cannot occur

quickly enough to allow the organization to react to

the change in demand.

To illustrate how our model can be reformulated

with the soft constraint, let vt be the amount of the

violation, st be the amount of slack in the performance

constraint, and p(vt) be the penalty cost incurred for

violating the performance constraint in period t. Then,

considering the RBCP problem, objective function (7)

would be replaced with:

Min
XT

t¼1

f xt; lt;mtð Þ þ
XT

t¼1

g xt�1; xtð Þ

þ
XT

t¼1

h xtð Þ þ
XT

i¼1

p vtð Þ

ð15Þ

Similarly, constraints (8) and (13) would be replaced

with:

w xt; lt;mtð Þ � vt þ st ¼ at 8t ð16Þ

vt ¼ max w xt; lt;mtð Þ � at; 0f g
st ¼ max at � w xt; lt;mtð Þ; 0f g 8t

ð17Þ

xt; vt; st � 0 8t ð18Þ

It is easy to observe that this modified version of

the RBCP problem can still be formulated and solved

as a network flow problem. The variables vt and st

are calculated in constraint (17) once w xt; lt;mtð Þ is

known. The only modification of the network is to

include the cost associated with violating the perfor-

mance constraint.

5.2 Inclusion of multiple performance constraints

When evaluating a hospital, we recognize that the

average waiting time to be assigned a bed or having

expenses within budget are not the only metrics to

assess facility performance. Indeed, it may be neces-

sary to include measures for facility utilization, likeli-

hood of patient diversion, and the like. Regardless, we

note that more performance constraints can easily be

added to the formulations for the BCP, RBCP, andT
a
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RBCPwS problems. An increase in the number of

performance constraints does not increase the time to

obtain the solution significantly, as there is only a need

to take these additional constraints into account in

setting up the network and assigning a large arc cost in

case any of the constraints are violated. Therefore, our

modeling approach is robust and additional constraints

can be considered without increasing the complexity of

the formulation significantly.

6 Concluding remarks and future research directions

We have presented a network flow approach to

optimize bed capacity planning decisions for hospitals.

Our model incorporates the reasonable concerns

associated with determining hospital bed size, such as

a finite planning horizon, an upper bound on the

average waiting time before a patient is admitted to a

hospital bed, and a budget constraint that limits the

amount of money that can be allocated to changing

bed capacity. Further, our model accommodates

capacity change through shuttering, as well as expan-

sion of bed capacity through new capital investment.

Our series of computational experiments illustrated

both the ease of implementation of our model and the

sensitivity of the computational time required to

obtain the optimal solution to several problem param-

eters. We have also discussed extensions of our model

in the form of soft performance constraints and

multiple performance constraints.

Our model is based on a generic view of a hospital

where we have assumed that the demand (i.e., patient

arrivals) and service (i.e., beds) components are

homogeneous. From an aggregate planning perspec-

tive, such uniformity may be acceptable. However, in

order to apply this research to operational decision

support for health care delivery, there are additional

avenues of research worth pursuing. First, if cost

depends on all previous stages, for example, the cost

of maintaining the beds depends not only on the

number of beds but also the duration of the beds are in

the system, then the number of vertices in the network

will be exponential with respect to T and the optimal

solution to the network will not be solved with a

polynomial time algorithm. Consequently, alternative

model formulations and solution techniques to deter-

mine the optimal bed plan would be necessary.

Second, recognizing that hospital beds are not identi-

cal, facility capacity could be separated to distinguish

the various specialties, with specialty-specific demand

rates, lengths of stays, and costs. In determining the

average waiting time associated with being assigned a

bed, we have used closed-form approximations to

calculate this statistic. Therefore, we are implicitly

assuming that this general distribution accounts for

different types of patients that require different types

of hospital-based health care. This may not necessarily

be the case, and should be investigated further. Third,

our work can be expanded to include multiple types of

patients (e.g., electives, admissions coming through the

emergency department, and referrals from physicians).

Also, in estimating the cost of patient waiting, we

assume that this cost is identical regardless of patient

type. Clearly, for example, there should be different

waiting costs associated placing an emergency depart-

ment admission in an appropriate unit versus an

inappropriate unit. As such, representations of patient

waiting cost need to be developed in the presence of

congested, heterogeneous resources. Fourth, the current

form of our model does not account for the potential

time delay that may exist between the decision to expand

capacity and actually starting to use the new capacity.

Our current model formulations would have to be

amended to include the length of delay relative to a

capacity expansion (e.g., if a capacity expansion requires

k time periods and we need to use the capacity in

period t, the decision to expand should occur on or

before period tjk) and reconciliation of multiple

capacity expansions over the planning horizon (e.g., if

a capacity expansion decision is made in period t, can

the facility make another decision in subsequent

periods until t+k when the earlier decision comes into

effect). However, because these capacity expansion

considerations would destroy the underlying polyno-

mially bounded network structure of the current model,

other solution methodologies would have to be devel-

oped. Last, as evidenced by the current nurse shortage

[23] and the ongoing debate regarding nurse-to-patient

ratios [24], the ability to use physical capacity hinges

upon the availability of suitable medical personnel. A

natural extension of our model would be to incorporate

workforce planning to simultaneously determine the

quantity and composition of the health care resources

to construct a comprehensive capacity plan.
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