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Polyblock Algorithm-Based Robust Beamforming
for Downlink Multi-User Systems With

Per-Antenna Power Constraints
Ming Ding, Member, IEEE, Hanwen Luo, and Wen Chen, Senior Member, IEEE

Abstract—In this paper, we investigate the robust beamforming
for multi-user multiple-input single-output systems under quan-
tized channel direction information (CDI) with per-antenna power
constraints. The robustness of the considered beamforming design
is achieved in the sense that the stochastic interference leakage is
below a certain level by a given probability. Our design objective
is to maximize the expectation of the weighted sum-rate per-
formance. From the discussion of the non-robust optimal beam-
forming based on the polyblock algorithm, we propose a robust
beamforming scheme for the quantized CDI case with per-antenna
power constraints. In the proposed beamforming scheme, we use
Jensen’s inequality to generate a tractable feasibility problem for
the polyblock algorithm and apply the semi-definite programming
relaxation, as well as the randomization technique to find its ap-
proximate rank-one matrix solution and user equipments’ beam-
forming vectors. Simulation results show that substantial gains can
be achieved by the proposed scheme compared with the existing
schemes in terms of the average weighted sum-rate performance.
Although very high complexity is required for the implementation
of the proposed scheme, it stands as a good benchmark for robust
beamforming designs.

Index Terms—Multi-user, robust beamforming, per-antenna
power constraints, quantized CDI, polyblock algorithm, weighted
sum-rate.

I. INTRODUCTION

MULTI-USER (MU) space division multiple access
(SDMA) schemes are extremely attractive in an

infrastructure-based network, where powerful nodes such
as multi-antenna base stations (BSs) provide service to
multiple user equipments (UEs) with limited signal processing
capability and a small number of antennas, because MU SDMA
can offer both spatial multiplexing and multi-user diversity
gains [1]. In a multi-antenna broadcast channel (BC) model
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with MU SDMA, the multiplexing gain can be achieved by MU
transmissions with the dirty paper coding technique [2] or linear
transmit beamforming, e.g., the zero-forcing (ZF) beamforming
[3]. Moreover, when the UE number is large, the capacity of
the BC system also grows with the UE number according to a
double logarithm scaling law thanks to the multi-UE diversity
gain [4].

However, all these promising results are predicated on the
assumption of perfect channel direction information (CDI)
available at the BS, which is too ideal for practical systems,
especially for the frequency division duplex (FDD) systems
such as the fourth generation (4G) cellular networks, e.g., the
Long Term Evolution Advanced (LTE-A) FDD system [5].
In order to harvest a large portion of the performance gain
offered by MU SDMA, a lot of work has been devoted to
ensure the accuracy of CDI in practical networks. For exam-
ple, the feedback periodicity of CDI can be configured to be
a few tens of milliseconds for an LTE-A UE [5], which is
significantly smaller than the coherence time of a low-speed
UE’s channel impulse response, so that UE’s reported CDI will
not be outdated when the BS scheduler consults it. However,
the issue of CDI quantization errors, which is caused by the
CDI quantization process performed by each UE for limited-
bit feedback [6], remains to be a serious problem even in the
state-of-the-art networks.

The existence of CDI quantization errors motivates the de-
sign of robust beamforming schemes, which take the uncertain
channel distortions into account. In [7], the authors proposed
a robust beamforming scheme for an MU multi-antenna BC
system to minimize the transmission power while maintain-
ing certain quality of service (QoS) requirements. In [8], the
authors investigated robust beamforming schemes to minimize
the sum of UEs’ mean squared errors (MSEs). Based on inter-
UE interference leakage control [9], the authors in [10] de-
signed a robust beamforming scheme, which maximizes a lower
bound for each UE’s average signal-to-leakage-plus-noise ratio
(SLNR). Recently, in [11] and [12], the authors proposed a
robust leakage-based transmit beamforming scheme, which
implicitly optimizes UE’s average signal-to-interference-plus-
noise ratio (SINR) by maximizing the average signal power
subject to probabilistic leakage constraints. Furthermore, robust
beamforming has been extended to more sophisticated models
such as the multiple-input multiple-output (MIMO) relay net-
works [13], [14] and the multi-cell coordinated beamforming
scenarios [15], [16], etc.
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In this paper, we further investigate the robust beamforming
schemes. In particular, we consider a beamforming problem
with a more realistic power constraint that limits the trans-
mission power at the BS on a per-antenna basis. Comparing
with the existing robust beamforming schemes, our assumption
on the transmission power is more practical since each antenna
of the multi-antenna BS or a distributed antenna system is usu-
ally equipped with an individual power amplifier at its analog
front-end [17]. Besides, our design objective is to maximize
the weighted sum-rate performance. Although minimization of
MSE or bit error rate (BER) is also a well-motivated design
objective [8], it is usually not the direct goal for network
optimization [18]. In the modern wireless communication net-
works, e.g., the LTE-A system, the adaptive modulation and
coding (MC) technology has been widely employed, in which
the target of the expected MSE or BER is normally preset by the
network but the payload size is adjustable by MC schemes [19].
For example, the data-packet error rate is loosely controlled
around 0.1 in the LTE-A network [5], which is achieved by
employing rate adaptation algorithms. Therefore, instead of
decreasing the MSE or BER, increasing the sum throughput or
the weighted sum throughput with consideration of UE fairness,
is the top priority in network optimization [18]. Hence, the
weighted sum-rate performance [20] is an extremely useful
design goal because it can provide an achievable upper-bound
for the weighted sum throughput for the BC systems.

In this paper, we propose a robust beamforming scheme
based on the polyblock algorithm [21] (see Appendix I for
details) by maximizing an upper-bound for the weighted sum-
rate performance under per-antenna power constraints. It should
be noted that recently the polyblock algorithm [21] has been ap-
plied to a general K-user Gaussian interference channel (GIC)
system to solve the weighted sum-rate maximization problem
under the condition of perfect CDI [22]. The Algorithm 1 in
[22] bears close similarity to the polyblock algorithm intro-
duced in Appendix I [21], but with more complicated expres-
sions of per-UE SINR. Our main contribution in this paper is to
extend the framework developed in [21] and [22] to the robust
beamforming design with consideration of CDI quantization
errors. To accomplish this, we characterize a feasible rate tuple
and formulate a robust beamforming problem, the robustness of
which is achieved in a similar sense as in [11] that the uncertain
interference leakage due to CDI quantization errors should be
below a certain level by a given probability. In order to solve
the proposed robust beamforming problem, we use the Jensen’s
inequality to generate a tractable feasibility problem for the
polyblock algorithm and apply the semi-definite programming
(SDP) relaxation as well as the randomization technique to find
its approximate rank-one matrix solution and UEs’ beamform-
ing vectors.

The rest of the paper is organized as follows. Section II
addresses the system model and the formulation of CDI quanti-
zation errors. Section III discusses the non-robust beamforming
schemes. Section IV presents the proposed robust beamforming
scheme. The paper is completed with simulation results and
conclusions in Sections V and VI, respectively.

Notations: (·)T, (·)H, (·)−1, (·)†, tr{·}, and rank{·} stand
for the transpose, conjugate transpose, inverse, pseudo-inverse,

Fig. 1. Illustration of a downlink MU-MISO system with limited-bit CDI.

trace and rank of a matrix, respectively. IN stands for an
N ×N identity matrix. Ai,:, A:,j , and Ai,j denote the i-th row,
j-th column and (i, j)-th entry of matrix A. Besides, A � 0
and A ∈ H

+
N mean that matrix A is positive semi-definite

and A is an N by N positive semi-definite Hermitian matrix,
respectively. ‖a‖ and ai denotes the Euclidean norm and the
i-th element of vector a. For any two vectors a, b ∈ R

n,
we write a ≤ b to indicate that ai ≤ bi, ∀ i ∈ {1, 2, . . . , n}.
E[x]{·} and R{·} denote the expectation operation over a ran-
dom vector x and the real part of a complex value, respectively.
Ci

j counts the combinations of choosing i elements from a
set of j elements. N (0,X) represents a circularly symmetric
complex Gaussian distribution with mean of zero vector and
covariance matrix X. Finally, Pr(x) denotes the probability of
event x.

II. SYSTEM MODEL

In this paper, we consider a downlink MU-MISO system with
limited-bit CDI feedback as illustrated in Fig. 1, where a BS
or a distributed antenna system is equipped with N transmit
antennas, and K single-antenna UEs receive data transmissions
from the BS simultaneously.

In Fig. 1, it requires N ≥ K to support K independent
data streams. However, our results can be easily extended to
the case of N < K with UE selection performed at the BS
[23]. We assume that all channels experience independently
identical distribution (i.i.d.) Rayleigh flat fading and remain
unchanged during the MU-MISO transmission. Besides, the
base-band channel vector between the BS and the k-th UE
(k ∈ {1, 2, . . . ,K}) is denoted as hk ∈ C

1×N .
In practice, perfect channel state information (CSI) of hk

is usually not available at the BS side. Hence, in Fig. 1 we
assume imperfect CDI for the downlink MU-MISO system,
where each UE quantizes its CDI and feeds it back to the BS
with B bits. Here, the CDI refers to the normalized channel
vector of UE k denoted as h̃k = hk/‖hk‖. We assume that the
quantized CDI is defined as the index of a vector ĥk chosen
from a random vector quantization (RVQ) codebook Ck =
{ck,1, ck,2, . . . , ck,2B} to match h̃k [24]. The codebook Ck

consists of 2B unit vectors ck,i (i ∈ {1, 2, . . . , 2B}) isotropi-
cally distributed in C

1×N and ĥk is selected as

ĥk = argmax
ck,i∈Ck

∣∣∣ck,ih̃H
k

∣∣∣ . (1)

Then h̃k can be decomposed as [6]

h̃k = cos
(
∠(h̃k, ĥk)

)
ĥk + sin

(
∠
(
h̃k, ĥk

))
ek, (2)
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where ek is a quantization error vector orthogonal to ĥk. Note
that the instantaneous channel magnitude information (CMI),
i.e., ‖hk‖2, is a scalar and can be quantized easily [16]. In our
simulations, we will show that even with average CMI only, i.e.,
E[hk]{‖hk‖2}, the performance of the interested beamforming
schemes is comparable with that achieved by perfect CMI.
Therefore, in the following we concentrate on quantized CDI
and assume average CMI at the BS. For notational brevity, we
denote Aave

k = E[hk]{‖hk‖2} hereafter.
Let wk ∈ C

N×1 be the beamforming vector for UE k, then
the signal received at UE k can be written as

yk =hkwkxk +

K∑
j=1,j �=k

hkwjxj + nk

=hkWx+ nk, (3)

where x = [x1, x2, . . . , xK ]T and xk is the data symbol in-
tended for UE k. Without loss of generality, we assume that
x satisfies E[x]{xxH} = IK . nk is a zero-mean circularly
symmetric complex Gaussian (ZMCSCG) noise variable with
E[nk]{nkn

H
k } = N0. In addition, W = [w1,w2, . . . ,wK ] and

it is subject to an average per-antenna transmit power constraint
expressed as

E[x]

{[
Wx(Wx)H

]
n,n

}
=tr{WWHAn}
≤Pn, (4)

where An (n ∈ {1, 2, . . . , N}) is an N by N zero matrix
except that the n-th diagonal element (An)n,n = 1 and Pn is
the maximum transmission power of the n-th BS antenna. The
sum of Pn is denoted as the BS’s maximum transmission power
P , i.e., P =

∑N
n=1 Pn. By stacking the received signals of all

UEs, we have

y = HWx+ n, (5)

where y=[y1, y2, . . . , yK ]T, H=[hT
1 ,h

T
2 , . . . ,h

T
K ]

T
and n=

[n1, n2, . . . , nK ]T.

III. NON-ROBUST BEAMFORMING SCHEMES

For non-robust beamforming schemes, channel uncertainties
due to CDI quantization errors are ignored [22], [25], [26].
Therefore, at the BS side, each UE’s available channel vector
information is expressed by ȟk =

√
Aave

k ĥk. In this section,
we first discuss the non-robust ZF beamforming scheme with
per-antenna power constraints, the results of which will serve as
the benchmark for performance comparison. Then we introduce
the non-robust optimal beamforming scheme with per-antenna
power constraints, which will lead to our robust beamforming
design to be addressed in the next section.

A. The Non-Robust ZF Beamforming Scheme With
Per-Antenna Power Constraints

The ZF beamforming is a well-known design for the down-
link MU-MISO system, which aims to fully mitigate the inter-
UE interference. Considering the maximization of the weighted
sum-rate for an MU-MISO system, the authors of [25] ad-

dressed that the solution of the non-robust ZF beamforming
under per-antenna power constraints, called the ZF-PA scheme
in the sequel, should be found by solving a standard semi-
definite programming (SDP) problem shown as

max
Qk∈H+

N

f ({Qk}) =
K∑

k=1

αk log2

(
1 +

ȟkQkȟ
H
k

N0

)

s.t. tr
{
Qkȟ

H
j ȟj

}
= 0, j ∈ {1, . . . ,K} and j �= k;

K∑
k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N}, (6)

where αk is the weight on UE k’s rate and Qk = wkw
H
k . The

first and second sets of constraints in problem (6) represent the
requirements of zero interference among UEs and per-antenna
power limitation, respectively. Problem (6) is a convex opti-
mization problem and its numerical solution can be obtained by
the use of standard mathematical software [27]. Note that for
the beamforming operation, an additional non-convex rank-one
constraint should be imposed on each Qk. Fortunately, it has
been proven in [25] that problem (6) always admits a solution
with rank-one matrices. Thus, such rank-one constraints have
been omitted in problem (6). Suppose that {QZF-PA

k } is such

rank-one matrix solution and QZF-PA
k = qZF-PA

k (qZF-PA
k )

H
,

then the beamforming vector for UE k in the ZF-PA scheme
becomes wZF-PA

k = qZF-PA
k .

B. The Non-Robust Optimal Beamforming With Per-Antenna
Power Constraints

As for the non-robust optimal beamforming, we should
directly maximize the weighted sum-rate under per-antenna
power constraints, which will be referred to as the NROpt-
PA scheme in the following. The corresponding optimization
problem can be established as

max
Qk∈H+

N

f ({Qk})=
K∑

k=1

αk log2

(
1+

ȟkQkȟ
H
k∑

j �=k ȟkQjȟH
k +N0

)

s.t.
K∑

k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N};

rank{Qk} = 1, k ∈ {1, . . . ,K}. (7)

In problem (7), f({Qk}) can also be redefined as g(r̂) =∑K
k=1 αkr̂k with regard to a vector r̂ = (r̂1, r̂2, . . . , r̂K), where

r̂k is the BS’s estimation on the rate of UE k defined as
r̂k = log2(1 + (ȟkQkȟ

H
k /(

∑
j �=k ȟkQjȟ

H
k +N0))). Suppose

that QNROpt-PA
k = qNROpt-PA

k (qNROpt-PA
k )

H
is the solution to

problem (7). Then the beamforming vector for UE k can be
written as wNROpt-PA

k = qNROpt-PA
k .

Unfortunately, problem (7) is non-convex and cannot be
solved in a straightforward way. Nevertheless, the maximum
value of f({Qk}) does exist since the UE rate region of
problem (7) is bounded. This is because that the per-antenna
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transmission powers are strictly limited and the noise has a non-
zero power so that each UE’s rate is bounded even if no inter-
UE interference exists. In [20] and [26], the authors addressed
that problem (7) is a monotonic optimization problem because
g(r̂(1)) ≤ g(r̂(2)) for any r̂(1) ≤ r̂(2). Thus, it can be solved
using the polyblock algorithm [21], [22], which guarantees the
convergence and global optimality of the solution. The basic
idea of the polyblock algorithm is to gradually refine the outer
boundary of the feasible region, thereby the upper-bound for
the objective function will decrease continuously. The process
is terminated when the upper-bound is achievable with a gap
of ε, where ε is the optimality tolerance parameter, taking a
reasonably small value. Details of the polyblock algorithm to
solve problem (7) is relegated to Appendix I.

IV. THE PROPOSED ROBUST BEAMFORMING WITH

PER-ANTENNA POWER CONSTRAINTS

In this section, we propose to adapt the NROpt-PA scheme
[21], [22] discussed in Section III-B for the case of quantized
CDI. As a result, we should take imperfect CDI into account
when designing UEs’ beamforming vectors. To be more spe-
cific, at the BS side, instead of using ĥk as the substitution
for h̃k, h̃k should be considered as a randomly-reconstructed
normalized channel vector h̃	

k, which is isotropically distributed
around ĥk.

A. Problem Formulation

Similar to (2), the randomly-reconstructed normalized chan-
nel vector h̃	

k distributed around ĥk can be expressed as [6]

h̃	
k =

√
1− Zĥk +

√
Ze	k, (8)

where e	k is isotropically distributed in the (N − 1)-
dimensional nullspace of ĥk and the random variable Z is
defined as Z = sin2(∠(h̃	

k, ĥk)). According to [6], when a
RVQ codebook is considered, Z follows the distribution of the
minimum variable of 2B i.i.d. beta(N − 1, 1) random variables.

Since the deterministic expression of the performance mea-
sure f({Qk}) in problem (7) is no longer available due
to the uncertainties in h̃	

k, it is logical to optimize the ex-
pectation of f({Qk}) over [h̃	

k|ĥk] (k ∈ {1, . . . ,K}), i.e.,
E[h̃�

k
|ĥk]

{f({Qk})}, which can be computed according to the
objective function in problem (7) as,

E[h̃�
k
|ĥk] {f ({Qk})}

=

K∑
k=1

αkE[h̃�
k
|ĥk] {log2 (1 + SINR	

k)} , (9)

where

SINR	
k =

Aave
k h̃	

kQkh̃
	H
k

Aave
k

∑
j �=k h̃

	
kQjh̃	H

k +N0

. (10)

For brevity, we omit the subscription [h̃	
k|ĥk] of E hereafter

if the expectation operation is conducted over [h̃	
k|ĥk]. In the

respect of maximizing (9), the problem of the optimal robust
beamforming with per-antenna power constraints is cast as

max
Qk∈H+

N

E {f ({Qk})}

s.t.
K∑

k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N};

rank{Qk} = 1, k ∈ {1, . . . ,K}. (11)

However, it is very difficult to handle problem (11) because (9)
has no explicit expression. Here, we consider its upper-bound
given by the Jensen’s inequality as

E {log2 (1 + SINR	
k)} ≤ log2 (1 + E {SINR	

k}) . (12)

Based on (12), we can transform problem (11) into the follow-
ing problem by maximizing the upper-bound for E{f({Qk})}.

max
Qk∈H+

N

f̃ ({Qk}) =
K∑

k=1

αk log2 (1 + E {SINR	
k})

s.t.
K∑

k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N};

rank{Qk} = 1, k ∈ {1, . . . ,K}. (13)

Suppose that Qk = qkq
H
k is the solution to problem (13), then

the beamforming vector for UE k becomes

wk = qk. (14)

In order to find the globally optimal solution for problem (13),
we resort to the polyblock algorithm [21].

B. An Upper-Bound for Each UE’s Expected Rate

To apply the polyblock algorithm [21], we need to find an
upper-bound for each UE’s expected rate as an initialization
step in the polyblock algorithm (see Appendix I for details on
r̂max). Our results are presented in Theorem 1.

Theorem 1: UE k’s expected rate is upper bounded by

E{log2 (1+SINR	
k)}≤ log2 (1+E {SINR	

k})≤r̃max
k , (15)

where r̃max
k =log2(1+((Aave

k P (1−2Bβ(2B , (N/(N−1))))))/
N0) and β(x, y) is the beta function defined as β(x, y)=
(Γ(x)Γ(y))/(Γ(x+ y)), where Γ(·) denotes the gamma func-
tion [28].

Proof: See Appendix II. �

C. Construction of the Feasibility Test

For the polyblock algorithm to work, a feasibility test should
be constructed to check whether a proposed UE rate-tuple is
achievable [21] (see Appendix I for details). Considering an ar-
bitrary rate-tuple r̃ = (r̃1, r̃2, . . . , r̃K), based on problem (13)
we construct the feasibility problem required in the polyblock
algorithm as

find Qk ∈ H
+
N , k ∈ {1, . . . ,K}

s.t. log2 (1 + E {SINR	
k}) ≥ r̃k, k ∈ {1, . . . ,K};

K∑
k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N};

rank{Qk} = 1, k ∈ {1, . . . ,K}. (16)
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The first set of constraints in problem (16) is hard to deal with,
due to the complicated mathematical form in (10). Here, we
propose to tighten the first set of constraints in problem (16) as
follows,

log2 (1 + E {SINR	
k})

= log2 (1 + E {SINR	
k})

= log2

(
1 + E

{
Aave

k h̃	
kQkh̃

	H
k

Aave
k

∑
j �=k h̃

	
kQjh̃	H

k +N0

})

(a)

≥ log2

⎛
⎝1 +

Aave
k E

{
h̃	
kQkh̃

	H
k

}
Aave

k E

{∑
j �=k h̃

	
kQjh̃	H

k

}
+N0

⎞
⎠

≥ r̃k. (17)

Note that the inequality (a) in (17) comes from a non-trivial
proposition, which is

E

{
Aave

k h̃	
kQkh̃

	H
k

Aave
k

∑
j �=k h̃

	
kQjh̃	H

k +N0

}

≥
Aave

k E

{
h̃	
kQkh̃

	H
k

}
Aave

k E

{∑
j �=k h̃

	
kQjh̃	H

k

}
+N0

. (18)

The validity of (18) is explained in detail as follows. Suppose
that the beamforming vector for UE k is decomposed into a gen-
eral form as wk =

√
P̃kw̃k =

√
P̃k(βkĥ

H
k +

√
1− |βk|2vk),

where P̃k is the transmission power for UE k, w̃k is UE
k’s normalized beamforming vector, vk is a unit-norm vector
orthogonal to ĥH

k and βk is a complex value satisfying |βk| ∈

[0, 1] to make w̃k a normalized vector. Then, from (8), we can
obtain

Aave
k h̃	

kQkh̃
	H
k

=Aave
k h̃	

k

√
P̃kw̃k

√
P̃kw̃

H
k h̃

	H
k

=Aave
k P̃k

∣∣∣(√1−Zĥk+
√
Ze	k

)(
βkĥ

H
k +

√
1−|βk|2vk

)∣∣∣2
=Aave

k P̃k

∣∣∣√1− Zβk +
√
Z
√

1− |βk|2e	kvk

∣∣∣2 . (19)

In a similar way, we decompose wj as wj=
√

P̃jw̃j=
√

P̃j

(βjĥ
H
k +

√
1− |βj |2vj), and we can get

Aave
k

∑
j �=k

h̃	
kQjh̃

	H
k

= Aave
k

∑
j �=k

P̃j

∣∣∣∣√1− Zβj +
√
Z
√

1− |βj |2e	kvj

∣∣∣∣
2

. (20)

Note that in (19) and (20),Aave
k ,Pk,Pj,βk, andβj are not random

variables (RVs), whileZ,e	k,vk, andvj are treated as RVs because
the considered expectation operator is with respect to [h̃	

k|ĥk]
(k∈{1, . . . ,K}). From (19) and (20),SINR	

k can be derived as

SINR	
k

=
Aave

k h̃	
kQkh̃

	H
k

Aave
k

∑
j �=k h̃

	
kQjh̃	H

k +N0

=
Aave

k P̃k

∣∣∣√1−Zβk+
√
Z
√

1−|βk|2e	kvk

∣∣∣2
Aave

k

∑
j �=kP̃j

∣∣∣√1−Zβj+
√
Z
√

1−|βj |2e	kvj

∣∣∣2+N0

. (21)

For a conditional Z, we can compute E{SINR	
k|Z} as in

(22)–(26), shown at the bottom of the page.

E {SINR	
k|Z} =E

⎧⎪⎨
⎪⎩

Aave
k P̃k

∣∣∣√1− Zβk +
√
Z
√

1− |βk|2e	kvk

∣∣∣2
Aave

k

∑
j �=k P̃j

∣∣∣√1− Zβj +
√
Z
√

1− |βj |2e	kvj

∣∣∣2 +N0

∣∣∣∣∣∣∣Z
⎫⎪⎬
⎪⎭

=E

{
Aave

k P̃k

∣∣∣√1− Zβk +
√
Z
√

1− |βk|2e	kvk

∣∣∣2∣∣∣∣Z
}

× E

⎧⎪⎨
⎪⎩

1

Aave
k

∑
j �=k P̃j

∣∣∣√1− Zβj +
√
Z
√

1− |βj |2e	kvj

∣∣∣2 +N0

∣∣∣∣∣∣∣Z
⎫⎪⎬
⎪⎭ (22)

≥E

{
Aave

k P̃k

∣∣∣√1− Zβk +
√
Z
√

1− |βk|2e	kvk

∣∣∣2∣∣∣∣Z
}

× 1

E

{
Aave

k

∑
j �=k P̃j

∣∣∣√1− Zβj +
√
Z
√

1− |βj |2e	kvj

∣∣∣2 +N0

∣∣∣∣Z
} (23)

=
Aave

k P̃k

[
(1− Z)|βk|2 + Z

(
1− |βk|2

)
E

{
|e	kvk|2

}]
Aave

k

∑
j �=k P̃j

[
(1− Z)|βj |2 + Z (1− |βj |2)E

{
|e	kvj |2

}]
+N0

(24)

=
Aave

k P̃k|βk|2 + ZAave
k P̃k

(
1

N−1 − N
N−1 |βk|2

)
(
Aave

k

∑
j �=k P̃j |βj |2 +N0

)
+ ZAave

k

∑
j �=k P̃j

(
1

N−1 − N
N−1 |βj |2

) (25)

Δ
=

a+ bZ

c+ dZ
(26)
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In (26), we define a = Aave
k P̃k|βk|2, b = Aave

k P̃k((1/N −
1)− (N/N − 1)|βk|2), c = Aave

k

∑
j �=k P̃j |βj |2+N0, and d=

Aave
k

∑
j �=k P̃j((1/N − 1)− (N/N − 1)|βj |2). Equation (22)

follows from the fact that e	kvk are e	kvj are independently
distributed. Inequality (23) is obtained because E{(1/x)} ≥
(1/E{x}) for x > 0 due to the convexity of 1/x. Equation (24)
is obtained because the phases of e	kvk and e	kvj are inde-
pendently distributed with regard to βk and βj , respectively.
And thus the expected product of e	kvk and βk, and that of
e	kvj and βj are zero. Equation (25) is calculated according to
the results in [6] that E{|e	kvk|2} = E{|e	kvj |2} = (1/N − 1).
Furthermore, we have E{SINR	

k} = E[Z]{E{SINR	
k|Z}} =

E[Z]{(a+ bZ)/(c+ dZ)}. Additionally, from the definition in
(26), we have

E

{
Aave

k h̃	
kQkh̃

	H
k

}
= E[Z]

{
E

{
Aave

k h̃	
kQkh̃

	H
k

∣∣∣Z}}
= E[Z]{a+ bZ}, (27)

and

E

⎧⎨
⎩Aave

k

∑
j �=k

h̃	
kQjh̃

	H
k +N0

⎫⎬
⎭

= E[Z]

⎧⎨
⎩E

⎧⎨
⎩Aave

k

∑
j �=k

h̃	
kQjh̃

	H
k +N0

∣∣∣∣∣∣Z
⎫⎬
⎭
⎫⎬
⎭

= E[Z]{c+ dZ}. (28)

In general, there is no obvious numerical relationship be-
tween E[Z]{(a+bZ)/(c+dZ)} and (E[Z]{a+bZ})/(E[Z]{c+
dZ}) since a+ bZ/c+ dZ is neither a convex function nor a
concave one. Nevertheless, considering reasonable precoding
operations in practical networks, we propose the following
Lemma.

Lemma 2: If
∑

j �=k |βj |4≤(1/N2)≤|βk|4, then E[Z]{(a+
bZ)/(c+ dZ)} ≥ (E[Z]{a+ bZ})/(E[Z]{c+ dZ}).

Proof: See Appendix III. �
Based on Lemma 2, we can conclude that (17) and (18)

are true if
∑

j �=k |βj |4 ≤ (1/N2) ≤ |βk|4. Note that such con-
ditions are reasonable for practical precoding operations. On
one hand, |βk|4 ≥ (1/N2) indicates that the beamforming vec-
tor of UE k should be roughly aligned with ĥk so that the

power of the useful signal could be fairly large. On the other
hand,

∑
j �=k |βj |4 ≤ (1/N2) implies that |βj |2 should be rela-

tively small, which is the typical case in reasonable precoding
schemes that the expected inter-UE interference leakage should
be kept low.

From (17) and Lemma 2, we re-formulate problem (16) as

find Qk ∈ H
+
N , k ∈ {1, . . . ,K}

s.t.
Aave

k E

{
h̃	
kQkh̃

	H
k

}
Aave

k

∑
j �=k E

{
h̃	
kQjh̃	H

k

}
+N0

≥ (2r̃k − 1);

K∑
k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N};

rank{Qk} = 1, k ∈ {1, . . . ,K}. (29)

In problem (29), E{h̃	
kQkh̃

	H
k } can be computed as (30), shown

at the bottom of the page.
In (30), the equation (a) is obtained according to the result in

[8] that E{e	Hk e	k}=(1/N−1)(IN−ĥH
k ĥk). Besides, Uk is de-

noted asUk=(1−(NE{Z}/(N−1)))ĥH
k ĥk+(E{Z}/(N−1))IN ,

where E{Z} can be calculated using (44) and Uk is pos-
itive definite because of (45). From (30), we can also get
E{h̃	

kQjh̃
	H
k } = tr{QjUk}. Note that unlike (19), the calcula-

tion in (30) retains the semi-definite matrix form of Qk, which
is required in solving SDP problems such as problem (29).

D. Transformation of the Feasibility Test

Apparently problem (29) is non-convex due to the rank-
one constraints. Here, we apply the SDP relaxation [29] by
dropping the rank-one constraints on {Qk} and transform it
into a convex one shown as

find Qk ∈ H
+
N , k ∈ {1, . . . ,K}

s.t. Aave
k tr{QkUk}≥(2r̃k−1)

⎛
⎝Aave

k

∑
j �=k

tr{QjUk}+N0

⎞
⎠;

K∑
k=1

tr{QkAn} ≤ Pn, n ∈ {1, . . . , N}. (31)

E

{
h̃	
kQkh̃

	H
k

}
=E

{
tr
{
Qk

(
h̃	H
k h̃	

k

)}}
=E

{
tr

{
Qk

[(√
1− Zĥk +

√
Ze	k

)H (√
1− Zĥk +

√
Ze	k

)]}}

=tr
{
Qk

(
E {1− Z} ĥH

k ĥk + E{Z}E
{
e	Hk e	k

})}
(a)
= tr

{
Qk

[
(1− E{Z}) ĥH

k ĥk +
E{Z}
N − 1

(
IN − ĥH

k ĥk

)]}

=tr

{
Qk

[(
1− NE{Z}

N − 1

)
ĥH
k ĥk +

E{Z}
N − 1

IN

]}
=tr{QkUk} (30)
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It should be noted that although problem (31) exhibits similar
forms compared with a previously treated problem in [30],
which is shown in (41) (see Appendix I for more details),
the statement for problem (41) that the optimization problem
always has a solution of rank-one matrices [30] does not hold
for problem (31). The detailed reason is explained as follows.

According to [30], for any solution of problem (41) contain-
ing a certain matrix Q∗

k with rank higher than one, Q∗
k can be

replaced by an alternative matrix Q∗∗
k , which is the solution to

the sub-problem expressed as

max
Qk∈H+

N

ȟkQkȟ
H
k

s.t. tr
{
Qkȟ

H
j ȟj

}
≤ tr

{
Q∗

kȟ
H
j ȟj

}
, j �= k;

tr{QkAn} ≤ tr {Q∗
kAn} . (32)

Problem (32) tries to maximize the signal power of UE k
with neither more inter-UE interference nor more per-antenna
power consumption than those of Q∗

k. Thus, the solution Q∗∗
k to

problem (32) is also a solution to problem (41) because Q∗∗
k is

feasible and no worse than Q∗
k for problem (41). Furthermore,

Lemma 1 of [25] guarantees that Q∗∗
k is always rank-one,

and hence Q∗∗
k is also the solution to the original feasibility

problem (40). However, in problem (31), tr{QkUk} cannot
be written in a quadratic form such as ȟkQkȟ

H
k , so that the

method to find an alternative solution of rank-one matrices
based on Lemma 1 of [25] does not work here. Therefore, the
transformed problem (31) is not equivalent to the feasibility
problem (29). To make the solution of problem (31) valid
for problem (29), we need to extract an approximate solution
of rank-one matrices from that of problem (31). An effective
way to perform the task is the randomization technique, which
interprets an SDP problem as a stochastic quadratically con-
strained quadratic program (QCQP) problem [31]. However, it
is not easy to simultaneously draw K rank-one beamforming
matrices from the solution of problem (31) because all Qks
are intertwined in the constraints. Hence, in order to efficiently
apply the randomization technique, similar to problem (32), we
also propose an SDP sub-problem represented as

max
Qk∈H+

N

tr{QkUk}

s.t. tr{QkUj} ≤ tr
{
Q̃∗

kUj

}
, j �= k;

tr{QkAn} ≤ tr
{
Q̃∗

kAn

}
, (33)

where {Q̃∗
k}, possibly containing multi-rank matrices, is

the solution to problem (31). The purpose of introducing
problem (33) is to find an alternative solution with rank-one
matrices for problem (31) in a decoupled way, i.e., only a
single Qk is treated in problem (33), so that the randomization
technique can be applied on a per-UE basis. Like problem (32),
problem (33) also aims at maximizing the useful signal of
UE k with neither more inter-UE interference nor more per-
antenna power consumption than Q̃∗

k. Therefore, as long as
the transformed feasibility problem (31) has a solution Q̃∗

k,
problem (33) can generate another solution for problem (31)
denoted as Q̃∗∗

k to supersede Q̃∗
k.

E. Solution of the Feasibility Test

It should be noted that in [32], the authors proved that the
solution of an SDP problem such as problem (33) is rank-one
only if it has at most three constraints. However, problem (33)
has N +K − 1 constraints, which is in general larger than
three. Therefore, we consider the randomization technique [31]
to find the rank-one matrix solution for problem (33). Suppose
that Q̃∗∗

k is a matrix with rank higher than one. Then according
to [31], we can generate a random vector q̃k ∼ N (0, Q̃∗∗

k ) and
scale it by a factor ρ to ensure no violation of the constraints in
problem (33), i.e.,

qk = ρq̃k, (34)

where ρ can be computed as

ρ = min
j,n

⎛
⎜⎜⎝
√√√√√ tr

{
Q̃∗

kUj

}
j �=k

tr
{
q̃kq̃H

k Uj

}
j �=k

,

√√√√ tr
{
Q̃∗

kAn

}
tr
{
q̃kq̃H

k An

}
⎞
⎟⎟⎠ . (35)

Now qkq
H
k becomes an approximate rank-one matrix solution

for the feasibility problem (29). The vector randomization
process is repeated by Lrand times and we select the vector that
gives the largest performance measure for problem (33) as a
final solution, i.e.,

q∗∗
k = argmax

q
(i)

k
,i∈{1,2,...,Lrand}

(
tr
{
q
(i)
k q

(i)H
k Uk

})
. (36)

According to [31], the extracted rank-one solution is in general
a good approximation of the original solution as long as Lrand

is sufficiently large.

F. Algorithm Summary

With the problem (16) for feasibility test in the polyblock
algorithm being re-formulated as problem (29), then being
transformed into problem (31), and finally being solved in
problem (33) by means of the randomization technique, we can
summarize the proposed scheme in Algorithm 1, which will be
referred to as the robust beamforming based on the polyblock
algorithm with per-antenna power constraints (shorten as the
RPb-PA scheme in the sequel). An important note on the core
part of Algorithm 1, i.e., finding the solution to problem (33), is
that it implies a robust design of precoding. To be more specific,
in the first set of constraints in problem (33), let us denote
γ̃k,j = tr{Q̃∗

kUj} and decompose γ̃k,j as γ̃k,j = γk,jpleak,
where pleak and γk,j will later be respectively interpreted as a
certain probability of inter-UE interference leakage (e.g., 90%)
and a leakage threshold for interference from UE k to UE j. We
can rewrite the first set of constraints in problem (33) as

tr{QkUj} ≤ γk,jpleak, j ∈ {1, . . . ,K} and j �= k. (37)

According to Proposition 1 in [11], (37) is a sufficient condi-
tion for the following guaranteed performance of interference
leakage,

Pr
{
wH

k Ujwk≥γk,j
}
≤pleak, j∈{1, . . . ,K} and j �=k. (38)
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Now in (38), pleak is a given probability (e.g., 90%) of the
concerned large leakage event expressed in mathematics as
wH

k Ujwk ≥ γk,j . As a result, problem (33) implicitly provides
a probabilistic guarantee that the resulting interference leakage
of our design is below a certain level by a given probability.
Note that (38) still holds when Q̃∗

k is rank-one. Thus, the
robustness of the proposed scheme always exists.

Algorithm 1 The proposed RPb-PA scheme

Step 1: Initialization
• Compute r̃max = (r̃max

1 , r̃max
2 , . . . , r̃max

K ) using (15) in
Theorem 1.

• Construct the set containing the outer boundary rate-
tuples: V(1) = {r̃max}.

• Set the feasible rate-tuple r̃inner = 0 and l = 1.
Step 2: Iteration

• r̃outer = argmax{g(r̃)|r̃ ∈ V(l)}.
• Find the intersection point of the boundary of the achiev-

able rate region with the segment between 0 and r̃outer

by the bisection method. The problem is formulated as
follows and its solution is denoted as topt.

max t ∈ [0, 1)

s.t. Problem (31) is feasible with tr̃outer.

• r̃(l)= toptr̃outer and r̃inner=argmax{g(̃rinner), g(̃r(l))}.
• If g(r̃inner) + ε ≥ g(r̃outer), terminate the iteration and

go to Step 4;
Else, update V(l+1) as V(l+1) = (V(l) \ {r̃outer}) ∪
{r̃outer,k|k = 1, 2, . . . ,K}, where r̃outer,k = (r̃outer1 ,
r̃outer2 , . . . , r̃innerk , . . . , r̃outerK ). Then eliminate the rate-
tuples in V(l+1) that are not Pareto optimal, i.e., ∀ r̃
satisfying {r̃ ≤ r̃′|r̃, r̃′ ∈ V(l+1), r̃ �= r̃′}.

Step 3: Termination
• l = Lmax, where Lmax is the maximum iteration num-

ber. Go to Step 4;
Else, l = l + 1, return to Step 2.

Step 4: Output
• Solve problem (31) on condition of r̃inner and obtain the

solution {Q̃∗
k}.

• For each Q̃∗
k that is not rank-one, solve problem (33) on

condition of Q̃∗
k and obtain its solution Q̃∗∗

k . For other
Q̃∗

k, set Q̃∗∗∗
k = Q̃∗

k.
• For each Q̃∗∗

k that is not rank-one, use (34)–(36) to obtain
q∗∗k and set Q̃∗∗∗

k =q∗∗k q
∗∗H
k . For other Q̃∗∗

k , set Q̃∗∗∗
k =Q̃∗∗

k .
• Output Q̃∗∗∗

k as the solution to problem (13) and get UEs’
beamforming vectors according to (14).

In Algorithm 1, Step 2 refines the outer boundary rate-tuple
r̃outer to a inner feasible rate tuple r̃inner in the polyblock
algorithm [21] using the bisection search, which is operated by
iteratively checking whether problem (31) is feasible with an
updated t for Lbi times, resulting in a numerical precision of
1/2Lbi for t. The boundary refinery process is stopped when

g(r̃outer) converges to g(r̃inner) with a gap of ε. As explained
earlier, it should be noted that in some very recent works [11],
[12], the authors directly proposed an optimization problem,
which bears some similarity to our problem (33), from the
perspective of probabilistic leakage control that tr{QkUj} can
be interpreted as interference leakage form UE k to j. The
problem in [11] and [12] is described as

max
Qk∈H+

N

tr{QkUk}

s.t.
K∑

j=1,j �=k

tr{QkUj} ≤ pleakγk;

tr{Qk} ≤ P̃k, (39)

where pleak is a given probability of the event that the expected
leakage power exceeds a threshold γk. Considering that there
are only two constraints in problem (39), its solution is always a
rank-one matrix [32]. In the following, the robust beamforming
scheme based on problem (39) will be referred to as the
probabilistic leakage control (PLC) scheme. As opposed to the
proposed accurate per-UE-pair leakage control based on Q̃∗

k in
problem (33), a rough constraint on the sum of the expected
leakage power from UE k to the other UEs is applied in
problem (39) of the PLC scheme. Besides, per-UE power
constraints are considered in problem (39) while we adopt a
more realistic per-antenna power constraints in problem (33). It
should be noted that the parameters pleak and γk are determined
using empirical methods in [11] and [12], which cannot guar-
antee a good performance for each channel realization. On the
other hand, Q̃∗

k in our problem (33) is derived iteratively based
on the polyblock algorithm, which is able to well exploit the
available CDI and thus the proposed RPb-PA scheme should
deliver a better performance than the PLC scheme. However,
the RPb-PA scheme apparently involves much more computa-
tional complexity compared with the PLC scheme. In the next
section, we will show the performance and complexity of the
interested schemes by means of computer simulations.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present simulation results to com-
pare the average weighted sum-rate performance of the ZF-
PA, NROpt-PA, PLC and the proposed RPb-PA schemes.
The simulation parameters are configured as (N,K) = (4, 4),
[α1, α2, α3, α4] = [2, 2, 1, 1], Pk = (P/N) and the number of
CDI feedback bits B = 4, 8, 12, or 16. For the PLC scheme,
γk and pleak are respectively set to 0.9 and 0.05 as in [12].
Besides, equal power allocation among UEs, i.e., P̃k = (P/K),
which may violate the per-antenna constraints, is employed
for the PLC scheme because that the power allocation issue
was not treated in [11] or [12]. In the NROpt-PA and the
proposed RPb-PA schemes, Lbi = 7, ε = 0.1, and Lmax =
100. In addition, for the randomization technique in the RPb-
PA scheme, Lrand = 1000. Moreover, we define the BS’s SNR
as SNR = P/N0. All channels are assumed to experience
uncorrelated Rayleigh fading and the entries of hk are i.i.d.
ZMCSCG random variables with unit variance. The results are
averaged over 10 000 independent channel realizations.
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Fig. 2. Verification of the conditions of Lemma 2.

Fig. 3. Asymptotic average weighted sum-rate with variousB and perfect CMI.

A. Verification of the Conditions of Lemma 2

First, we need to verify the conditions of Lemma 2 so that
the transformation of problem (16) into problem (29) is valid
for the proposed RPb-PA scheme. The cumulative density func-
tions (CDFs) of |βk|4 and

∑
j �=k |βj |4 when SNR = 10 dB are

plotted in Fig. 2. As can be seen from Fig. 2, the probability that
|βk|4 ≥ (1/N2) (the first condition of Lemma 2) is very high in
the proposed precoding scheme, which ensures good reception
quality of the useful signals. Moreover, the second condition
of Lemma 2 is also verified by showing that

∑
j �=k |βj |4 ≤

(1/N2) is true with a high probability in Fig. 2.

B. Asymptotic Performance of the Proposed Scheme

In Fig. 3, we investigate the average weighted sum-rate per-
formance of the NROpt-PA and RPb-PA schemes with various
B under perfect CMI. Here, perfect CMI means that Aave

k is
replaced with ‖hk‖2 in the corresponding formulae throughout
this paper. It is safe to state that when B goes to infinity, the
average weighted sum-rate of the considered system should
attain its maximum value using the NROpt-PA scheme, since

Fig. 4. Average weighted sum-rate of the RPb-PA scheme with perfect and
average CMI for various B.

it is theoretically optimal in the case of perfect CSI. As can
be observed from Fig. 3, the NROpt-PA scheme with infinite B
indeed gives the performance upper-bound and the performance
of the proposed RPb-PA scheme approaches the upper-bound
very quickly as B increases. In particular, when B = 16 and
SNR = 10 dB, the performance gap between the proposed
RPb-PA scheme and the NROpt-PA scheme with B = ∞ is less
than 1 bps/Hz, which shows superior performance of the pro-
posed scheme. It should be noted that when B becomes larger
the performance gain offered by the proposed RPb-PA scheme
over the NROpt-PA scheme reduces. This is because that the
channel uncertainties gradually diminish as B increases, so
that when B is sufficiently large, the expectation operation will
lose its purpose in problem (13), which will then degenerate to
problem (7) of the NROpt-PA scheme.

C. Impact of Imperfect CMI

To study the impact of imperfect CMI on the system perfor-
mance, in Fig. 4 we show the average weighted sum-rate of the
RPb-PA scheme with both average and perfect CMI for B = 4,
8, 12, or 16. For the case of average CMI, we have Aave

k = N
because that for Rayleigh fading channels ‖hk‖2 is chi-square
distributed with 2N degrees of freedom and its mean is N [33].
From Fig. 4, we can find that the performance with perfect
CMI and that with average CMI are almost the same, indicating
minor effectiveness of quantizing the CMI on the system
performance. Note that similar results have also been reported
in the design of feedback-bit partitioning for cooperative
multicell systems [16], in which the authors proposed that one
bit of CMI feedback is sufficient to achieve the data rates that
are very close to the results of the perfect CMI case.

It should be noted that the values of αk’s may have an impact
on the system with imperfect CMI. In Fig. 5, we conduct a sim-
ulation with [α1, α2, α3, α4] = [1, 1, 1, 1]. As can be observed
from Fig. 5, when B and the difference of αk’s are small, the
importance of having accurate CMI is more manifest, especially
in low SNR regime. This observation is not surprising because
an MU system with equally important UEs is tend to fully
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Fig. 5. Average weighted sum-rate of the RPb-PA scheme with perfect and
average CMI for different αks.

Fig. 6. Average weighted sum-rate of the interested schemes with average CMI.

occupy all the available spatial domain resources, and thus
requires more precise CDI and CMI. In addition, when the noise
dominates the MU communication (low SNR regime) and the
CDI is less accurate, CMI with good precision is beneficial for
the BS to perform smart power loading among UEs. Neverthe-
less, the largest performance gap between the results of perfect
CMI and those of average CMI is less than 0.4 bps/Hz. In
general, it has been shown that average CMI is sufficient for the
considered system to achieve a satisfactory performance close
to that of perfect CMI. Hence, in the following simulations, we
only consider the practical case of average CMI.

D. Comparison of Average Weighted Sum-Rate Performance

In Fig. 6, we show the average weighted sum-rate perfor-
mance of the interested schemes when B = 4, 8 in the case of
average CMI. As can be seen from Fig. 6, the proposed RPb-
PA scheme exhibits substantial performance gains compared
with other schemes, especially in high SNR regime, because
the formulated problem (13) directly maximizes an upper-
bound for the expected weighted sum-rate, leading to a superior

Fig. 7. Convergence of the NROpt-PA and RPb-PA schemes with average CMI.

performance. Although the PLC scheme achieves a higher
weighted sum-rate than the ZF-PA scheme, its performance is
still poorer than that of the NROpt-PA scheme because of its in-
direct approach to maximize the weighted sum-rate. As for the
NROpt-PA scheme, its computational complexity is nearly the
same as that of the proposed RPb-PA scheme. However, due to
CDI quantization errors, its performance curves stop increasing
when the SNR is moderately large. Similar observation can also
be drawn for those curves of the ZF-PA scheme, which stresses
the importance of considering the channel uncertainties in
system design when dealing with quantized CDI. In particular,
the non-robust NROpt-PA scheme with B = 4 shows a slightly
worse performance when SNR = 25 dB compared with that
of SNR = 20 dB; whereas, the robust RPb-PA scheme shows
better and more stable performance in high SNR regime. This is
because that, in a robust beamforming design the channel uncer-
tainties are considered beforehand, and hence its performance
will be better than that of the non-robust design especially
when channel distortions dominate the performance, e.g., in
high SNR regime.

E. Algorithm Convergence Behavior

To address the convergence behavior of the NROpt-PA and
RPb-PA schemes, we plot the mean of g(r̃inner) versus the
iteration number l in Fig. 7 under average CMI when B = 4 and
SNR = 0, 10, 20 dB. As can be seen from Fig. 7, the NROpt-
PA and RPb-PA schemes need at least 15 iterations to output the
final solutions, which is relatively slow. Hence, the complexity
of either scheme is significantly higher than that of the PLC or
ZF-PA scheme, which requires no iterative computation at all.
An interesting observation from Fig. 7 is that the NROpt-PA
scheme exhibits much higher performance of g(r̃inner) than the
proposed RPb-PA scheme, while such advantage is not reflected
in the performance comparison of the average weighted sum-
rate. The reason is that g(r̃inner) is merely a BS’s estimation
on the weighted sum-rate, and unlike the RPb-PA scheme, the
NROpt-PA scheme is prone to over-estimate the achievable data
rates since it ignores the fact that CDI quantization errors may
inflict serious inter-UE interference to the considered system.
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F. Complexity Analysis

Regarding the comparison of computational complexity be-
tween the proposed RPb-PA scheme and the existing schemes,
e.g., the PLC scheme, the most time-consuming part of the
proposed scheme is Step 2 in Algorithm 1, i.e., refining the
outer boundary of the feasible region by finding an appropriate
parameter t using the bisection method that requires checking
the feasibility of problem (31) for Lbi = 7 times in our simula-
tions. Considering that the complexity of solving problem (31)
is comparable to that of solving problem (39), the complexity
of performing one iteration in Algorithm 1 is roughly seven
times as much as that of the PLC scheme. Furthermore, Fig. 7
shows that the proposed RPb-PA algorithm at least entails
15 iterations for its convergence, and hence the complexity of
the proposed RPb-PA algorithm is immensely higher than the
PLC scheme by at least 7× 15 = 105 times, making it very
difficult to be applied in practice. However, the goal of this
paper is to improve the sum-rate performance by allowing more
complexity, which is the initial stage to find the beamforming
scheme with superior performance. And the next stage is to find
a low-complexity algorithm with a reasonable tradeoff between
performance and complexity. Nevertheless, the proposed RPb-
PA scheme stands as a good benchmark for robust beamforming
designs.

As future works, low-complexity implementations, the im-
pact of CDI feedback delay, as well as more practical fading
channel models and non-RVQ CDI codebooks will be con-
sidered for the proposed beamforming schemes. In addition,
extensions to more general system models such as MIMO relay
networks [34], multi-cell cooperative broadcast channels [35]
and Adhoc networks [36], [37] are worth to be investigated.

VI. CONCLUSION

In this paper, robust beamforming for MU-MISO system
with per-antenna power constraints and quantized CDI is stud-
ied. Based on the polyblock algorithm, we propose a robust
beamforming scheme, i.e., the RPb-PA scheme. Simulation
results show that the proposed RPb-PA scheme can achieve
much better performance than the existing schemes in terms of
the average weighted sum-rate performance, especially when
the SNR is high. The impact of imperfect CMI, the algorithm
convergence behavior, the complexity issue as well as the
asymptotic performance with a large number of CDI quanti-
zation bits are also discussed for the proposed scheme.

APPENDIX I
DETAILS OF THE POLYBLOCK ALGORITHM [21]

As an initialization step of the polyblock algorithm, an
upper-bound rate-tuple should be found as the starting point
of the refinery process of the feasible rate region [21]. More
specifically, for UE k, when the BS employs the maximum
ratio combining (MRC) beamforming, i.e., wMRC

k =
√
P ĥH

k ,
and mutes the transmissions of the other K − 1 UEs, i.e.,
wj = 0, j ∈ {1, . . . ,K} and j �= k, r̂k can achieve its maxi-
mum value expressed as r̂max

k = log2(1 + (Aave
k P/N0)). From

{r̂max
k }, we can obtain an upper-bound rate-tuple as r̂max =

(r̂max
1 , r̂max

2 , . . . , r̂max
K ). Obviously, for any achievable UE rate-

tuple r̂ = (r̂1, r̂2, . . . , r̂K), it follows that r̂ ≤ r̂max and g(r̂) ≤
g(r̂max), where g(r̂) is defined as g(r̂) =

∑K
k=1 αkr̂k.

The prerequisite for applying the polyblock algorithm on
problem (7) is to create a feasibility problem to test whether a
certain UE rate-tuple (r̂1, r̂2, . . . , r̂K) is achievable [21]. Here,
the feasibility problem can be constructed according to the
original problem (7) as

find Qk ∈ H
+
N , k ∈ {1, . . . ,K}

s.t. log2

(
1 +

ȟkQkȟ
H
k∑

j �=k ȟkQjȟH
k +N0

)
≥ r̂k;

K∑
k=1

tr{QkAn} ≤ Pn;

rank{Qk} = 1. (40)

Recently, the authors of [30] proved that the rank-one con-
straints in a optimization problem like the one given by (40)
are redundant as long as the problem is feasible. Therefore, we
can ignore the rank-one constraints on {Qk} and transform the
feasibility problem (40) into a convex one with constraints of
affine transformation of second-order cones [29] shown as

find Qk ∈ H
+
N , k ∈ {1, . . . ,K}

s.t. ȟkQkȟ
H
k ≥ (2r̂k − 1)

⎛
⎝∑

j �=k

ȟkQjȟ
H
k +N0

⎞
⎠ ;

K∑
k=1

tr{QkAn} ≤ Pn. (41)

Problem (41) is convex and can be solved numerically [27].
Therefore, the seemingly non-convex feasibility problem (40)
can be efficiently solved, so that the polyblock algorithm [21]
can be applied to find the optimal rate-tuple. In more detail,
for an upper-bound rate-tuple r̂outer, we can always find a
point on the boundary of the achievable rate region expressed
as toptr̂outer, where topt ∈ [0, 1) is obtained by applying the
bisection method on t to check whether problem (41) is feasible
with tr̂outer. In such way, each UE’s upper-bound rate r̂outerk

can be individually replaced by a feasible one tr̂outerk , thus
r̂outer can be gradually refined until the optimal rate-tuple is
found, which is achievable with a gap of ε.

APPENDIX II
PROOF OF THEOREM 1

In order to generate the upper-bound rate for UE k, first, the
BS needs to terminate the service with the other K − 1 UEs
because any transmission to a UE other than UE k will in no
way increase the signal power of UE k and will incur inter-UE
interference to UE k, leading to a sub-optimal rate. Second, the
BS should pour all its transmission power P onto UE k since
saving power will just decrease the signal strength received at
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UE k. Thus, we should concentrate on the signal part of UE k
and write the beamforming vector for UE k in a general form
with full BS power as

wk =
√
P w̃k =

√
P
(
βkĥ

H
k +

√
1− |βk|2vk

)
, (42)

where vk is a unit-norm vector orthogonal to ĥH
k and βk is a

complex value satisfying |βk| ∈ [0, 1] to make w̃k a normalized
vector. According to (8) and (42), the expected signal power of
UE k can be derived as in (43), shown at the bottom of the page.

In (43), equation (a) holds becauseZ, e	k, and vk are indepen-
dently distributed. Equation (b) is obtained from the fact that
e	k, and vH

k are i.i.d. isotropic vectors located in the (N − 1)-
dimensional nullspace of ĥk, and hence |e	kvk|2 follows a
beta(1, N − 2) distribution and its mean value is 1/(N − 1)
[28]. According to [6], E{Z} can be computed as

E{Z} = 2Bβ

(
2B ,

N

N − 1

)
. (44)

In (44), β(x, y) is the beta function defined as β(x, y) =
(Γ(x)Γ(y))/(Γ(x+ y)) [28], where Γ(·) denotes the gamma
function [28]. Since it is easy to verify that

1− N

N − 1
E{Z} > 0, for N > 1, B ≥ 0, (45)

we can conclude that E{S	
k} in (43) is a monotonically increas-

ing affine function with respect to |βk|2. Thus, E{S	
k} achieves

its maximum value when |βk|2 = 1, and hence we have

E {S	
k} ≤ Aave

k P (1− E{Z}) . (46)

Finally, from (12), we can upper bound the expected rate for
UE k as

E {log2 (1 + SINR	
k)}

≤ log2 (1 + E {SINR	
k})

≤ log2

(
1 +

E {S	
k}

N0

)

≤ log2

(
1 +

Aave
k P (1− E{Z})

N0

)
. (47)

Our proof is completed by plugging (44) into (47).

APPENDIX III
PROOF OF LEMMA 2

With some mathematical manipulation, (a+ bZ)/(c+ dZ)
can be rewritten as

a+ bZ

c+ dZ
=

b

d
+

a
c − b

d

1 + d
c z

. (48)

First, d can be derived as

d =Aave
k

∑
j �=k

P̃j

(
1

N − 1
− N

N − 1
|βj |2

)

=Aave
k

⎛
⎝∑j �=k P̃j

N − 1
− N

N − 1

∑
j �=k

P̃j |βj |2
⎞
⎠

≥Aave
k

⎛
⎝∑j �=k P̃j

N − 1
− N

N − 1

√∑
j �=k

P̃ 2
j

∑
j �=k

|βj |4
⎞
⎠ (49)

≥Aave
k

⎛
⎜⎝
∑

j �=k P̃j

N − 1
− N

N − 1

√√√√√
⎛
⎝∑

j �=k

P̃j

⎞
⎠

2∑
j �=k

|βj |4

⎞
⎟⎠ (50)

=Aave
k

⎛
⎝∑j �=k P̃j

N − 1
−
∑

j �=k P̃j

N − 1
N

√∑
j �=k

|βj |4
⎞
⎠ , (51)

where (49) is obtained from the Cauchy-Schwarz inequality and
(50) is valid because

∑
j �=k P̃

2
j ≤ (

∑
j �=k P̃j)

2. From (51), we
can conclude that d ≥ 0 if

∑
j �=k |βj |4 ≤ (1/N2). Therefore,

in the following, we consider two cases, i.e., d = 0 and d > 0.

E {S	
k}=E

{
|hkwk|2

}
=Aave

k PE

{∣∣∣h̃	
kw̃k

∣∣∣2}

=Aave
k PE

{
(1− Z)|βk|2 + Z

(
1− |βk|2

)
|e	kvk|2

}
+ 2Aave

k PE

{
R

{√
(1−Z)Z (1−|βk|2)βke

	
kvk

}}
(a)
= Aave

k PE

{
(1− Z)|βk|2 + Z

(
1− |βk|2

)
|e	kvk|2

}
(b)
= Aave

k P

[
(1−E{Z}) |βk|2+E{Z}

(
1−|βk|2

) 1

N−1

]

=Aave
k P

[
E{Z}
N − 1

+

(
1− N

N − 1
E{Z}

)
|βk|2

]
(43)
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Case 1: d = 0
It is straightforward to show that

E[Z]

{
a+ bZ

c+ dZ

}
=E[Z]

{
a+ bZ

c

}

=
E[Z]{a+ bZ}

c

=
E[Z]{a+ bZ}
E[Z]{c+ dZ} . (52)

Case 2: d > 0
If |βk|4 ≥ (1/N2), it is apparent that b ≤ 0 since b =

Aave
k P̃k((1/(N − 1))− (N/(N − 1))|βk|2) from (26). Be-

sides, it is easy to show that a, c > 0 from the definition in (26).
Hence, in (48), (a/c)− (b/d) > 0 since a, c, d > 0 and b ≤ 0,
which leads to the convexity of ((a/c)− (b/d))/(1 + (d/c)z)
for z > 0. Hence, the following inequality holds,

E[Z]

{
a
c − b

d

1 + d
c z

}
≥

a
c − b

d

E[Z]

{
1 + d

c z
} . (53)

Plugging (53) into (48) yields

E[Z]

{
a+ bZ

c+ dZ

}
≥ b

d
+

a
c − b

d

E[Z]

{
1 + d

c z
}

=
bE[Z]{Z}+ a

E[Z]{c+ dZ}

=
E[Z]{a+ bZ}
E[Z]{c+ dZ} . (54)

Our proof is thus concluded from (52) and (54).

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers for
their careful reading and constructive comments to improve the
quality of this paper.

REFERENCES

[1] D. Gesbert, M. Kountouris, R. Heath, C. Chae, and T. Salzer, “From
single-user to multiuser communications: Shifting the MIMO paradigm,”
IEEE Signal Process. Mag., vol. 24, no. 5, pp. 36–46, Sep. 2007.

[2] G. Caire and S. Shamai, “On the achievable throughput of a multiantenna
Gaussian broadcast channel,” IEEE Trans. Inf. Theory, vol. 49, no. 7,
pp. 1691–1706, Jul. 2003.

[3] T. Yoo and A. Goldsmith, “On the optimality of multianntenna broad-
cast scheduling using zero-forcing beamforming,” IEEE J. Sel. Areas
Commun., vol. 24, no. 3, pp. 528–541, Mar. 2006.

[4] M. Sharif and B. Hassibi, “A comparison of time-sharing, DPC, beam-
forming for MIMO broadcast channels with many users,” IEEE Trans.
Commun., vol. 55, no. 1, pp. 11–15, Jan. 2007.

[5] Evolved Universal Terrestrial Radio Access (E-UTRA): Physical Layer
Procedures, 3GPP TS 36.213 V11.2.0, Feb. 2013.

[6] N. Jindal, “MIMO broadcast channels with finite-rate feedback,” IEEE
Trans. Inf. Theory, vol. 52, no. 11, pp. 5045–5060, Nov. 2006.

[7] M. Botros and T. Davidson, “Convex conic formulations of robust down-
link precoder designs with quality of service constraints,” IEEE J. Sel.
Topics Signal Process., vol. 1, no. 4, pp. 714–724, Dec. 2007.

[8] C. Zhang, W. Xu, and M. Chen, “Robust MMSE beamforming for mul-
tiuser MISO systems with limited feedback,” IEEE Signal Process. Lett.,
vol. 16, no. 7, pp. 588–591, Jul. 2009.

[9] M. Sadek, A. Tarighat, and A. Sayed, “A leakage-based precoding scheme
for downlink multi-user MIMO channels,” IEEE Trans. Wireless Com-
mun., vol. 6, no. 5, pp. 1711–1721, May 2007.

[10] B. Dai, W. Xu, and C. Zhao, “Multiuser beamforming optimization via
maximizing modified SLNR with quantized CSI feedback,” in Proc.
WiCOM, Netw. Mobile Comput., Sep. 2011, pp. 1–5.

[11] H. Du and P. Chung, “A probabilistic approach for robust leakage-based
MU-MIMO downlink beamforming with imperfect channel state infor-
mation,” IEEE Trans. Wireless Commun., vol. 11, no. 3, pp. 1239–1247,
Mar. 2012.

[12] P. Chung and H. Du, “Robust SLNR downlink beamforming based on
Markov’s inequality,” in Proc. IEEE ICC, Jun. 2012, pp. 3627–3631.

[13] J. Zou, W. Liu, M. Ding, H. Luo, and H. Yu, “Transceiver design for
AF MIMO two-way relay systems with imperfect channel estimation,”
in Proc. IEEE GLOBECOM, Dec. 2012, pp. 1–5.

[14] Z. Wang, W. Chen, and J. Li, “Efficient beamforming for MIMO relaying
broadcast channel with imperfect channel estimation,” IEEE Trans. Veh.
Technol., vol. 61, no. 1, pp. 419–426, Jan. 2012.

[15] A. Tajer, N. Prasad, and X. Wang, “Robust linear precoder design for
multi-cell downlink transmission,” IEEE Trans. Signal Process., vol. 59,
no. 1, pp. 235–251, Jan. 2011.

[16] R. Bhagavatula and R. Heath, “Adaptive limited feedback for sum-rate
maximizing beamforming in cooperative multicell systems,” IEEE Trans.
Signal Process., vol. 59, no. 2, pp. 800–811, Feb. 2011.

[17] W. Yu and T. Lan, “Transmitter optimization for the multi-antenna down-
link with per-antenna power constraints,” IEEE Trans. Signal Process.,
vol. 55, no. 6, pp. 2646–2660, Jun. 2007.

[18] “Smart and fast: Embracing the mobile broadband future,” in Proc. 3GPP
TSG RAN Workshop REL Onwards, Jun. 2012, pp. 1–16, RWS-120018.

[19] S. Sesia, I. Toufik, and M. Baker, LTE: The UMTS Long Term Evolution.
Hoboken, NJ, USA: Wiley, 2009.

[20] J. Brehmer and W. Utschick, “Utility maximization in the multi-user
MISO downlink with linear precoding,” in Proc. IEEE ICC, Jun. 2009,
pp. 1–5.

[21] A. Rubinova, H. Tuyb, and H. Maysa, “An algorithm for monotonic global
optimization problems,” Optimization, vol. 49, no. 3, pp. 205–221, 2001.

[22] L. Liu, R. Zhang, and K. Chua, “Achieving global optimality for weighted
sum-rate maximization in the K-user Gaussian interference channel with
multiple antennas,” IEEE Trans. Wireless Commun., vol. 11, no. 5,
pp. 1933–1945, May 2012.

[23] Y. Taesang, N. Jindal, and A. Goldsmith, “Multi-antenna downlink chan-
nels with limited feedback and user selection,” IEEE J. Sel. Areas
Commun., vol. 25, no. 7, pp. 1478–1491, Sep. 2007.

[24] W. Santipach and M. Honig, “Asymptotic capacity of beamforming with
limited feedback,” in Proc. IEEE ISIT , Jun. 2004, p. 289.

[25] A. Wiesel, Y. Eldar, and S. Shamai, “Zero-forcing precoding and general-
ized inverses,” IEEE Trans. Signal Process., vol. 56, no. 9, pp. 4409–4418,
Sep. 2008.

[26] J. Brehmer and W. Utschick, “Optimal interference management in
multi-antenna, multi-cell systems,” in Proc. IZS Commun., Mar. 2010,
pp. 134–137.

[27] M. Grant, S. Boyd, and Y. Ye, CVX User’s Guide for cvx Version 1.1
(Build 565), Nov. 2007.

[28] I. Gradshteyn and I. Ryzhik, Table of Integrals, Series, Products, 7th ed.
Amsterdam, The Netherlands: Elsevier, 2007.

[29] M. Bengtsson and B. Ottersten, “Optimal downlink beamforming using
semidefinite optimization,” in Proc. 37th Annu. Allerton Conf. Commun.,
Control, Comput., Sep. 1999, pp. 987–996.

[30] E. Bjornson, N. Jalden, M. Bengtsson, and B. Ottersten, “Optimality
properties, distributed strategies, measurement-based evaluation of coor-
dinated multicell OFDMA transmission,” IEEE Trans. Signal Process.,
vol. 59, no. 12, pp. 6086–6101, Dec. 2011.

[31] Z. Luo, W. Ma, A. So, Y. Ye, and S. Zhang, “Semidefinite relaxation of
quadratic optimization problems,” IEEE Signal Process. Mag., vol. 27,
no. 3, pp. 20–34, May 2010.

[32] Y. Huang and D. Palomar, “Rank-constrained separable semidefinite
programming with applications to optimal beamforming,” IEEE Trans.
Signal Process., vol. 58, no. 2, pp. 664–678, Feb. 2010.

[33] J. Proakis, Digital Communications, 3rd ed. New York, NY, USA:
McGraw-Hill, 1995.

[34] H. Wan and W. Chen, “Joint source and relay design for multi-user
MIMO non-regenerative relay networks with direct links,” IEEE Trans.
Veh. Technol., vol. 61, no. 6, pp. 2871–2876, Jun. 2012.

[35] M. Ding, J. Zou, Z. Yang, H. Luo, and W. Chen, “Sequential and incre-
mental precoder design for joint transmission network MIMO systems
with imperfect backhaul,” IEEE Trans. Veh. Technol., vol. 61, no. 6,
pp. 2490–2503, Jul. 2012.



DING et al.: ROBUST BEAMFORMING FOR MULTI-USER SYSTEMS WITH PER-ANTENNA POWER CONSTRAINTS 4573

[36] X. Wang, W. Huang, S. Wang, J. Zhang, and C. Hu, “Delay and capacity
tradeoff analysis for motioncast,” IEEE/ACM Trans. Netw., vol. 19, no. 5,
pp. 1354–1367, Oct. 2011.

[37] X. Wang, L. Fu, and C. Hu, “Multicast performance with hierarchi-
cal cooperation,” IEEE/ACM Trans. Netw., vol. 20, no. 3, pp. 917–930,
Jun. 2012.

Ming Ding (M’12) received the B.S. and M.S. de-
grees (with first-class honors) in electronics engi-
neering from Shanghai Jiao Tong University (SJTU),
Shanghai, China, in 2004 and 2007, respectively.
From September 2007 to September 2011, he pur-
sued the Doctor in Philosophy (Ph.D.) with SJTU. In
December 2011, he received the Ph.D. degree in sig-
nal and information processing from SJTU. In April
2007, he joined Sharp Electronics (Shanghai) Co.,
Ltd. Advance R&D Center [now Sharp Laboratories
of China (SLC)] as a Researcher. From September

2007 to September 2011, he worked as a Researcher/Senior Researcher with
SLC. He is currently a Principal Researcher with SLC. He has been working
on B3G, 4G, and 5G wireless communication networks for more than 8 years
and his research interests include OFDM synchronization, multiple-input
multiple-output-OFDM technology, relay systems, interference management,
cooperative communications, heterogeneous networks, device-to-device com-
munications, and modeling of wireless communication systems. Up to now,
he has published about 20 papers in IEEE journals and conferences, about
20 standardization contributions, as well as a Springer book on cooperative
communications. In addition, as the first inventor, he holds 8 CN, 2 JP, and
2 KR patents and filed another 25+patent applications on 4G/5G technologies.

Hanwen Luo was born in 1950. Currently, he
is a Professor in Shanghai Normal University,
Shanghai, China and Shanghai Jiao Tong University,
Shanghai. He is also the Vice-Director of the Shang-
hai Institute of Wireless Communications Technol-
ogy with Shanghai Jiao Tong University. He used
to be the leading Specialist of the China 863 high-
tech program on Beyond 3G wireless communica-
tion systems and China 973 high-tech program on the
researches of military equipment. His research inter-
ests include cooperative communications, multiple-

input multiple-output-OFDM systems, etc.

Wen Chen (M’03–SM’11) received the B.S. and
M.S. degrees from Wuhan University, Wuhan, China,
in 1990 and 1993, respectively, and the Ph.D. degree
from the University of Electro-Communications,
Tokyo, Japan, in 1999. From 1999 to 2001, he was
a Researcher of the Japan Society for the Promotion
of Sciences (JSPS). In 2001, he joined the University
of Alberta, Canada, starting as a Postdoctoral Fellow
with the Information Research Laboratory and con-
tinuing as a Research Associate with the Department
of Electrical and Computer Engineering. Since 2006,

he has been a Full Professor with the Department of Electronic Engineering,
Shanghai Jiao Tong University, China, where he is also the Director of the
Institute for Signal Processing and Systems. Since 2014, he has served as the
Dean of the School of Electronic Engineering and Automation, Guilin Univer-
sity of Electronic Technology. His interests cover network coding, cooperative
communications, green communications, cognitive radio, and multiple-input
single-output-OFDM systems. In this area, he has published 52 papers in IEEE
Journals and more than 100 papers in IEEE conferences.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


