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This paper presents a detailed performance conguaris

We present a relative performance comparison of theof TORA with Ideal Link-State (ILS) routing and pur

Temporally-Ordered Routing Algorithm (TORA) with an
Ideal Link State (ILS) routing algorithm. The
performance metrics evaluated
efficiency for both control and data, as well asl¢o-end

flooding [4]. Comparison with ILS is useful due iis
simplicity and familiarity. Furthermore, ILS tecHogy is

include bandwidth the basis for the Open Shortest Path First (OSBF) [

routing protocol currently under consideration fee by

message packet de|ay and throughput_ The routingthe u.S. mllltal'y in its |arge mobile networks. Cpamison

algorithms are compared in the context of a dynamic
multihop, wireless network employing broadcast
transmissions. The network parameters varied irelud
network size, average rate of topological changed a
average network connectivity. While the averagevask
connectivity was found not to be a significant dacthe
relative performance of TORA and ILS was foundeo b
critically dependent on the network size, and agereate

of topological changes. The results further indéc#ibat
for a given available bandwidth—as either the side
network increases or the rate of network topolobica

with flooding is secondary, and is useful to see th
network environment in which a more efficient rowfi
technique than flooding is necessary. Comparisotm wi
flooding is also useful since one might expect-thas the
rate of topological change increases in a dynamiwork,
eventually all other routing algorithms will essatly
“breakdown” leaving flooding as the only recourseis
useful to know whether our test scenarios are aipeyat
or near this breakdown point.

The paper is organized as follows: a brief desionipt
of TORA is given in section 2, a detailed descadptof

change increases, the performance of TORA eveptuall the simulation design is given in section 3, the

exceeds that of ILS.

1. Introduction

The Temporally-Ordered Routing Algorithm (TORA)
[1] is a distributed routing algorithm for mobileultihop,
wireless networks which builds upon the earlier kvof
[2] and [3]. It is best suited for use in large,neynic,
bandwidth-constrained networks such as those peapos
for future mobile military systems. TORA is design®
minimize reaction to topological changes. A key aapt
in its design is that it largely decouples the gatien of
potentially far-reaching control message propagefiom
the rate of topological changes. Control messadig
typically localized to a very small set of nodesaméhe
change without having to resort to a dynamic, heraal
routing solution with its attendant complexity. $hi
localization is achieved at the cost (or benefi®)not
performing a shortest-path routing computation—i.e.,
TORA does not perform shortest-path routing. Howeve
for the conditions expected in large mobile netvgorik
will be seen that this approach is superior to -Btékte
routing.

performance results for the scenarios we considared
given in section 4, and some final thoughts andréit
work are given in section 5.

2. Protocol Overview

Although space constraints prohibit a full desdoipt
of TORA (see [1] for the full protocol specificatip the
simulated version can be briefly described as follows. A
separate version of TORA runs independently forheac
destination. The algorithm is distributed in thatdes
need only maintain information about adjacent nddes
one-hop knowledge). It guarantees all routes atistant
in time are loop-free, and typically provides nypiki
routes for any source/destination pair that recuireoute.
The protocol is “source initiated” and quickly ctes a set

L A slight modification to the specification in [tfas necessary
to ensure stability between the route creationrantke erasure
processes in networks with ongoing topological cfesn The
modification allows only nodes with a “non-reflegtéeight to
generate an UPD packet in response to a QRY recepti
Additionally, nodes with “reflected” reference lésenust
participate in the QRY forwarding process.
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of routes to a given destination—only when desired—

to its ability to minimize and localize reactions t

using a query-reply process which builds a directed topological changes, TORA was expected to outperfor

acyclic graph of routes rooted at the destinati®imce
multiple routes are typically established, manyological
changes require no reaction at all, as having glesiroute
is sufficient. Following topological changes thab d
require reaction, the protocol quickly re-estaldisivalid
routes via a temporally-ordered sequence of difigisi
computations—each computation consisting of a semuen
of directed link reversals. The guiding principlehind
the protocol's design is to minimize reaction to
topological changes. This principle, in turn, serv®
minimize communication overhead. Finally, in theetv
of a network partition, the protocol detects thetifian
and erases all invalid routes within a finite time.
Realizing this behavior requires the use of threstrol

packet types: query (QRY), update (UPD) and cleare.

(CLR). QRY packets are used by source nodes talsear
for nodes that know a route to the intended detitina
The search is accomplished via flooding. UPD paches
used to build and maintain routes. During routedig
and maintenance, each node maintains a value (which
be thought of as a “height”) and nodes exchangé& the
heights. Links are assigned a direction based @n th
heights of neighboring nodes—i.e., they are direftech
higher to lower. The significance of the heightshat—
during routing, a node may only route informatian &
lower node. The route building process can be thoof

as a directed flood which is generated in resptm$gRY
reception, while the route maintenance processeeds
as a sequence of directed link reversals in regptmshe
loss of some node’s last downstream link. CLR ptcke
are used to erase routes. Route erasure occurs ahen
node perceivésthat it has detected a network partition.
The effect of route erasure at a node is to sdtdight to
null.

3. Simulation Design

A design goal of our simulations was to evaluate th
effect of varying the following three network
characteristics:

* Network size
« Rate of topological change
*  Network connectivity

A well-designed series of tests can provide insigtu

TORA'’s applicability for mobile wireless networkBue

2 A node’s perception of a partition is not alwagsrect. Routes
that are no longer valid (i.e., rooted at the degion) may
sometimes be erased in the absence of an actusicphy
partition. A node may perceive a partition whers iho longer
connected to the destination via a path of assidined
directed) links—although it may still connected he t
destination via some path of unassigned (i.e.,rentéd) links.

ILS as the network size and rate of change weneased.
Furthermore, TORA was expected to perform better in
densely-connected networks, since this would temd t
further minimize and localize its failure reactions

The relative performance of the three routing mdgho
simulated herein was based on measurement of the
following parameters:

« Bandwidth utilization efficiency

= Number of data bits transmitted per message bit
delivered

= Number of control overhead bits transmitted per
message bit delivered

= Total number of bits transmitted per message bit
delivered

Mean message packet delay

e Message packet throughput (fraction of packets
delivered)

These measures were intended to provide insigbt int
the ability of the protocols to route packets teith
intended destination, and the efficiency of thetqeols in
accomplishing that task.

The comparison of TORA, ILS and pure flooding was
accomplished via simulation using the Optimizedvidek
Engineering Tool (OPNET). In order to provide stifnt
control of the networking environmental charactirss
and to permit simulation of the largest possiblemoeks
in a reasonable time using OPNET, a mobile wireless
network was modeled in the simulations usindied
network topology with the ability to control
failure/recovery of individual links. Links in théxed
topology essentially indicate radio connectivitytoeen
node pairs. In the model, failures/recovery of edink
was determined randomly and independently. Multiple
base topologies were used to vary the size of m&two
while simulation parameters (input at runtime) weased
to adjust the rate of topological change, the ngtwo
connectivity, and the message traffic load. Eachhef
three routing protocols was implemented over a comm
framework, and every effort was made to ensure dngt
simplifying assumptions did not favor one protooweker
another.

The common framework consisted of the network
model and the node model, which were constructetbpn
of an assumed data link layer. The details of thsvark
topological design, link failure/recovery mechanitiak
error/delay characteristics, and channel access are
discussed in the network model section. The noddefo
section covers the details of the message traffic
generation, queueing mechanics, and transmissiengde



3.1. Network M odel channel access was nqt
directly implemented in the A

Three different baseline network topologies (19, 43 simulation, it was possible for
and 99 nodes) were used to vary network size. dieroto a node to receive multiplg
avoid any bias in the results due to changes it packets  (from  different
connectivity” as a function of network size, all tife neighbors) simultaneously.
networks were designed with a similar topological
structure—i.e., a densely-connected honeycomb stiown 3.2. Node M odel
Figure 1(a).

Each link in a given network continuously cycled A common node model P[ACTIVE] = f
between two states (ACTIVE and INACTIVE) was used for all of the
independently of all other links. Once ACTIVE, tlime a network nodes. Message P[INACTIVE]=1 -f
link remained ACTIVE was determined randomly based packets with a payload size g
on an exponential distribution. The mean of the 1024 bits were produced (1— f)
distribution (“mean-time-to-failure,” 1) was an input  randomly with exponentially f
parameter of the simulation. Running successive distributed interarrival times
simulations, while varying this parameter, allowed by a packet generator in each
evaluation of the effect of the topological chamgte on ~ given node. The mean rig e 2. Link, state
routing performance. Essentially, a lower link mdiame- interarrival time for message (ansition diagram
to-failure corresponded to a higher rate of topmay  packet generation was set to a
change. The long-term average fraction of time dadh common value for all of the nodes in a given baseli
would remain operationaf, was also a simulation input network topology. The method used to select thenmea
parameter. Variation of this parameter affected the interarrival times will be described in section @nce a
average overall network connectivity (i.e., whies 0.5, message packet was generated, its destination was
on average 50% of the links in the network are afye@nal selected randomly from the set of other nodes i@ th
at any given time). A “snapshot” of how the 43-node network (using a uniform distribution) and the peickas
topology may look at an instant in time is depiciad queued for transmission. Thus, each node randomly
Figure 1(b). The parametérwas also used to determine generated message traffic for all other nodes. 1Gbnt
the initial state of each link at the beginning edich ~ packets were given strict priority over messagekpes;
simulation execution. Once INACTIVE, the time aklin and message packets bound for differing destinaticere
remained INACTIVE was also determined randomly by serviced by a round-robin policy.
an exponential distribution. However, the mean hd t For the ILS implementation the “next-hop” neighbor
distribution (“mean-time-to-repair,” 4§, was computed Wwas selected based on Dijkstra’s shortest path
from 1ju and f. The state transition diagram for this Computation [4]. While the ILS implementation cortel
continuous-time Markov process, and the equation by©nly @ single next-hop neighbor for a given desiima
which 14 is computed, are presented in Figure 2. TORA often provides multiple “downstream” neighbors

Each ACTIVE link permitted error-free transmission fqr routing to'a given destlnat|on.. Therefore, talightly
either direction, and we assumed that channel acises different versions of TORA were implemented. In fhist

handled at the link level. The link propagationagelas version (labeled TORA), the next-hop neighbor was
set to zero, since it is relatively insignificanthen selected randomly from the set of downstream neighb

o : i iform distribution. In the second version
compared to the packet transmission and queueilayge using -a uni ’ N .
When a node needed to “broadcast’ a packet to itS(Iabeled TORA LN) the “lowest” downstream neighbor
neighbors, copies of the (as determined by the height of the neighbors) was

packet were forwarded selected as the next-hop neighbor.
over each of its ACTIVE Provided that there was an ACTIVE link over whioh t
adjacent links. For 'transmit,.packets were transmitted consecutivelhauit .
accounting purposes, whe |ntermgd|ate processing delays. Any packet being
computing the number of trans.mltted over a link vyhen a failure occurred was
bits  transmitted, eacH @swsiess ) Swpanot ol 45 considered lost and was discarded by the receivaug.
“broadcast’” was counted node topology vt Transmission Qelay was determined by the lengtthef
only once—even though N Figure 1. Example packet and a fixed transmission rate that wasséDR4
the simulation, a separate paseline topology and b!ts per second. This rate was se.zl'ected for tweames
copy had to be delivered to  snapshot of topology F|rsF, for the large, mobl!e military networks. 'that
each neighbor. Since  with 50% connectivity motivated development of this protocol, raw trgrmmn
rates are very low (approx. 10 kbps). After accounfor
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the overhead associated with channel access, odda |
control, error detection/correction, etc., usabéadwidth

in these networks is on the order of one kbps. Seco
simulation of higher transmission rates, while ode for
future studies regarding the effect of bandwidth
availability, was not necessary for the relative
performance evaluation carried out here. Evaluatién
routing performance under higher traffic loads vebbive
required processing of many more simulation evente

Recall that a smaller Ilink mean-time-to-failure
corresponds to a higher rate of topological chaftgeh
data point collected was based on two hours of Isited
operation time. The bandwidth utilization as a fimt of
rate of topological change is depicted in FigureTBe
solid (lower) portion of the stacked bars represethie
average number of data bits transmitted per data bi
delivered (DATA), while the hashed (upper) portion
represents the average number of control overhéad b

additional processing burden would have placed antransmitted per data bit delivered (CTRL). The DATA

unreasonably low limit on the network size and rafe
change that could be evaluated, due to excessivaty
simulation run times. Thus, in summary, end-to-end

portion represents only the message packet, payldad
while the CTRL portion represents the control padkes
as well as message packet overhead (header) bits. T

message packet delay was solely a function of routesolid portion can also be interpreted as the awerag

availability, route selection,
transmission delays.

queueing delays and

4. Results

number of times a message packet was transmitteals o
the average path length (in hops) traveled by datkets
(for ILS and TORA).

The results clearly indicate that the average fatbth
traveled by ILS message packets is shorter. Howetvisr

Testing was completed by executing several seqeence@pparent that as the rate of change increasesntoeint

of simulations on each given baseline network togyl
In each sequence, one input parameter (e.g., lieénm
time-to-failure or average network connectivity) sva
varied while the other parameters were kept consEsor
each set of input parameters, all of the routingtquols
were subjected to an identical sequence of randants.
For each baseline network topology (e.g., 19, 43 29+

of control overhead for ILS increases much moradigp
than for TORA. In fact, at the higher rates of aj@an
depicted, ILS utilizes more bandwidth for control
overhead than for data. The effect that this ireeda
control overhead has on the mean message packstidel
depicted in Figure 4. The mean packet delay has bee
plotted on a logarithmic scale to provide visuglaation

node networks), a suitable message traffic load wasbetween the data points when the delay was lessltfa

selected as follows. A common, mean interarrivéd far
message packet generation in all nodes was selpced

seconds.
As the rate of topological change increases, the

above the threshold where flooding message packetsincrease in ILS control overhead begins to cause an

caused significant queueing delay. This correspdrtde
an environment where a more efficient routing aliyon

than pure flooding could provide a lower, averageket
delay. The traffic loads for the three networks evers
follows: 4.0 packets/node/minute for the 19-nodevoek,

1.5 packets/node/minute for the 43-node networl, @6

packets/node/minute for the 99-node network.

41. Network Size and Rate of Topological
Change

Running a similar sequence of simulations (over
varying rates of topological change) on each of the
different baseline network topologies, providedighs
into the effects of network size and rate of topadal
change on routing performance.

4.1.1. Network size: 19 nodes. The first sequence of
simulations was run on the 19-node network oveyingr
rates of topological change, while the average odtw
connectivity was held constant at 90%. The link mea
time-to-failure was initially set to 32 minutes,dareduced
by one half for each successive simulation to omaute.

increase in the average, message packet delay. Yben
link mean-time-to-failure is less than approximpteight
minutes, the average, message packet delay for TCNRA

is less than ILS. Thus, despite the shorter avepih
length traveled by ILS message packets, the additio
queueing delay (caused by the excessive ILS control
overhead competing “in-band” for the same channel)
results in a longer overall message packet delay.

Network Size: 19 nodes
Connectivity: 90%
Traffic Load: 4 pkts/node/min
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Increasing Rate of Change

Figure 3. Bandwidth utilization as a function of rate of
topological change—19 nodes with 90% connectivity



Network Size: 19 nodes localize its reactions to topological change, itnist as

Connectivity: 90%

Traffic Load: 4 pktsinode/min significantly affected by the increase in netwaodes

1000

Network Size: 43 nodes
Connectivity: 90%
Traffic Load: 1.5 pkts/node/min

100 —O—TORA 20
—{J—TORA LN 18 :: 2
—A—ILs 16 B 5
10 —O—Flooding 4 “:

Mean Packet Delay (sec)

35 30 25 20 15 10 5 0
Link Mean Time To Failure (min)

per Data Bit Delivered
ILS I
DATA

Number of Bits Transmitted
Flooding

Increasing Rate of Change E—
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TORA 1]

TORA LN [
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Figure 4. Mean message packet delay as a function of Link Mean Time To Failure (min)
rate of topological change—19 nodes with 90% Increasing Rate of Change  ———
connectivity

Figure 5. Bandwidth utilization as a function of rate of
topological change—43 nodes with 90% connectivity
4.1.2. Network size: 43 nodes. The second sequence of
simulations was run on the 43-node network oveyingr Network Sze: 43 nodes
rates of topological change, while the average odtw Traffic Load: 16 pkts/node/min
connectivity was held constant at 90%. 1000
With the exception of some minor differences, the
plots for the 43-node network appear very simitarthe
equivalent plots for the 19-node network. Againsitlear
that the average path length traveled by ILS messag
packets is shorter. As expected, the average eaiftH
traveled by message packets and the minimum mea
message packet delay are slightly greater for flthe 1
algorithms in the 43-node network than in the 18eo T e tmererae o
network. Once again, as the rate of topologicalngha
increases, the ILS control overhead increases naqidly

(Figure 5), causing an increase in the averagesayes  Figure 6. Mean message packet delay as a function of

packet delay (Figure 6). rate of topological change—43 nodes with 90%
Perhaps the most significant difference between theconnectivity

plots for the 43-node and 19-node networks is #te at
which these behaviors are exhibited. For the 43snod
network, the average message packet delay for TORA
is less than ILS when the link mean-time-to-failigdess
than approximately 150 min. (2 hr. 30 min.). Theglns
to show the effect of network size.

Since ILS must maintain full topological knowledae
all nodes, the scope of the failure reactions (dnug the

100 —O—TORA
—{—TORALN
—A—ILS

10 —O—Flooding

Mean Packet Delay (sec)

Increasing Rate of Change e

4.1.3. Network size: 99 nodes. The third sequence of
simulations was run on the 99-node network oveyiagr
rates of topological change, while the average oetw
connectivity was held constant at 90%.

The two plots (Figures 7 and 8) illustrate the etpd
results. The rate threshold (where TORA LN begios t

amount of control overhead associated with eachoutperform ”‘S.) occurs at even a lower rate. Intfac
topological change) increases with network —size. TORA LN continues to provide a lower mean message

Furthermore there is a coupling between the agggega packet delay even when the link mean-time-to-failis
rate of topological change in the network and nekwo approximately 273 hours. This is potentially duepart,
size. Since the larger network has a greater nurober to the large amount of control overhead required fo

: - ; : ; initialization when using ILS.
links, if the link failure/recovery mechanics arenstant ni
(i.e., same average connectivity and link mean-tiore The mean message packet delay for TORA and TORA

failure), the larger network will experience a gma LN appears to be incregsing slightly at the higmem§ of
aggregate rate of network topological change. Beeand topo'loglcal change depicted. quever, a close evain
these factors, ILS cannot tolerate as high of @ it of Figure 7 and the corresponding plots for thenb8le

; : (Figure 3) and 43-node (Figure 5) networks suggtets
change in the larger network. Since TORA tends to this may not be due to an increase in TORA control

overhead. The ratio of CTRL to DATA bits for TORAdd



not increase more for the 99-node network thantffier between th@ggregaterate of network topological change
smaller networks. However, the average path lengthand average network connectivity. The average nummbe
traveled by TORA message packets in the 99-nodelink-state changes per minute for the 90% and 40%

network shows a slightly disproportionate incredseus, connectivity simulations (measured during simulatio
the slight increase in average path length is lybthe execution) are depicted on the plots (5.9 changesand
cause of the slight increase in delay. 2.7 changes/min. respectively).
— Assuming the amount of control overhead was thg onl
Connectivity: 90% factor affecting mean message packet delay, onditmig

Traffic Load: 0.6 pkts/node/min

expect the delay for TORA packets to increase dued t
delay for ILS packets to decrease (with decreasing
average network connectivity). However, Figure 10
illustrates that this is not the case. As the ayersetwork
connectivity decreases, the mean message packay del
increases dramatically for both TORA and ILS. Theam
delay for flooding packets, on the other hand, eases.
The likely cause for this result is an increasecthber
s oas  an - pye of network partitions. In a more sparsely-connected
Link Mean Time To Failure (hr) network, a given node is more likely to be unreé&dddy
Increasing Rate of Change ~ —— some other set of nodes for a longer period of tiiece
the TORA and ILS protocol implementations esselgtial
gqueue message packets until a route becomes deailab
this can have a significant effect on the mean agess
_ packet delay. Alternatively, the scope of floodingssage
Network Size: 99 nodes .
Connectvity: S0% . semin packets would tend to be smaller, on average. This
1000 reduces mean packet delay for flooding in two wjst,
the average number of packets to be processedjyen
node (over time) would be less, resulting in lessuging
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Figure 7. Bandwidth utilization as a function of rate of
topological change—99 nodes with 90% connectivity

100 o ToRA delay. Second, packets with the least number ofshop
—{3—TORA LN . - . .
s required to reach their intended destination wdagdnost

—o—Flooding likely to be delivered.

Although throughput plots have not been included
herein, the conjecture of “an increased numberebivark
300 250 200 150 100 50 0 partitions” is further supported by the throughput

Link Mean Time To Failure (nr) measurement data. Despite the lower aggregateofate
noreasing Rate of Change  ———— network topological change associated with the more

sparsely-connected networks, the throughput fording
packets decreases dramatically.

10

Mean Packet Delay (sec)

Figure 8. Mean message packet delay as a function of
rate of topological change—99 nodes with 90%

ConneCtIVIty ’C‘ier:xvl?ﬂrekaﬁi%'lelinfTT)og;ISure: 32 min
Traffic Load: 1.5 pkts/node/min
20
4.2. Network Connectivity 18 iz
16 ; 6
4 ¥

A sequence of simulations was run over a range of
average network connectivity, while the link meane-
to-failure was held constant. The conditions ofsthi
starting point were an average network connectiafy
90% and link mean-time-to-failure of 32 minutes.elch
subsequent simulation the average connectivity was o s 70% o o a0%
reduced by 10%. The bandwidth utilization and mean| 9changesimin Connectivity (2.7 changes/min)
message packet delay as a function of average retwo
connectivity are depicted in Figures 9 and 10.

Note that while the ratio of CTRL to DATA bits for
TORA increases slightly, the ratio for ILS decreasEhe
decrease in ILS control overhead results from gliog

Number of Bits Transmitted
per Data Bit Delivered

ILS
DATA

Flooding

[T
o N

TORA 1]

TORA LN [

o N & o ®

Figure 9. Bandwidth utilization as a function of average
network connectivity—43 nodes with 32 min. link mean-
time-to-failure



Network Size: 43nodes overhead for TORA. If so, then there must be some
Traffic Load: 1.5 pkis/node/min threshold for network size and/or rate of topoladjic
change in which any shortest-path routing protaeolid

perform poorly relative to TORA. This conjecture is

1000

; 100 —O—ToRA difficult to prove in general, but can perhaps heven to
3 —O—TORALN be valid for other existing shortest-path protocélature
3 s work will compare TORA against these other protsdal
a 10 —O—Flooding . .

5 an attempt to further support this conjecture.
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