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Abstract - Color is one of the most important low-level 
features used in image analysis and retrieval. In this paper  
we introduce an algorithm for extracting compact color 
feature in the CIELAB color space. Our method is based 
on an ant colony clustering algorithm, which helps us 
develop a perceptually based image similarity metric. We 
propose a dominant color and area percentage model, 
which provides a very compact color feature 
representation of images. Besides image similarity metric 
is developed based on dominant colors matching. The 
algorithm introduced in this paper is well suited for 
creating small color descriptors and is efficient. It is 
suitable for image representation, matching and retrieval. 
It also has some important advantages for content-based 
image retrieval system, such as great reduction of the 
feature file sizes needed for storage and indexing. 

Keywords: Ant-colony clustering, dominant color set, 
optimal matching. 

1 Introduction 
Colors [1], textures [9], and shape of objects [10] are 

widely used low-level features in content-based image 
retrieval systems. Color histogram, due to its good 
performance in characterizing the global color information, 
is widely used in many image retrieval systems. Histogram 
Intersections, proposed by Swain [1] in 1991, was a stable 
and efficient technique for matching model and image 
histograms. Smith [2] proposed a method to quantize colors 
into 166 bins in the HSV color space, with 18 Hues, 3 
Saturations and 3 Values, plus 4 grays. Zhang [3] gave a 
new dividing method to quantize the color space into 36 
non-uniform bins, which is more reasonable to the human 
vision model. Although the color histogram has shown to 
be an effective method for retrieving based on the entire 
image property, the large volume of feature vectors makes 
the storage and indexing problem more complicated. It has 
been observed that the color quantization schemes 
commonly used in computing the color histogram, such as 
the above two methods, have a major and common 
drawback. That is, neglecting the similarity of the colors 
near the boundary of the bins, so that similar colors might 
be quantized to different bins in the histogram, thus 
increasing the possibility of retrieving dissimilar image. 

Besides color histogram, another commonly used method 
is to apply clustering based technique to quantize the color 
space. Ma et al. utilized a vector quantization called 
Generalized Lloyd algorithm (GLA) [4] to quantize the 
RGB color space, in order to minimize the mean square 
error and generate a compact color feature representation. 
But it has two drawbacks: the number and position of the 
initial clustering centers must be set before the algorithm 
starts; another problem is that it usually produces the local 
optimal clustering result instead of the global optimal result. 
Mojsilovic [5] proposed a new quantization scheme in the 
Lab space, that is firstly sampling the luminance axis into 

LN  levels, then for each discrete luminance value, choose 

PN colors in the corresponding ( , )a b  as points nz  of a 
hexagonal spiral lattice in the complex plane. Wan [7] 
proposed a new approach to image retrieval with 
hierarchical color clustering scheme based on a pruned 
octree color representation. 

The problem of how to extract semantic information 
from the image still remains the biggest obstacle in the 
content-based image retrieval system [18], [19]. In [8] 
Rogowitz performed psychophysical experiments analyzing 
human perception of image content, showing that visual 
features have a significant correlation with semantically 
relevant information. Mojsilovic [5] indicated that even 
with the absence of semantic cues, “semantically correct 
retrievals” can also be achieved by perceptually based 
features. By exploiting the fact that the human eye cannot 
perceive a large number of colors at the same time, nor is it 
to distinguish close colors well, we aim to create small 
color descriptor, which is suitable for image representation, 
matching and retrieval.  

The contribution of this paper is that we propose a new 
ant-based clustering technique, which models the behavior 
of ants’ collecting corpses and is self-organizing, to extract 
perceptually dominant colors as the foundation for image 
matching. Corresponding similarity metric is established by 
using an optimal matching algorithm in graph theory. In 
addition to this, we also address the issue of GLA 
quantization scheme used in [4]. That is avoiding clustering 
getting into local optimality and the sensibility to initial 
clustering centers. It also has better average retrieval rate 
(ARR) and average normalized modified retrieval rank 
(ANMRR) compared with other techniques shown in 



section 5, according to our experiment in the image 
retrieval system PKUQBIC. 

 
2 Basic model of ant colony algorithm 

Ant colony algorithm has been proposed and applied in 
various areas since 1990s [11, 12, 13, 14, 15, 16]. It is a 
distributed, heuristic searching algorithm, which models 
the behavior of ants’ prowling. Many achievements have 
been attained when ant colony algorithm applied in solving 
complex combinatorial optimization questions, such as 
Traveling Salesman Problem, Job Shopping Scheduling 
Problem, and Graph Coloring Problem. Another type of ant 
colony algorithm is ant-based clustering, which models the 
ants’ behavior of piling corpses [11]. Researchers found 
that the ants can assemble the ant corpses into several piles 
in their studies. If there is an ant corpse pile, it will attract 
the other ants to put more and more corpses in the pile. So 
a few bigger corpse piles are constructed in the end. 
Deneubourg [11] proposed a basic model that explains the 
ants’ behavior of piling corpses, which is commonly called 
BM (Basic Model) to describe the ants’ clustering activity. 
The general idea is that when an unloaded ant encounters a 
corpse, it will pick it up with a probability that increases 
with the degree of isolation of the corpse; when an ant is 
carrying a corpse, it will drop it with a probability that 
increases with the number of corpses in the vicinity. The 
picking and dropping operations are biased by the 
similarity and density of data items within the ants’ local 
neighborhood: unloaded ants are likely to pick up data 
items that are either isolated or surrounded by dissimilar 
ones; loaded ants tend to drop them in the vicinity of 
similar ones. Two functions [11] define the probabilities of 
picking up and dropping an object in the following. 

 
 
 
 

 

 

 

 
 
 
f  is defined as the fraction of neighboring sites occupied 

by objects of the same type, and K + , K − are threshold 
constants.  

Lumer and Faieta [12] proposed LF algorithms, which 
improve Deneubourg’s basic model by introducing a 
measure of dissimilarity between data objects. The 

dissimilarity d  between objects in the attribute space of 
the object is defined as: if two objects io  and jo are 

similar objects, then ( , ) 0i jd o o = ; if io  and jo  are 

highly dissimilar objects, then ( , ) 1i jd o o = . These 

objects can be extended as points in the nR  space and 

( , )i jd o o  as the Euclidean distance between them. 

In Lumer’s algorithms, all data items are randomly 
scattered on the toroidal grid, each ant is placed at a random 
position and randomly picks up one data item. They 
proposed the following density measure for a data item io : 
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It means at time t , an ant at the site r  finds an object io , 

( )if o  measures the mean similarity of the object io  with 
the other objects that are in its neighborhood with 
perception area. The parameter α  defines the dissimilarity 
scale, and the parameter s  is the radius of the surrounding 
region. The sum in this expression extends over all 
surrounding objects jo  in the local area of element io , 

( , )i jd o o  measures the distance between a pair of data 

elements ( , )i jo o  scaled by α .  

 
3 Dominant color features extraction  
3.1 Extract dominant colors 

Firstly an input image is transformed into CIELAB color 
space [17]. Then we get the training sequence consisting of 
M source vectors: 1 2{ , , , }MT x x x= K . The source vector 

that is 3-dimensional consists of L , a , b value in CIELAB 
color space, for example, { , , }m m m mx L a b= , 

1, 2, ,m M= K . 
Then we utilize the ant colony clustering algorithm that 

is described in section 2 to extract the dominant colors from 
the training sequence T . The first step is to randomly 
project training sequence T  onto a plane, then a few 
virtual ants are generated, randomly placed on the plane. 
The behavior of an individual ant is similar to that of the 
ant in the BM mentioned in section 2. Then the density 
measure of each ant is computed. Each ant acts according 
to its current state and corresponding probability. Finally 
several clustering centers are visually formed through the 
ants’ collective actions. 

The formula of computing density measure is the same as 
formula (3). In the following dominant colors clustering 
algorithm we proposed another two probability conversion 

The probability that an ant which is not 
carrying an object will pick up an object: 

2( )pickup
KP

K f

+
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+

             (1) 

The probability that an ant which is 
carrying an object will drop an object:  

2( )drop
fP

K f−=
+

                (2) 



functions for simplicity. The two modified versions of 
probability conversion functions are shown as formula (4) 
and (5). 

 
 

 

 

 

 

 

 

The procedure of the algorithm is shown in the following. 
Step 1: Initialize parameters, set Cycle_Count as i , 
Max_Cycles as N.  
Step 2: Project training sequence T  onto a plane, give 
each ant an initial object, initial state of each ant is 
randomly set. 
Step 3: For all the ants, begin clustering actions such as 
picking up or dropping objects. 
Step 4: Compute density measure ( )if o  of each ant by 
formula (3). 
Step 5: (1) If the ant is loaded, compute the dropping 
probability dropP  by formula (5). Compare dropP  with a 

random generated probability randomP . If dropP > randomP , 
then the ant drops the object and the coordinates of the ant 
are given to the object, the state of the ant becomes 
unloaded; else a pair of randomly generated coordinates is 
given to the ant. 

(2) If the ant is unloaded, compute the pick-up 
probability pickupP  by formula (4). Compare pickupP  with a 

random generated probability randomP . If pickup randomP P< , 

the ant doesn’t pick up the data object, another data object 
is randomly given to the ant; else the ant picks up the data 
object, the state of the ant becomes loaded, and a new pair 
of randomly generated coordinates is given to the ant. 
Step 6: The Cycle_Count 1i i= + , if i N>  or no object 
is dropped or picked-up during Step5, the algorithm is 
ended with a few clustering dominant colors generated, else 
go to Step3 and the algorithm continues. 
 
3.2 The clustering result of dominant colors 

After using the ant colony clustering algorithm, we 
extract the dominant colors codebook denoted as 

0 1 1{ , , }NC c c c −= L , where N  is the number of dominant 
colors of the image and each dominant color 

{ , , }i i i ic L a b=  is a 3-dimensional LAB color vector, which 

is the centroid of the colors belonged to ic . In our 
experiment N  is set as 8, which is sufficient for image 
matching compared with other histogram based method. 
This indicates that our method largely reduces the feature 
file sizes needed for image storage and indexing. Finally 
the percentage of each dominant color is calculated and the 
dominant color feature vectors are denoted as: 

{( , ) |1 , 0 1}c j j j jf I P I N P= ≤ ≤ ≤ ≤             (6) 

where jI  is the index in the dominant colors codebook C , 

jP  is the corresponding area percentage with 

1
0 1, 1j j

j N
P P

≤ ≤

≤ ≤ =∑ . 

 
4 Color similarity measure 
4.1 Distance measure 

The dominant color { }ic  and the corresponding area 

percentage described above allow the definition of a color 
similarity measure closely match the human perception. 
The basic principle is that similarity between two images in 
terms of color composition should be measured by a 
combination of color and area differences [6]. Based on 
human visual system, for two images to be considered 
similar in terms of color features, two conditions need to be 
satisfied. First, the colors of dominant color elements of the 
two images need to be similar. Second, the color 
components with similar colors need to have similar area 
percentage. 

Given two images, a query image A  and a target image 
B  with AN  and BN  dominant colors respectively, feature 
vectors of the two images are denoted 
as ( ) {( , ) | 1 }c a a Af a I P a N= ≤ ≤  and 

( ) {( , ) | 1 }c b b Bf b I P b N= ≤ ≤ . Then we define the 
Euclidean distance measure between any two dominant 
colors from the dominant colors codebook C as: 

2 2 2( , ) ( ) ( ) ( )
a b a b a b a ba b I I I I I I I IW I I C C L L a a b b= − = − + − + − (7) 

Use the formula (8) as the distance measure of color 
features. 

(( , ), ( , )) | | ( , )a a b b a b a bD I P I P P P W I I= − +            (8) 
Note that the distance between the dominant color 

feature is defined as the sum of the distance in terms of the 
area percentage and the distance in the Lab color space.  

The (( , ), ( , ))a a b bD I P I P  can be pre-computed and stored 
in a table. Supposing that ( , )I P  is one of the dominant 
color elements of image A , we need to identify the best 
matching color ( , )k I B  from the dominant color feature 

vectors [ ]{( , ) | 1, }b b bI P b N∀ ∈  of image B. 

Probability of an unloaded ant picking up an 
object is:  
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Probability of a loaded ant dropping an 
object is: 
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(( , ), ( , ))a a b bD I P I P  is a normalized value so that the value of 
similarity between ic  and jc  can be defined as: 

( , ), ( , ) (( , ), ( , ))( ) 1a a b b a a b bI P I P D I P I PSim = −        (9) 

4.2 Optimal matching 
Given two images, a query image A  and a target 

image B , each of them has the dominant color set 

1 2{ , , }a a a a
KC c c c= L and 1 2{ , , }b b b b

KC c c c= L  respectively, 
where K  is the number of dominant colors of each image. 
In order to compute the similarity of the two images, we 
first have to search the optimal matching dominant colors 
between the two dominant color sets aC  and bC .  

We use the optimal matching method in graph theory [20] 
to solve the problem. We construct the bipartite graph as 

{ , , }a bG C C E= , where aC  and bC  are dominant 
colors sets of the two images. ,{ }i jE e=  is the edge sets, 

where a weight ,i jw  is assigned to the edge ,i je  in G . 

,i jw  is the value of similarity between two dominant colors 
a
ic  and b

jc , computed by formula (9). Given the weighted 

bipartite graph G  (An example is shown in Fig.1), the 
Kuhn-Munkres algorithm [20] can be used to solve the 
optimal matching problem. This algorithm has been applied 
in some research such as content-based video retrieval [21] 
and document similarity search [22]. The computational 
complexity of Kuhn-Munkres algorithm is 3( )KO . Based 
on the optimal matching theory, the similarity measure of 
the query image and the target image can be computed by 
the sum of all distances between every matched pair of 
dominant colors. Then the retrieval result can be ranked 
according to the value of similarity. 
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Fig.1. (a) A bipartite graph of two dominant color sets. 

(b) The optimal matching result. 
 
5 Experimental results and analysis 

We have developed a content-based image retrieval 
system called PKUQBIC to validate the efficiency of 
proposed algorithms and techniques in this paper. Our 
experimental image database consists of 4000 natural 
images, distributed into 28 different categories. We present 

the retrieval examples of our scheme and compare it with 
two previously proposed algorithms in [3] and [4], shown 
in Fig. 2. From Fig. 2(a) we can see the histogram based 
method [3] retrieves some dissimilar images because they 
neglect similarity of colors near quantizing boundary, thus 
similar colors are quantized into different bins that may 
lead to false retrieval. GLA quantization algorithm [4] is 
sensitive to the initial clustering centers, and may get 
clustering into local optimality, just as Fig. 2(b) shows. The 
ant based clustering technique of extracting perceptually 
dominant colors is self-organizing, and provides a very 
compact color feature representation of image. From the 
retrieving results Fig. 2(c) we can see that our scheme is 
well defined, and achieves much better retrieving results 
than the other two methods. 

 

 

Fig.2. Retrieving examples of three methods, the query 
sample is the first image of each group. (a) The proposed 
method in [3], (b) The proposed method using GLA 
algorithm in [4],  (c) The proposed method in this paper 

We also use average retrieval rate (ARR) and average 
normalized modified retrieval rank (ANMRR) [23] to 
evaluate the performance of our proposed algorithm in the 
4000-image database of PKUQBIC. ARR and ANMRR are 
the evaluation criterions used in all of the MPEG-7 color 
core experiments [23]. ANMRR measure coincides linearly 
with the results of subjective evaluation about retrieval 
accuracy. We also give the ARR and ANMRR evaluation 
of the two previously proposed methods in order to 
compare with our scheme, shown in Fig.3. According to the 
definition of ARR and ANMRR, the ARR should be larger 
and the ANMRR should be smaller in order to get better 
performance. Fig.3 shows that the proposed method in this 
paper gets a significant improvement in retrieval 
performance compared with the other two methods. The 
horizontal axes in Fig.3 denote corresponding image 



category, listed as: 1-cup, 2-building, 3-fruit, 4-face, 5-car, 
6-hill, 7-fire, 8-bird, 9-dog, 10-sea. 
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Fig.3. ARR performance (up) and ANMRR performance (down) 

of the three methods 
 

6 Conclusions 
Based on the fact that visual features have a significant 

correlation with semantic information of image, this paper 
propose an ant colony clustering scheme, which has the 
eminent property of self-organizing, to extract the dominant 
color features that are well matching human perception of 
images. Besides we develop a perceptually based image 
similarity metric based on dominant colors matching. The 
optimal matching algorithm is used to search the optimal 
matching results of the dominant colors sets of any two 
images. The proposed method in this paper also has some 
important advantages in image retrieval system, such as 
great reduction of image feature file sizes needed for 
storage and indexing. Because the perceptually dominant 
colors are well clustered, the proposed techniques can be 
easily extended to include the texture features or spatial 
information to measure similarity, which is our research 
direction in the near future. 
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