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Abstract ployed in the near future. The reasons for this are
twofold. First, vehicles can easily provide the re-
In this paper we investigate the use of ad-hoc routirgiired power for wireless communication, and adding
algorithms for the exchange of data between vehiclggme weight for antennas and additional communica-
There are two main aspects that are of interest in thiign hardware does not cause major problems. Further-
context: the specific characteristics of ad-hoc networksore it can be expected that vehicles will have an accu-
formed by vehicles and the applicability of existingate knowledge of their own geographical position, e.g.,
ad-hoc routing schemes to networks that display theggmeans of GPS. Thus many problems making the de-
characteristics. In order to address both aspects we geldyment of ad-hoc networks in other scenarios prob-
erate realistic vehicular movement patterns of highwg@matic are not relevant here. Second, there is a wealth
traffic scenarios using a well validated traffic simulasf desirable applications for ad-hoc communication be-
tion tool. Based on these patterns we show that thgeen vehicles ranging from emergency warnings and
characteristics of vehicular ad-hoc networks are quigigstribution of traffic as well as road condition infor-
different from the frequently used random waypoirthation to chatting and distributed games. As a conse-
model. We then proceed to evaluate the performanggence many vehicle manufacturers and their suppliers
of a reactive ad-hoc routing protocol (DSR) and of &re actively supporting research on how to integrate mo-
position-based approach (greedy forwarding as donepife ad-hoc networks into vehicles,[2].
GPSR) in combination with a simple reactive location , L : .
service. Our analysis suggests that for vehicular net-WhIIe communication between veh|cle_s is frequently
works where communication spans more than 2 or”?m'oned #l asa target for ad-hoc _routmg protocols,
hops position-based ad-hoc routing has significant d4E" have previously been no studies on how the spe-
vantages over reactive non-position-based approacﬁ'é@ movement patterns of vehicles may influence the

both in the number of successfully delivered packe‘i?éOtOCOI performance and applicability. Typically the
and in routing overhead. behavior of routing protocols for mobile ad-hoc net-

works is analyzed based on the assumption that the
nodes in the network follow the random waypoint mo-
1 Introduction bility model [4]. In this model each node randomly se-
lects a waypoint in the area that contains the network
Communication between vehicles is considered a priaed moves from its current location to the waypoint
area where mobile ad-hoc-networks are likely to be deith a random but constant speed. Once a node has ar-
*Holger RiBler and Martin Mauve are with the “Lehrstufilrf r_lved at the waypqlnt it pauses for a random ar_nount of
Praktische Informatik IV” of the University of Mannheim time before selecting a new waypoint. Since this move-
({fuessler mauveg @informatik.uni-mannheim.de). ment pattern of nodes has no similarity to the behav-
THannes Harter_lstein .and Michaehg&mann are with the NECior of Vehic|es' the random Waypoint model seems to
('\f{elj‘;"r?:;:ﬁb;;::logt'zism'}'g']ieeztﬁ;%Sema y@ccrienec.de). be inappropriate to investigate the characteristics of ve-
*Dieter Vollmer is with DaimlerChrysler. . hicular ad-hoc networks or to determine which routing
(Dieter.Vollmer@daimlerchrysler.com protocols are suitable for vehicular ad-hoc networks.
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In this paper we propose to make use of a detailddn 2 where we also describe the generated movement
model for vehicular traffic to investigate the use of agattern for a highway scenario used in the remainder
hoc routing algorithms for the exchange of data bef this work. The characteristics of vehicular ad-hoc
tween vehicles. The model includes elements suchreworks are investigated in Sectidnln Sectiond we
vehicle characteristics (e.g., a car has a different moyevide an overview of ad-hoc routing strategies and re-
ment pattern than a truck) and driver behavior (e.dated work in general and give a more detailed descrip-
when does a driver decide to change lanes). Models ltien of the two candidate protocols we selected for the
this are used by vehicle manufacturers to determine t@mparison. In Sectiofiwe report on the results of the
lifetime of parts of a vehicle, such as shock absorbesinulation of both routing protocols for the communi-
or turn signals. Thus, these models have to be very aetion between vehicles. We then conclude our findings
curate. As an output highly realistic movement patterasd report on directions of future research in Section
are produced.

Based on these movement patterns we are then able . . )
to analyze the characteristics of the dynamic topology/ Simulation of Vehicular Traffic
formed by the mobile nodes. We show that the char-
acteristics this network is significantly different fronVehicular traffic simulations can be classified coarsely
those formed by using the random waypoint model. into microscopicandmacroscopi@pproachesd].
particular we look at network partitioning aspects and When following a macroscopic approach, one fo-
want to understand whether oncoming traffic needsauses on system parameters likaffic density(num-
be used for the routing of packets. We employ tHeer of vehicles per kilometer per lane) waffic flow
network simulator ns-29] and the accompanying Ad-(number of vehicles per hour crossing an intersection)
Hockey tool B] for this purpose. in order to compute a road’s capacity or the distribu-

Our focus is then on studying the applicability ofion of traffic in a road net. In general, from a macro-
two routing strategies to vehicular ad-hoc networks Isgopic perspective vehicular traffic is viewed as a fluid
means of ns-2 and the above mentioned movement gatmpressible medium and, therefore, is modeled as a
terns. The key question we want to answer is whetrgecial derivation of the Navier-Stokes equations.
the use of positional information in a routing approach In contrast, with a microscopic approach the move-
provides significant benefits for this kind of network. ment ofeachindividual vehicle is determined. In or-

As a representative of a reactive non-position-baseer to generate vehicle movement patterns for ad hoc
strategy we investigate the behavior of the well knowouting experiments one clearly has to follow a micro-
Dynamic Source Routing (DSR)7] protocol. As scopic approach, since the position of each individual
position-based strategy we build on the Greedy Perimehicle is needed. Nevertheless, one also has to take
ter Stateless Routing (GPSHRg] jprotocol. Most of the care that a microscopic simulation does not result in
previous studies on position-based routing are basedumealistic macroscopic effects. As the vehicle move-
the assumption that an ‘ideal’ location service is presenents are generated by a ‘pre-process’ and complexity
which has an accurate knowledge of the positions of &ltherefore a minor concern, we decided to uBeiger
nodes at no cost. In order to prevent this unfairness fraehavior Mode[10, 11] for the microscopic traffic sim-
affecting our results, we implemented a simple reactiuation. Such a model not only takes the characteris-
location service inspired by the DSR route discovetics of the cars into account but it also includes a model
procedure. of the driver’s behavior, like lane changing and passing

The main contributions of this work are (1) a detailedecisions, traffic regulation and traffic sign considera-
discussion of the characteristics of vehicular ad-hoc nétns, or decreasing speed in curves, to name only a
works (2) the comparison of ad-hoc routing strategiésw. Driver Behavior Models are known to be highly
for vehicular networks by means of realistic movemenatcurate and are therefore used by vehicle manufactur-
patterns and (3) the use of a location service in comlirs, e.g., to determine the lifetime of certain parts of the
nation with position-based routing such that the comar.
parison is fair in the sense that neither approach profitsAs a simulator we use the well validated
from perfect external information. DaimlerChrysler-internal driver behavior simula-

The remainder of this work is structured as followgion tool called FARSI. This simulator is regularly
we outline the model for vehicular movement in Se@mployed to generate traffic simulations for the product
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Figure 1: A 500m highway segment with a traffic density of 6 vehicles per kilometer and lane taken from our
generated movement scenario.

development and evaluation of (company name). In 25
particular FARSI simulations show realistic speeds,
distances, and macroscopic properties like traffic flow , |
and lane usage. Thus, FARSI guarantees that the
vehicle movement patterns forming the basis of ou
experiments are as realistic as possible. g
In this paper we investigate a typical highway sceé
nario of 30 km length with two lanes per direction and” or
with an average of 6 vehicles per kilometer and lane.
Furthermore, the so-called 50%-desired speed param- 5 |
eterv; (the parametev; splits the the population of
vehicles into two halfs: the ones with a desired speed of % 8 10 10 190 10 100 ﬁm
at mostvs and the ones with a desired speed larger than kmih
Vi) is set to 130km/h. We assume that 15% of all vehi-
cles are trucks. In FARSI the oncoming traffic is gener-  Figure 2: Distribution of initial desired speeds.
ated as a separate simulation for a single direction, i.e.,
both directions are independent. The positions of the
vehicles are recorded every half a second together witih a German highway since vehicles are only allowed
current speed, lane identifier, and acceleration. Frdmpass on the left lane.
this file we generated our ns-2 movement file by taking
a 200 seconds slice of the scenario. )
The described scenario corresponds to weak day trdf-  G€neral Observations
fic on a German highway. In order to get an impression . _ )
of the topology of a highway scenario with such a trafl! order to get a first understanding of a vehicular ad-
fic density, a snapshot with realistic proportions for BC network’s topology and its dynamics we investi-
highway segment of 500 m is given in Figute gated th(_a h!ghway scenario from the previous section
Since the topology and the topological changes oVBr2 qu_alltatlve manner. Of particular interest was the
time are of utmost importance for our routing experf€oretical connectivity of the ad-hoc network formed
ments, we present in the following some properties BY the cars. One question we wanted to answer was
the generated scenario with respect to the distributi$ifether or not it is necessary to route packets over on-
of velocities and lane usage. coming trafﬁc in prder to geF acceptgble connectivity.
Figure 2 shows the distribution of the initial desired,Th'S question Is Important since routing over oncom-
speeds for the simulation (we quantized speeds 9 traffic implies fast topologlcal changes and poten-
10km/h bins). The corresponding cumulative distrib{2! Problems on the physical level (doppler effect, etc.).
tion shown in Figure3 matches very well the cumula-As @ S|mpl|f|c§t|on we first assumed that any two nodes
tive distribution taken from a ‘real’ measurement frorff@" COmmunicate when they are no more than 250 me-
a German highway. ters apart (approxmatlng the' behavior of IEEE 802.11).
The distribution of velocities in the simulated scelVith the given average density of nodes (6 per lane per
nario with 6 vehicle per km and lane is given in FigurE'lometer_) _network partitioning should then pe very rare
4 (percentage of total time spent in a specific velocitl/the Positions of the nodes were equally distributed.
class). In order to determine the connectivity we followed a

The lane usage measurement for our highway sdgesignated node for 200 seconds on a 10 km path. For

nario ShOW$ 57.2% usag_e.Of th? left lane and 42.8% US=0One has to note that speeds and lane usage depend on national
age of the right lane. This is typical for weak day traffiegulations.
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Figure 3: Computed vs. measured cumulative distribigre 4: Distribution of speeds in the simulated sce-
tion of initial desired speeds. nario with 6 vehicles per kilometer and lane.

each node in a 3 km range of that node we calculated
which other node could be reached directly and visuahe figure: the dotted one indicates the number of par-
ized this using Ad-Hockey. This was done twice: in thigtions when only vehicles driving in the same direction
first experiment there was no communication allowegte considered for fowrwarding while the other graph
between vehicles driving in opposite directions. In thgescribes the situation where all vehicles are taken into
second experiment all vehicles on all four lanes weagcount. It can be seen that for the typical radio range of
allowed to communicate with each other. IEEE 802.11 (250 m) there are 7 partitions when only
The result was converted to an MPEG video whidhe vehicles driving in the same direction are taken into
can be downloaded from our web-server. A typicalccount. This is reduced to 2 partitions when all vehi-
example of the connectivity when the directions ardes participate in the mobile ad-hoc network. Further-
treated separately is given in Figuséa) This figure more the graphs show that a communication range of
shows that both directions are partitioned. When i400 m would be desirable to completely eliminate par-
vestigating all 200 seconds of simulation time netwotkioning in this scenario when all vehicles are used or
partitionings are rather frequent, even though the av&800 m if only vehicles driving in the same direction
age density of nodes is quite high. Clearly, the reaspatrticipate.
for this is that the position of vehicles is not equally Based on these qualitative observations it seems
distributed. This is caused by situations where one sldikely that it will be necessary to route data packets over
vehicle (e.g., a truck) overtakes another slow vehicle. dmcoming traffic even if the density of nodes headed in
these situations connectivity will often break when onhe same direction is quite high. If this is not done net-
coming traffic is not used to form the ad-hoc networkwork partitionings can be frequent and each partitioning
In contrast Figure5(b) shows the same situatiorpersists for a noticeable amount of time. Therefore an
when nodes on all four lanes are allowed to commaeequate technology for vehicular ad-hoc networks will
nicate with each other. It does show that partitioningiave to support the routing of messages over oncoming
of the network can be avoided by using oncoming trafaffic.
fic. An investigation of the full 200 seconds shows that
most of the network partitionings can be alleviated in )
this fashion. 4 Ad-Hoc Routing Strategies
In addition we were interested in understanding how
the amount of network partitions depends on the coiellowing the qualitative observations we now briefly
munication range. 6 shows the number of partitionssummarize different known ad-hoc routing strategies.
on a 10 km segment with respect to the communicatidwo of them are presented in more detail in Sections
range of each individual node. Two graphs are givendn2 and4.3. Both are then quantitatively evaluated for
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(a) Connectivity when considering only nodes headed in the (b) Connectivity when considering nodes headed in both di-
same direction. rections.

Figure 5: Analysis of connectivity.

their use in vehicular networks in Sectién Position-basedouting algorithms require that infor-
mation about the physical position of the participating
4.1 Routing Protocols for mobile Ad-Hoc nodes be available. This position is made available to
Networks the direct neighbors in form periodically transmitted
beacons. A sender can request the position of a receiver
There are three general classes of routing protocols fyr means of a location service. The routing decision
mobile ad-hoc networksProactivealgorithms employ at each node is then based on the destination’s posi-
classical routing strategies such as distance-vector rdifth contained in the packet and the position of the for-
ing (e.g., DSDV [L2)) or link-state routing (e.g., OLSRwarding node’s neighbors. Position-based routing does
[13] and TBRPF [14]). They maintain routing infor- thus not require the establishment or maintenance of
mation about the available paths in the network evéputes. Examples for position-based routing algorithms
if these paths are not currently used. The main draare face-2 18], GPSR B], DREAM [19] and termin-
back of these approaches is that the maintenance of agles routing 20]. As a representative of the position-
used paths may occupy a significant part of the availased algorithms we have selected GPSR, (which is al-
able bandwidth if the topology of the network changegorithmically identical to face-2), since it seems to be
frequently [L5). Since a network between cars is exscalable and well suited for very dynamic networks.
tremely dynamic we did not further investigate proad&xamples of existing location services which map the
tive approaches. ID of a node to its position are Homezon&l], Grid
Reactiverouting protocols such as DSR][ TORA Location Service12], and the location service part of
[16], and AODV [17] maintain only the routes that areDREAM [19]. All of these location services are proac-
currently in use, thereby reducing the burden on the n#t€ in the sense that they continuously communicate to
work when only a small subset of all available routes iBaintain the position of all nodes at all times. In order
in use at any time. It can be expected that communida-enable a fair comparison with reactive ad hoc routing
tion between cars will only use a very limited number aftrategies we have developed a trivial reactive location
routes, therefore reactive routing seems to fit this appervice which causes communication only when the po-
cation scenario. As a representative of the reactive @fion of a node is actually requested. This location ser-
proaches we have chosen DSR, since it has been shaige is used to determine the position of a destination in
to be superior to many other existing reactive ad-hetir experiments.
routing protocols in4].
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R —— from the route caches of the intermediate nodes and of
one direction - the sender. The sender then performs a new route dis-
\ ] covery to find a new route to the destination. As with
25 ?\ 1 route discovery the route maintenance is supported by
a number of additional algorithms that optimize the be-
havior of DSR. For a full description of DSR the reader
is referred to 7].
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radio range [m] two building blocks: a location service and the actual
forwarding of packets.

Figure 6: Number of partitions with respect to radio
range
4.3.1 Reactive Location Service

4.2 Dynamic Source Routing Our reactive location service (RLS) is inspired by DSR

. . . . route discovery: whenever the position of a node is re-
Dynamic Source Routing (DSR) is typically performe ired, the node looking for position information floods

in two steps: route discovery and route maintenance. % - . .
a request containing the ID of the node it is looking for.
node that wants to send a packet to another node flf (i q 9 9

. . . e request contains the ID and position of the request-
checks its local route cache. This cache contains % q P q

valid routes the node knows about. If no route to t g node. When a node receives a request with its own
: B, it replies to the node looking for its position.

destination is present in the cache, a route discovery i
is performed. Essentially the route discovery requires!™ Order to reduce the range of the flooding an ex-
that the node performing it floods the network with ganding ring search is performed: the flooding starts
route requesthat contains the ID of the node it wants t§"ith @ range of 2 hops and is repeated with a greater
contact. Whenever the route request is forwarded byA'9€ when no response IS received o_lurlng a certain
node the forwarding node’s ID is recorded in the pack&ine- The range of the flooding can be increased, e.g.,
When it finally is received by the destination the routd€arly or exponentially.
request contains a valid path from the source to the desWith the reactive location service there is only over-
tination. The destination then sendsoate replyback head when data actually needs to be transmitted. This
to the sender on the path contained in the route requédgkes the comparison with reactive ad-hoc routing
The sender and all nodes on the path from the destigfategies quite fair. Using one of the existing location
tion to the sender put the route in their route cache. $grvices would produce an overhead which does not
order to reduce the amount of flooding, DSR employd@irectly) relate to the transmitted payload data. Thus
number of additional algorithms. For example interm@ny results would depend on how much payload data is
diate nodes that have a valid route to the destinationti@nsmitted.
their route cache may answer the route request directl\Clearly, the overhead of the reactive location service
with the information from the cache. In most situationsill be generally high if communication partners are
these additional algorithms can prevent a full floodinchanged frequently - and thus may be inferior to exit-
of the network. ing approaches in those situations. However, for com-
As long as two nodes communicate with each othparison purposes it seems to be more appropriate than
route maintenancenakes sure that a path between botiroactive location services. In addition the reactive lo-
nodes exists. When a path breaks, a packet that caroaiton service could be optimized, using caching and
be forwarded will generate @ute errorwhich is sent prediction of a node’s future location based on its speed
back to the sender of the original packet. On its wand heading. This was not part of this study and is left
the route error causes the removal of the invalid rouiar future work.



4.3.2 Greedy Perimeter Stateless Routing 5.1.1 Communication Pattern

In Greedy Perimeter Stateless Routing (GPSR) a ndelar the selection of the communication pattern we used
knows the position of its neighbors by means of theine following algorithm. At any time there are 10 pairs
beacons and the position of a packets destination withone sender and one receiver. These pairs are ran-
the help of the location service. domly selected such that they are no more than a max-
With this information a node forwards incomingmum communication distance (in meters) from each
packets to a neighbor located in the general directigfher apart. In addition they are guaranteed to be the-
of the destination. Ideally, this process can be repeat¥@tically able to reach each other during the time they
until the destination of the packet has been reached. gammunicate (i.e., they do not reside in different par-
fortunately it is possible that a node represents a lo¢#ions). The sender then transmits 4 packets per sec-
optimum and has no neighbor which is closer to the de¥d over a time of 5 seconds. The starting time is ran-
tination than itself. In this situation GPSR employs a#omized in order to prevent synchronization. Whenever
algorithm calledPerimeter Routingvhich uses an algo- @ message is successfully delivered, the receiver sends
rithm for planar graph traversal to find a way out of th@ reply. Thus we simulate typical bidirectional traffic
local optimum. The same algorithm was also proposé8 produced, e.g., by TCP. All packets carry a payload
for face-2 in [L§. Since the topology of a vehicularof 64 byte. The maximum distance between senders
network on a highway is unlikely to encounter local opﬁlnd receivers was varied from 500 meters to 4500 me-
tima, we have turned Perimeter Routing off during odi¢rs. Since the selection of partners is random (equally
experiments. distributed) among the nodes fulfilling the constraints,
sender and receiver can travel in the same or in different
directions.

5 Comparison of Routing Strate-
gies 5.1.2 A Note about Border Effects

, L _When simulating a linear street scenario, one has to
In the following we analyze the quantitative behaviql,iger horder effects. For instance, a node leaving

of DSR and GPSR/RLS when applied to a network ﬂtue studied area has to be deactivated, for its real posi-

vehicles. tion is off scope of the simulation. To accomplish that,
we used the energy model of ns-2. If a node reaches the
border of the simulated area, it is deactivated and reac-
tivated (again) when it (re)-enters the scenario. In our
scenario, since no node is allowed to travel backwards,

The environment used for the simulation is based %gch node is activated exactly and deactivated at most

the all-in-one distribution of ns-2.1b8a running undelrtime Of course. when a node is deactivated. it Stons
Linux. TheGPSRcode of Brad Karp was ported to this ' ' ' P

platform. TheDSRcode used is the one integrated iﬁendmgGPSFébeacons.
the distribution. We took a time slice of 200 seconds
of the input data and a reduced kilometer range of 0; 3 pgRr Setup

km (Position from 10 km to 20 km of the original data). -

This results in about 300 nodes in the scenario. The parameters originally set in the ns-2 implementa-
All experiments were conducted with two differention of DSRwere kept for our simulation. The only
MACs. One was IEEE 802.11 as provided in ns-2. Thmodification was done to increase the maximum hop
other one was an idealized MAC we implemented to alistance that a DSR route can span from 16 to 32 so
stract from MAC-specific effects. Thi8-MAC allows that it is possible to reach all destinations even in the
communication between two nodes if they are 250 m&500 meter communication pattern. For a deeper un-

ters or less apart and does not impose any upper limhrstanding oDSRoptimization, please refer ta[. In

on the amount of transmitted data. Collision betwe@mr simulationDSRuses the promiscuous mode of the
distinct packets that are simultaneously transmitted detwork interface to investigate all packets receivable
not occur with the 0-MAC. regardless of the destination address.

5.1 Simulation Setup



5.1.4 GPSR and RLS Setup slower than the vehicles. We concluded that for vehicle

) ) communication linear expanding ring search is not suit-
Greedy Perimeter Stateless Routing was set up as e a5 location service. Thus in the following we only

lows (for a more detailed description of the parameteggnsider exponentially expanding ring search.
please refer tod]): the beacon information of a node,
i.e. its own position, is piggybacked on every packet One key performance metric for the suitability of
(data packets and location service packets) that it fargiven approach is the rate of successfully delivered
wards. When piggybacking a beacon the node resets fagkets. Figur& shows this metric for DSR and GPSR
timer for the scheduling of its next beacon. We variefith increasing maximum communication distances.
the beacon interval betweg0.25,0.5,1,2} seconds to There is just one plot for GPSR since all tested beacon-
study its influence on the rate of successfully delivergghy frequencies provided the same results in all ranges.
packet and routing overhead. We make use of the MAis is no surprise since the flooding for the location
callback feature, enabling a node to reroute packets s§iivice allows to piggy back the beacon information of
buffered by the MAC if a MAC link breaks. Althoughga|| nodes between sender and receiver at the beginning
this is a violation of the strict layer separation, the gaff the communication. Furthermore the data packets
of it is remarkable according t&]. sent will also be used for piggy backed beacons and
Our Reactive Location Service was used first witkeep the information about neighbors up-to-date. We
linear expanding ring search and then with exponentiakted beaconing frequencies with up to 16 seconds be-

expanding ring search. The timeout value for triggeringieen beacons without major change in the outcome of
the flooding with an increased range was set to 1006h& experiment.

multiplied with the number of hops in the last cycle.
The maximum hop-count for the flooding was set to 32,
the same value used by DSR. This should enable us to
reach any node in the simulated area. Each data packet
and each reply sent in response to a data packet con-
tains the ID and location of its sender and its receiver. 100 3= -
Thus the location information about a communicatior T
partner is updated by the receipt of a packet from th@ 90 r

communication partner. g ol
5.2 Simulation Results g 70
5.2.1 0-MAC 60 -

In order to gain an impression that is unaffected by the 50 GPSR.S&E’FS{ $ ‘ ‘ ‘ ‘ ‘

. . . 500 1000 1500 2000 2500 3000 3500 4000 4500
properties of the MAC we started the simulations by us- maximum communication distance [m]
ing the 0-MAC. The first experiments were conducted
for the position based approach with a linear expangigure 7: Packet Delivery Ratio w.r.t. Maximum Com-
ing ring search (increase of 1 hop per cycle). Surprigtiunication Distance using the 0-MAC
ingly we had many cases where a destination node was
not reached by the flooding. A more detailed analysis
helped us to understand the reason for this: the prob-
lem occurs when two vehicles want to communicate Figure7 can be interpreted as follows: as expected
which drive in different directions. For the first floodthe rate of successfully delivered packets for DSR di-
ing a range of 2 was used while the vehicles wereminishes when the maximum communication distance
hops apartr{ was greater than 2). Flooding with rangbecomes larger. This is caused by the fact the DSR
2 therefore remained without success. However, duringeds to maintain a route from the sender to the re-
the time required for the first cycle to time out, the careiver which becomes harder when the length of the
moved in opposing directions so that they now were latute increases. The position based approach stays at
leastn+ 1 hops apart: the expanding ring search wéise perfect packet delivery rate of 100% for all dis-
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Figure 8: Analysis of communication costs.

tances! This can be explained by the properties of paaunication distances. This is caused by the increase
sition based approaches: packet drops can occur adinlyoverhead for route establishment and maintenance
for one of the following three reasons: (1) if a localvhich are the main sources of packets for DSR (besides
maximum is reached. This is extremely unlikely in ouhe actual data packets). GPSR/RLS on the other hand
scenario. (2) If the information about the position dftarts at a higher value and then increases more slowly.
the local neighbors is inaccurate. Again this is very ufurthermore it can be noticed that the communication
likely since the flooding of the location service in comeverhead scales almost linearily with the beaconing fre-
bination with piggy backed beacons will provide nearlguency. The reason for this behavior is that beacons
perfect information about the neighbors. (3) If the irare the dominating source of one hop transmissions in
formation about the position of the destination is inaposition-based routing. These are independent of the
curate. This is also very rare, since using the 0-MA@aximum distance between communication partners.
the reply containing the position of the destination ré&ince the packet delivery ratio is almost independent of
quires only minimal time to reach the sender, thus it iee beaconing frequency and since beaconing provides
very accurate when the data packet is transmitted. the dominating amount of one hop packet transmission
Besides looking at the delivery rate it is also impoit seems appropriate to use a fairly low beaconing fre-
tant to investigate how many packets and how muéiency when employing GPSR/RLS for vehicular net-
data is required to transmit a certain amount of paylo#®rks.
data. We therefore measured the total number of one

hop transmissions that occurred over the whole ”fetimeFigures(b) displays the total amount of data used in

of the simulation. This is shown in Figufa). Both  form of single hop transmissions. It demonstrates that
unicast and broadcast messages are included in this igr needs significantly more data than GPSR for all
ure. For GPSR we show the communication costs f@amined maximum communication range values and
all beaconing frequencies. It can be seen that the V_ab@aconing frequencies. This is caused by the size of
for DSR starts low when the maximum communicatiofe packets needed to establish and maintain routes in
distance is small and grows fast with increasing COffsR . Since these packets need to carry a source route
from the sender to the receiver they can become quite
"It should be emphasized that we did not try to “optimize” théarge. As a contrast the packet size of GPSR/RLS is

simulation to achieve this figure. _In_fact we would have preferred\;\ﬁ‘ry small: all that is required is the position informa-
somewhat less perfect result. We invite people to validate these results

and will therefore put up everything required to run the simulation d#N and ID of the sender (and of the receiver if it is a
the web. data packet).




5.2.2 |EEE 802.11

802.11

In a second round we repeated the experiments using

the default implementation of IEEE 802.11 in ns-2 as 100 g=———a——#-— 5 .
MAC. Given the results from the previous section we, e
expected similar but somewhat less optimal results. Ig 0 e

our initial experiments with IEEE 802.11 we were sur2
prised to see that GPSR/RLS actually performed sinﬁx
ilar and sometimes worse than DSR in respect to the 7o |

80 |

rate of successfully delivered packets. In particular the GPSR0.25 —
exponential expanding ring search frequently failed to | gggséigg R

reach the destination node. Investigating this problem _ DSR --=-- ‘ ‘ ‘ ‘

we noticed that the flooded packets tended to synchro- 500 1000 1500 2000 2500 3000 3500 4000 4500
nize themselves such that they cause collisions at the maximum communication distance fml

MAC layer. In IEEE 802.11 broadcast packets that , , )

are affected by such a collision are not retransmitt&dgure 9: Packet Delivery Ratio w.r.t. Maximum Com-
and remain lost. Thus the synchronized broadcastifiyinication Distance using IEEE 802.11

of packets can lead to a complete whipeout of the af-

fected packet. As a consequence we introduced a jitter

when sending broadcast packets for the expanding rigre their overhead in terms of one hop transmissions
search. This solved the problem. ~and transmitted bytes scales better than that of reactive
Figure9 shows the packet delivery rate for the simugpproaches. The reason for this is that position-based

lation with IEEE 802.11. Generally the outcome is Vel’bbuting does not have to maintain routes and instead
similar to the 0-MAC case. However, there is one mperforms forwarding ‘on the fly’.

nor detail that is worth mentioning: for GPSR/RLS we However, research in this area is far from being com-

had some runs where data packets got lost, even thogghe_ For example, reactive approaches such as DSR
the vast majority of runs did complete without a singlgight be improved by considering the movement of the
packet loss. The main reason for those losses was {hgfvidual nodes in the routing decision. This way they
beacons and broadcast packets from the location sgjuld give preference to routes over vehicles driving
vice would still sometimes collide. Thus the informaj, the same direction and thus minimizing the number
tion about the position and availability of neighbors igf topological changes that might lead to link breaks.
less accurate in the simulation runs with IEEE 802.1%he trivial location service used for position based ad-
This sometimes causes a forwarding node to be igngyc routing could be significantly optimized by us-
rant of the only neighbor with forward progress in thgyg caching and prediction of a node’s future location,
direction of the destination. The cost for the communiased on its speed and heading.
cation remained very similar to that of the 0-MAC case g\ rthermore there are many parameters in both re-
and is therefore not shown here. active and location based ad-hoc routing that could be
tuned to optimize the performance for vehicular com-
. munication. These include single hop radio transmis-
6 Conclusions and Outlook sion range, beaconing frequency, optimized flooding
strategies and many more. Finally it will be interesting
In the near future communication between vehicles with investigate and compare the behavior of the routing
increase the safety and the comfort of passengers.strategies when used in a scenario involving city traffic.
order to remain independent of a potentially very ex-
pensive infrastructure, routing approaches for mobile
ad-hoc networks can be used. In this paper we demddeferences
strated that currently position-based approaches seem to
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