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Abstract
We have proposed an extension of
Ecological Interface  Design (EID) to

encompass the design of auditory displays.

Our analysis shows that EID can succeed in
this task if all stages of Cognitive Work
Analysis (CWA) are employed and if an extra
“attentional mapping” stage is added, which

maps the attentional need of the human
operators. A review of auditory perception and

attention suggests that the critical design

problem is how to facilitate the movement of
sound into focal awareness when the system is
abnormal and out of focal awareness when the
system is normal. Current knowledge of the
shift in auditory attention is limited but

developing in the sonification community.

1 Introduction

The design of effective auditory displays that
support the human operators of complex systems has
received substantially less attention in the human
factors literature than the design of visual digpla=or
example, the HCI Handbook only allocates one chiapte
out of 62 to auditory displays. (Helander et al97p
Auditory displays are most often used as an adjtoct
visual displays in environments where there is avihie
load on operator’s cognitive resources. (Woods5)1.99
The challenges involved in designing auditory digpl
in such environments are substantial because of the
complex interactions that arise between tasks being
processed in different modalities (Wickens & Hotlan
2000). For example, questions that arise are wiaisks
are best suited to the visual and auditory moealiti
what kind of data sets might be better suited soiafi or
auditory display, and how can task sequencing and
attentional load affect design decisions.

In addition, the perceptual processing of audition
and vision differ fundamentally and there is nodevice
that guidelines developed for the design of visual
displays can be simply transferred to auditory ldigm
Ecological Interface Design (EID) presents guidedin
for the development of visual displays of whicheyk

component is the mapping of real world properties t
the interface. (Dinadis & Vicente, 1996, Burns &
Vicente, 1996). However, mapping of data relatigpsh

in the auditory domain is not as intuitive or awiobs

as it is in the visual domain. Even basic questions

remain; how to identify the auditory dimension thast

represents a data dimension, how to capture changes
data by a direction change in the auditory dimemsio
and how to determine the scaling factor that shdweld

used (Walker, Kramer & Lane, 2000).

This paper aims to apply the principles of EIDHe t
design of auditory displays. EID has, until now,
emphasised the design of visual interfaces and
consideration of what visual form the data shoakket
(Vicente & Rasmussen, 1990). The presentation tf da
to other sensors (auditory, vestibular, haptic and
olfactory) has not been addressed. The relativéeoeg
of other sensory modalities in EID is puzzling iew
of the emphasis in EID on representing the worlé in
way that matches human perceptual processes (¥icent
1999). Humans have evolved to process information i
all modalities because it is adaptive to apprehitred
world in multiple ways. In this paper we focus on
auditory displays but the argument presented applie
equally to other modalities. In applying EID to the
design of auditory displays, we address three prest
1. How can the principles of EID clarify when to

present information visually or auditorily?

2. Is EID an adequate theoretical framework for
guiding the design of auditory displays, or does it
need to be extended?

3. Do we have the necessary knowledge about
auditory processes to guide the design of auditory
displays?

2 Why useauditory displays?

There would be few complex control systems that
do not use auditory support somewhere in the design
Control systems still rely heavily on visual digmato
convey information, limiting most auditory displaj®s
the role of directing attention, usually in the rforof
alarms. There are three areas where auditory gspla
should be considered and may offer an advantage ove
visual displays, either alone or in combination hwit
visual displays.



21 Vigilancetasks

Vigilance tasks are characterised by extended
periods of monitoring requiring high levels of oatar
vigilance. The incidence of abnormal events is Ugua
low but if missed can lead to the evolution of gjana
incident (Woods, 1995). Low cognitive load tasksisu
as monitoring in power stations, aircraft cockptsd
medical critical care environments, all use an resite
range of auditory displays (Stanton, 1994). Theoniky;
of these systems are auditory alarms designedréatdi
the operator’s attention to visual monitors.

2.2 High cognitiveload tasks

High cognitive load tasks are characterised by
abnormal states of the system where the need tegs0
large amounts of information increases the workload
the operator. Auditory displays provide a means of
accessing an additional information channel when th
information load is high. Examples of auditory gyss
in high cognitive load environments include the o$e
auditory spatial location information for threat
assessment in fighter cockpits and the use of voice
loops in the NASA control centre (Patterson, Watts-
Perotti & Woods, 1999). In both these cases the
auditory modality provides a way to distribute
attentional resources across modalities. Both these
systems use aspects of attention to help directitog
processing. In the first example the three-dimeraio
location and type of the sound is designed to titfee
pilot’'s focal attention to the type and location af
threat. As the threat diminishes so does the pexdei
auditory input, which allows the auditory signal lte
monitored preattentively. NASA voice loops are used
maintain team awareness of space shuttle operations
where events salient to the operator redirect Seéec
attention to the appropriate voice loop. Both afisth
systems allow the operator to conduct concurresuati
tasks.

2.3 Constraintson visual presentation

There are some data sets that are hard to display
visually. For example, very large data sets arécdit
to display visually and may be better suited toitaug
display. Barrass and Kramer (1999) described the
advantages of displaying seismic data sets aulgitori
Representing the data in sound and then speeditigeup
resulting audification allowed small changes in daga
spread over many hours to be perceived in a few
minutes. Other examples of datasets that might lend
themselves to auditory displays are when events are
fleeting and capturing them in visual display iffidilt,
or when events cluster together and distinguistiiegn
visually is difficult (Barrass & Kramer, 1999).

2.4  Perceptual shiftsaredifficult

In some situations, shifting attention from theuaik
domain is not possible, and providing informatiarthe
auditory domain lets the operator continue to foons
the visual environment. For example, rescue pilss
radio beacons to locate a target while visually
monitoring altitude, air speed and external envinent.

In most cases auditory displays are added duriag th
evolution of a system, without fully modelling hdhey
can be integrated with existing visual displaysisTias
led to many poor designs that in some cases hiheer
system controller (Watson et al 1999, Woods 1995).
There are no rules as to how and when auditoryalisp
should be used. In addition there are many unredolv
guestions relating to the usability and usefulnegs
auditory displays, including people’s acceptance of
auditory displays (Barrass and Kramer, 1999). The
evaluation of these aspects of auditory displagsheen
relatively neglected (Kramer, 1994).

Many control room observations have noted the use
of informal auditory cues in managing complex
systems. Some arise from mechanical processes that
create sound as an artefact. For example, anastthet
have relied on the audification of bellows in the
operating room (OR) to detect respiration probléms
patients. A similar use has been noted in operators
nuclear power stations who have associated theofate
change in rod clicks with the state of the reactor
(Vicente, 1999). However, no guidelines have been
produced about how to design such artefacts into
systems. In the next section we discuss approdaches
designing sound to be informative. We outline trorkv
of two communities that, together, may lead to a
framework for designing auditory displays.

3 Frameworksto guideinterface design

In this section we discuss the work of the
sonification and EID communities and show how,f p
together, the two may lead to a much more robust
framework for designing auditory display. The
sonification community brings to this task a fine-
grained understanding of auditory perception and
experience in representing data relations and mgani
in sound. The EID community has developed a
principled basis for interface design that can be
extended to auditory displays. We discuss theserim
and then highlight remaining issues.

3.1 Sonification and auditory perception

Recently the sonification community has
investigated the principles for using different pedies
of sound such as location, duration, timbre, dgresitd
rhythm in order to develop guidelines for sonifioat
(Kramer et al, 1999). “Sonification is the transfation
of data into perceived relations in acoustic sigrfar
the purposes of facilitating communication or
interpretation.” (Kramer et al, 1999, p.3). Thistzeen
based on recent advances in sound technology dkat h
allowed the properties of large data sets or ofadyio
data streams to be mapped to sound sources (Kramer,
1994, Ballas, 1994). Sonification lets scientistscgive
regularities in data that are imperceptible in &lsu
representations (Barrass & Kramer, 1999) and has
allowed complex data to be presented simultaneolisly
is a natural way of presenting temporal data, a&nd i
removes the need to direct visual attention torawts,
removing constraints of position and posture.

While it is possible to identify a number of exaewmpl
of successful sonifications, it is clear that is et yet



been possible to develop guidelines for designing
successful sonifications (Kramer et al. 1999). Many
sonifications have been developed with reference to
theories of auditory perception and psychophysics,
whereas analysis of the environment, the naturthef
data and the goals of the application have been
relatively neglected (Kramer et al. 1999). One od t
difficulties of this approach is that it may resift
poorly designed displays that are invasive, hard to
understand or subject to phenomena such as masking
(Watson et al, 2000). EID has been proposed as one
way to avoid these problems (Watson et al, 1999).

3.2 Why EID for auditory displays?

EID has been successfully used for designing visual
displays to support problem solving during abnormal
system states in complex environments. EID aims to
support the human operator's reasoning at different
levels of abstraction, so that an interface mapsiphl
functions and measurement to higher order processes
and rationale. Using displays designed by this @gqr
an operator will receive a higher level of suppfont
dealing with both normal and unanticipated system
states (Vicente, 1999). EID has been successfully
applied to complex systems such as power plant and
process system control, aviation and more recently
medical environments (Dinadis andVicente 1996; Lind
1994; Rasmussen 1994; Burns & Vicente, 1996;
Sanderson, 1998, Miller & Sanderson, 2000). This is
achieved through the combined techniques of
abstraction hierarchy (Rasmussen, 1986), activity
analysis and semantic mapping as seen in Table 1
(Rasmussen, 1994).

None of the fundamental principles of EID limitgth
design of ecological interfaces to visual displays.
However, EID has been commonly applied only to
visual displays. The studies cited above implicitly
assume that the monitoring task is usually visua a
takes place in focal attention. It is notable titet most
comprehensive treatment of the ecological apprdach
human-machine systems (Flach, Hancock, Caird &
Vicente, 1995) does not include a chapter on andito
interfaces. Gaver (1993) has used ecological piesi
in his work on auditory icons and earcons. This
approach has also been applied to the sonificaifon
real time data (Gaver, Smith & O’Shea, 1991, Mynatt
1997). The ecological approach used by Gaver et al
(1991) in the Arkola simulation of a bottling plasand
by Mynatt (1997) in a marine power plant did no¢ as
full EID analysis but instead focussed on how to
represent physical functions acoustically. A fullDE
approach identifies higher order properties thatugh
be displayed. Overall, then, there has not yet laefet
integration of the principles of EID with an anatysf
what the respective roles of visual and auditory
modalities might be. We will examine how we might
extend EID to embody principles by which modality
decisions can be made during interface design.

4 EID and auditory interface design

EID is an approach to visual display design that
stems out of cognitive work analysis (CWA:

Rasmussen, Pejtersen, & Goodstein, 1994; Vicente,
1999). CWA, in turn, is a cognitive engineering
approach to identifying requirements for the irdeds

of complex real time systems. EID uses some of the
phases of CWA; work domain analysis (WDA), control
task analysis (CTA) and for actual design adds a
semantic mapping step. These three phases provide
information for designing auditory displays thatsiome
cases is quite distinct from the advice for visual
displays. Moreover, in this section we argue th&lb

is to be useful for designing interfaces that idelioth
auditory and visual elements, some of the othesgha

of CWA are needed. Specifically, in addition to the
semantic mapping phase an attentional mapping phase
appears to be needed.

Table 1 shows the phases of CWA, a definition of
each phase and how the framework might be extended
to provide guidance for designing auditory displays
The first phase, WDA, starts to defindat information
should be represented in a display, and resultsoin
distinct information that might indicate either theed
for, or form of, an auditory display. One possible
exception is that important physical processes &y
amenable to audification—the transformation and
presentation of their inherent sound. CTA—the phase
that indicates what needs to be done in the work
domain—can help to indicate th#tentional profile that
might be maintained across multiple work functiams
control tasks. This is especially so if a Temporal
Coordination Control Task Analysis (Sanderson &
Naikar, 2000) has been performed that shows the
constraints on the temporal sequencing of contiskd.

The next three CWA phases are usually not
discussed in great detail in treatments of EID, vt
auditory interface design they may need to be de#it
more directly. Strategies Analysis (SA) is compiech
by the possibility of having auditory interfacesnce
the range of strategies available to human coetsll
will be extended and the degrees of design freeithaitn
the interface designer has to resolve in choosing a
design are greatly increased. Social-Organisational
Analysis (SOA) will become more critical, given the
obligatory nature of auditory displays. SOA willatkto
be performed to indicate where an auditory dispiey
aid coordination and where it may introduce unwdnte
noise and distraction. Worker Competencies Analysis
(WCA) suggests that the level of cognitive conitah
be manipulated not only with different visual iriteres,
but also with different auditory interfaces. Propots
of EID support moving the level of cognitive cortro
from the knowledge-based to the rule-based level, o
from the rule-based to the skill-based level wherev
possible and appropriate (Vicente & Rasmussen, ;1990
1992). At lower levels of cognitive control taskeea
carried out more quickly, more effectively and wigiss
effort compared to higher levels of control. Be@us
higher levels of cognitive control are more effalthnd
error prone people often prefer to work at the IskKil
based level. (Vicente, 1999). Sonification may be a
highly effective way of achieving this outside trisual
modality.



Table 1. Extending EID to design of auditory displays to work alongside visual displays. Shaded
cells indicate phases usually associated with EID for visual displays.

CWA phase

Description

Issuesfor auditory displays

Work Domain Analysis (WDA)
. Functional purpose

. Priorities and values

. General function

. Physical function

. Physical form

Provides information about why the system

work domain exists, the flow of information o
value through it, its functions, and the physic
processes and objects underlying its functior

Helps to identify work domain characteristics and
relations that need to be displayed in any interfac
For example, physical properties of work domain
may indicate candidates faundification. Information
is necessary but insufficient for interface design
this point.

Control Task Analysis

. Temporal coordination control
task analysis (TC-CTA)

. Control task analysis (CTA)

Provides information about what needs to b
done in the work domain, by whom, when, a
how information about activity might be
transmitted. Also gives information about
temporal relations between tasks

In helping to identify a temporal profile of onggin
tasks, and possible competition between tasks, CT
leads analysts to knowledge about an appropriate
attentional profile across tasks. This leads to
conjectures about which tasks are best displayed
visually, and which auditorily.

Strategy analysis (SA)

Provides information abadfiedent ways, if
more than one way exists, in which the contr

Range of strategies available to human controllerg
olmay be extended by considering the possibilities o

f

tasks can be carried out.

auditory displays in an interface.

Social organisational analysis (SOA

coordinate efforts

Provides imfation about how work is
shared across multiple actors in a complex
organisation and how multiple actors

Indicates where auditory display might help or leing
coordination between actors, given difigatory
nature of most auditory displays.

Worker competencies analysis
(WCA)

based behavior.

Provides information about the form of
cognitive control needed for a task,
distinguishing skill- rule- and knowledge-

Indicates intrinsic or training-based charactersstf
workers that might point to the effectiveness of
auditory elements in interface displays. Auditory
display and especiallgonification may help move
cognitive control towards SBB.

Semantic mapping (SM)

behavior.

Provides information about criteria for

choosing interface elements so that goal-
relevant task invariants are mapped onto key
perceptual properties of the interface’s

Gives designers a framework for judging the
information-carrying potential of dimensions of an
auditory stimulus, based in a knowledgeaoditory
perception.

Attentional mapping (AM)

non-focal attention.

Provides information abevtether and when
a control task should be supported in focal o

Gives designers requirements for how an auditory
display should control attention alongside other
interface elements, based in a knowledgaudftory
attention.

The final two steps relate to ways of mapping @igpl
requirements onto perceptual forms. Much of thekwor
in the sonification community is dealing with how t
map data relations onto sound relations in a mgéulin
way, so is deeply immersed in auditory semantic
mapping using principleof auditory perception to
guide the process. An example will be given inrnbat
section. Finally, we argue that a further mappitegp s
needed—attentional mapping. Attentional mapping
provides information about whether and when a obntr
task should be supported in focal or non-focalnditba.

For visual displays this concern has been dealt it
the context of semantic mapping. However, when
display possibilities extend to auditory displayse
argue that designers require guidelines for how an
auditory display should control attention alongside
other interface elements. This guidance shouldasedb

in a knowledge ofwuditory attention. Next we discuss
semantic and attentional mapping in the context of
auditory display design.

5 Auditory semantic mapping

One of the most succinct yet complete descriptions
of the semantic mapping process has been proviged b
Hansen (1995) who provides guidelines for the ngsti
of information in display geometries. He works wiitte
following seven heuristics (paraphrased):

Goal achievement as figural goodness

Work domain constraints as visual containers
Process dynamics as figural changes
Functional relations as visual connections
Pictorial symbols to represent components
Alphanumerical output where needed

. Time as visual perspective.

Hansen (1995) integrates these elements into a
sentence that, with our paraphrased heuristics,ldvou
read as follows:

Integrate (1)goal achievement as figural goodness

with (3) process dynamics as figural changes and put

them on top of (2work domain constraints as visual

containers and let (4)functional relations as visual

connections decide the placement of (2Jork domain
congtraints as visual containers without spoiling the
integration of (1)goal achievement as figural goodness

with (3) process dynamics as figural changes and

making a natural relation/transition between {@yk

domain constraints as visual containers and (5)

pictorial symbols to represent components, and show

(3) process dynamics as figural changes by (7)time as

visual perspective with (6) alphanumerical output

where needed in addition.

How useful might these heurisitcs be when applied
to the design of displays in the auditory modality®
not clear whether these heuristics can be directly
transferred to the auditory domain, or whether the
perceptual processes underlying audition and vision

Nougkrwdbr



demand different approaches to semantic mapping. An
example of applying these heuristics to auditospldy
might shed some light on this issue. Buttigieg and
Sanderson (1991) used a temperature control system
examine the effects of display designs on human
performance. Two input streams of water with simila
flowrates joined to form a single output streameTh
output temperature was the average of the two input
streams: (11 +12) / 2 = O. Subjects monitoredsaal
display showing the output for I1, 12 and O. A bar
graph and shape display were used in which theubutp
lay between the two inputs so that the output’glhei
fell exactly half way between the heights of theotw
inputs (Figure 1). Under equality conditions, theyse
display produced an emergent feature of a strdiigt
With the bar graph display, a straight line coulel b
imagined across the tops of the three bars. When th
system strayed from equality then the line became
broken (see Figure 1). The display was therefore an
example of Hansen’s (1995) heuristics 1, 3, and 4.

Can something similar be done with an auditory
display? A first attempt is shown in Figure 2 which
illustrates the possibilities but also the pitfaf&ach ear
hears a sonification that consists of the quastitieand
[O-12)/2 in the left ear and 12 and [O-11]/2 in thight
ear. Different sound qualities could be used to
distinguish the two sounds in each ear. When all is
normal the two quantities in each ear yield the esam
value, and therefore the same sound—and a single
sound is heard in each ear. When there is an
abnormality, the two quantities in each ear start t
separate and two sounds are heard in each edre If t
individual sounds are not too complex, such semarsit
should produce an “auditory imperative when “beats”
(throbbing dissonance) are heard as the two sounds
separate. However three of many problems are @) th
sounds across ears will usually be dissonant evenw
all is normal, (2) with different sound qualitiesr fthe
two parameters in each ear, the beats phenomenon is
less likely to arise and (3) configurality is Idstcause
there are no clear correspondents for individual
elements 11, 12, and O.

Looking now at Hansen’s (1995) heuristics, goal
achievement should be represented by figural
goodness—in the above case by acoustic simplicity.
Work domain constraints should be represented as
visual containers—a spatial concept harder to serie
in sound. Process dynamics are represented thtbegh
movement of particular acoustic parameters, and the
relationships between them represent functional
relations. The representation of time is partidylar
suited to an auditory display because sound is the
representation of temporal relationships.

An auditory display might have other advantages
over a visual display in completing such a monitgri
task. Buttigieg & Sanderson’s (1991) tasks werey onl
carried out for short period of time so the problem
vigilance was not examined. Over longer periods of
time subjects using an auditory display could be
expected to perform better than those using a Visua
display as discussed in the background. Also stdjec
can conduct the monitoring task “preattentively”ileh

undertaking other visual tasks. This has been gbder
with other sonifications such as pulse oximetrythe
operating room (Watson et al. 1999).

6 Auditory attention

What difficulties might arise when trying to useCEl
to guide the design of auditory displays? The
differences between vision and audition might ssgge
suggest challenging areas. Audition and visiorediffi
two fundamental ways (Wickens & Hollands, 2000).
First, because sound can be perceived from any
direction there is no equivalent in the auditorydality
to visual scanning as an indication of attentioheT
auditory modality functions to detect stimuli ineth
environment that may or may not be in the visualtfi
The sound draws the attention of the visual sydtem
stimulus, increasing the organism’s ability to detnd
avoid threats (Pashler, 1999). Second, sound is
transient. It cannot be fixed in the present ounretd to
in a similar way to visual stimuli. These obseroaf
about the differences between vision and audition
suggest that an understanding of the differences
between auditory and visual attentional processest—a
of the interaction between them—are crucial in
designing effective auditory displays.

The consequences of an incomplete understanding
of these processes are ineffective displays. Oamplbe
is conventional auditory alarms. Auditory alarms$yre
on the ability of the auditory modality to draweattion
to something that is outside focal awareness. Hewev
intrusive sound has been shown to degrade perfaenan
at times of high cognitive load, just when the eper
needs to marshal all resources and maximise
performance (Woods, 1995). Anecdotal evidence isf th
effect is contained in reports of people silenciteyms
because they are distracting. An extensive cognitiv
psychological literature has also shown that ixraite
sound substantially reduces performance on visisist
(Jones, 1999). Appropriately designed continuous
auditory displays reduce the need for alarms and
minimise their intrusive effect, but they also pdke
problem of how to use the obligatory processing of
sound while minimising the negative effect of the
auditory stimulus on performance.

The challenge of designing effective auditory
displays can therefore be conceptualised as the
challenge of facilitating the movement of the soumd
and out of focal awareness as appropriate in ogldbt
system status. Table 2 illustrates the problem.
Description starts with the system in normal statg]
the auditory display being attended to in focal
awareness. After a while, as other activities irgae,
the auditory display will move outside focal awages
(see arrow 1). If the system then becomes abnormal,
either of two things can happen. In the ideal cése,
change in the auditory display representing abnlityna
will be sufficient to bring the auditory display dainto
focal awareness (see arrow 2).

From there, the system will either move back into a
normal state and the cycle will start again (ardy or
the sound will drift back outside focal awarenessaw
4a). Two undesirable situations are possible. First



change in the auditory display representing abnlityna
may not initially be sufficient to bring the audio
display back into focal awareness (see arrow 3&}. |
only with additional visual support or additional
auditory labelling that the sound comes back iimaf
awareness (arrow 3b). Second, once in focal awssene
when the system state is abnormal, the auditoplalis
may not drift out of focal awareness (arrow 4a) aray
disrupt performance on other tasks.

We need to identify what factors facilitate shiifts
auditory attention. It is appropriate to considenaiv
experimental evidence could help in identifying sihe
factors. First, it is essential to note that ouowledge
about auditory attention is much less extensive tha
knowledge about visual attention (see Pashler, 1989
addition, attention research in the visual domaas h
developed from a rich knowledge of visual percaptio
However, knowledge of auditory perception is based
largely on music and speech perception, to thenéxte
that it has been claimed that there is no compEhen
theory of auditory perception beyond these two srea
(Hirsh, 1996). The work by Bregman on auditory &en
analysis represents a significant step towards the
development of a theory of auditory perception.sThi
work has examined the perceptual organization of
sound and seeks to understand the basis on which
sounds are organized into streams. (Bregman, 1990).
The separation of the different research commuitie

addressing questions fundamental to the design of
auditory displays poses a particular challengehis t
area. If the problems of designing auditory displaye

to be addressed communication between these
communities is essential.

Second, a review of research on auditory attention
revealed that there has been some extension of the
concepts used in visual attention to the auditory
modality. For example, auditory attention resednab
investigated selective attention, divided attentiand
cuing (Pashler, 1999). However, we have already
identified that the crucial issues in designing itougl
displays revolve around the shifting of attentiamd
the interaction between audition and vision.

Cross modal displays have often been used when
there is a concern that displaying information ot
channels in the same modality might lead to coofusi
or increased processing time (Miller, 1991, Par&es
Coleman, 1990). However, the conditions under which
cross modal displays are better than time-sharing
displays and the mechanisms that contribute toscros
modal displays being more efficient are not clear
(Wickens & Hollands, 2000). Bimodal studies of
attention are rare and suffer from the problemioérse
methodologies, reducing the generalisability of the
results (Pashler, 1999).

Figure 1. Visual and auditory EID displays. The Bar and Shape are from Buttigieg and Sanderson
(1991) whereas the Audio represents an equivalent display using frequency change over time.
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System State | Sound Inside Focal Awareness Sound Outside Focal Awar eness
1
Nor mal Appropriate if attending to the display does n Appropriate if system state is inside limits.
divert resources from critical tasks. Sound m
shift out of focal awareness if cognitive resourges 2 3a
are needed on another task
Abnor mal Appropriate when attention is drawn to critié Appropriate only after action has been taken and
system state. Must drift out of awareness on 3b resources are directed to resolve abnormality
action taken and resources are required. a
47

Table 2. Mapping of attention to a continuous auditory display when system state moves between
normal and abnormal.

Studies of involuntary shifts in attention haveridu  only starting to be investigated. Such an undedstanis
that once attention is directed to information @ssing likely to be crucial to designing effective multieatal
in one modality, further information presented imother displays. In the meantime specific information sidg
modality is often unattended and is not used irk tas the design of auditory displays might be betteramizd
performance. This has been found in studies ofavisu from the sonification community.
tasks (Massaro & Warner, 1977), haptic tasks (ielle .. -
1992) and auditory tasks (Ward, 1994). Most stusies ¢ Application of EID to other modalities
the causes of involuntary attention shifts have As with auditory displays the use of other modeaditi
investigated the visual modality (Pashler, 1999). vestibular, haptic and olfactory will require kn@gbe
Characteristics of visual stimuli that capture it about when a control task should be supporteddal for
include abrupt onset (Yantis & Hillstrom, 1994), non-focal attention and how many channels are redui
uniqueness (Folk & Annett, 1994) novelty (Lorchagt to convey the environment to the operator. Curyewg

1984) or high emotional reactivity (Martin et al991). know less about vestibular, haptic and olfactotgrdaton
However, our knowledge of the characteristics afngb and processing of information from these senses;
stimuli that grab attention is limited. however we can expect developments in these aceas t

Some work from the sonification community is require some attention in the near future. Humamseh
pertinent here. Mitsopopoulos and Edwards (199¥gha evolved using multi-modalities to cope with the urat
worked towards a hierarchical organization for presg environment and therefore we should examine aliehe
auditory streams of information. Using two types of modalities when designing interfaces for complex
structures, one across the auditory stream (onstant of systems.
time), and the other within each stream (event tivee), .
they have produced a methodology for evaluating the8 Conclusions
suitability of auditory designs such as earcons. Human responsiveness is likely to remain dominated
Mitsopopoulos and Edwards (1997) methodology has soby the visual domain but we should not neglect othe
far only been applied to low level widgets and has modalities when designing new systems. A well desilg
incorporated concepts such as the auditory equivalef system that supports the operator using multiple
a visual glance in their design. Barrass (1996 etmed modalities is likely to support lower levels of ciiive
TaDa (Task-oriented Data-sensitive method); which control which are quicker, more effective and restlic
integrates task analysis, a database of sound dézangp  effort for the human operator. However, applying Eb

rule-based design aid and interactive sound desigis. any perceptual modality requires some theoretical
However both methodologies do not define what shoul extension to address the design issues that adsethe
be displayed using sound. perceptual and attentional differences between

In summary, there are many basic questions aboutmodalities. Further research is required in the afethe
auditory perception and auditory attention that aBem  modality of attention so EID can encompass the fuma
unanswered. First, apart from the sonification operator'ssensory as well as cognitive abilities.
community, investigation of the dimensions of soand
perceptual and attentional processes has beenctex)le 9 Acknowledgments
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