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Mortality rates are commonly used to judge
hospital performance. In comparing death rates
across hospitals, it is important to control for
differences in patient severity. Various severity
tools are now actively marketed in the United
States. This study asked whether one would
identify different hospitals as having higher- or
lower-than-expected death rates using different
severity measures. We applied 11 widely-used
severity measures to the same database contain-
ing 9407 medically-treated stroke patients from

94 hospitals, with 916 (9.7%) in-hospltal deaths.
Unadjusted hospital mortality rates ranged from
0 to 24.4%. For 27 hospitals, observed mortality
rates differed significantly from expected rates
when judged by one or more, but not all 11,
severity methods. The agreement between pairs
of severity methods for identifying the worst
10% or best 50% of hospitals was fair to good.
Efforts to evaluate hospital performance based
on severity-adjusted, In-hospital death rates for
stroke patients are likely to be sensitive to how
severity is measured.

Key words: Mortality rates, severity, hospital
quality.

INTRODUCTION

Examining mortality rates have become a
staple of monitoring hospital performance de-
spite the dearth of firm scientific evidence link-
ing mortality to hospital quality. The literature
addressing this relationship provides inconsist-
ent results. Several reports link higher-than-
expected mortality rates to substandard care
[1-3], while some do not [4,5], and others pro-
vide equivocal conclusions [6-9]. Hospital rep-
resentatives and even some policy-makers
question the real meaning of information on
hospital death rates [10,11]. Nevertheless, exa-
mining mortality rates is likely to remain a
centerpiece of assessing hospital performance.
One compelling reason is that data on deaths
are routinely available, while information on
other outcomes (e.g. patients' functional status,
quality of life, satisfaction with care) is not.
Another reason is that death is easily under-
stood and denned, and it has obvious import-
ance.
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Despite debates about the merits of death
rates, most efforts to compare rates across hos-
pitals realize the importance of controlling for
patient risk or severity of disease [12,13]. Sever-
ity adjustment recognizes that some hospitals
treat sicker patients (e.g. patients at higher risk
of imminent death) than others. While few
argue with this premise, how best to measure
severity is unclear, primarily because of limi-
tations in available data. A variety of severity
measurement tools are now available [14-16].
In the United States and other countries, pro-
prietary severity measures are actively mar-
keted to hospitals, health information
companies, government representatives and
even purchasers of care (e.g. business leaders).
Despite the potential impact of these methods
on health care providers and patients, relatively
little information is available to guide choice of
a severity method. Many articles, primarily by
the developers, describe individual severity
measures and their statistical performance
[17-33], but few studies involving multiple
severity methods have been reported by inde-
pendent researchers [34-36]. Given the variety
of severity measures, an important question is
whether different severity methods would pro-
duce different assessments of hospital mortality
performance.

This study applied existing methods in the
way they are often currently used in the United
States and asked the following specific question:
would one identify different hospitals as having
lower or higher death rates using different
severity measures? We applied 11 common
severity measures to the same data and focused
on in-hospital deaths for patients managed
medically for stroke.

METHODS

Severity methods
We considered 11 methods (Table 1) that are

representative of approaches used currently in
the United States for severity-adjusting out-
comes data for state or regional comparisons
across hospitals [37-41], for individual hospital
activities (e.g. internal quality monitoring,
negotiating contracts with managed care organ-
izations), and clinical and health services re-
search into patient outcomes.

Each of the 11 methods has its own definition

of severity (Table 1), reflecting how it was
derived and calibrated. For example, APR-
DRGs were developed to explain resource con-
sumption during hospital stays; the empirical
version of MedisGroups was calibrated to pre-
dict in-hospital mortality for persons within
each of 64 disease groups. Systems assign either
numerical scores or values on a continuous scale
(Table 1). Seven approaches (all except the two
MedisGroups and two Physiology Scores) cal-
culate scores using standard data elements from
hospital discharge abstracts [42-44] such as age,
sex, and diagnoses and procedures coded using
the International Classification of Diseases,
Ninth Revision, Clinical Modification (ICD-9-
CM). MedisGroups and the Physiology Scores
assess severity using clinical data abstracted
from medical records.

Database

To assign severity scores, computerized
algorithms were applied to a data file extracted
from the 1992 MedisGroups® Comparative
Database. Briefly, the MedisGroups Compara-
tive Database contains the clinical information
collected on hospitalized patients during medi-
cal record reviews using the MedisGroups
severity measure [23-26]. Hospital purchasers
of MedisGroups provide these data to its ven-
dor, MediQual Systems, Inc.; they are then
merged into a single database representing over
a million discharges and approximately 450 hos-
pitals. The 1992 MedisGroups Comparative
Database is a subset of this larger file, contain-
ing all 743,964 calendar year 1991 discharges
from 108 acute-care hospitals. These 108 facili-
ties were chosen by MediQual Systems for their
longitudinal database independently of the re-
search reported here, selecting facilities they
viewed as having good quality data and rep-
resenting a range of hospital characteristics.

To ensure an adequate sample size for
hospital-level analyses, we eliminated 14 insti-
tutions with fewer than 30 stroke cases (a total
of 222 patients; range 0-28 patients per hospi-
tal). This resulted in a hospital sample of 94
facilities (Table 2). Information on hospital
characteristics, both for the sample and for
hospitals nationwide, was taken from the
American Hospital Association annual survey.

The original and empirical admission Medis-



TABLE 1. Description of eleven severity methods*

System Soarce/Vendor Data used and definition of severity Classification approach

&
Q.

s

Discharge abstract-based methods
Methods with a clinical definition of severity

Disease Staging [20-22]

Mortality probability
Stage

SysteMetrics/MEDSTAT Group, Santa
Barbara, CA

Discharge abstract

Probability of in-hospital death
Stage of disease based on risk of death or
functional impairment

Probability ranging from 0 to 1
Three stages (1.0, 2.0 and 3.0) with
substages within each stage

Patient management Categories
(PMCs): Severity Score [31]

Pittsburgh Research Institute, Pittsburgh, PA Discharge abstract; in-hospital morbidity Score of 1, 2, 3, 4, 5, 6 or 7
and mortality

Comorbidity index Developed by Charlson et al. [18], coded
version patterned after Deyo et al. [19]

Discharge abstract; risk of death within one Integer from additive scale representing
year of medical hospitalization number and severity of comorbidities

Methods with a resource-based definition of severity

Acuity Index Method (AIM) [16] Iame'ter, San Mateo, CA Discharge abstract; length of hospital stay Scores 1, 2, 3, 4 or 5 within DRG

All Patient Refined Diagnosis 3M Health Information Systems, Wallingford, Discharge abstract; total hospital charges
Related Groups (APR-DRGs) [17] CT

Four severity classes (A, B, C, D) within
adjacent DRGs

Refined Diagnosis Related Groups Yale University refinement of DRGs provided Discharge abstract; length of hospital stay, Three severity classes (B, C, D) within
(R-DRGs) [32,33] by Yale Project Director Karen Schneider, total hospital charges adjacent medical DRGst; "early" deaths

Health Systems Consultants, New Haven, CT grouped in lowest severity class

Clinical data-based methods

MedisGroups (Atlas MQ)
Original version [23-25]

Empirical version [26]

MediQual Systems, Inc., Westborough, MA Clinical variables
Clinical instability indicated by in-hospital Admission score 0,1, 2, 3, or 4
death
In-hospital death Probability ranging from 0 to 1

Physiology Score 1

Physiology Score 2

Patterned after Acute Physiology Score (APS)
of Acute Physiology and Chronic Health
Evaluation (APACHE), version II [27,28]
Patterned after APS of APACHE, version III
[29,30]

12 clinical variables; in-hospital mortality for Integer score starting with 0; APACHE H's
patients in intensive care unit APS ranges from 0 to 60

17 clinical variables; In-hospital mortality
for patients in intensive care unit

Integer score starting with 0; APACHE Ill's
APS ranges from 0 to 252

•Citations in table relate to references listed at the end of manuscript.
tDRG = diagnosis related group; "adjacent DRGs" are formed by grouping individual DRGs previously split by complications and comorbidities. 00
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TABLE 2. Selected characteristics of hospital sample and
wide in the United States

Selected
hospital characteristics

Selected geographic locations
Middle Atlantic region

Pennsylvania
Southern region
Pacific region

Urban location
Rural location
Bed size

Less than 100
100-300
More than 300

Ownership*
Public, government, nonfederal
Private, non-profit
Private, for profit

Teaching status
Approved residency training program
Council of Teaching Hospitals member^

Sample
(n = 94)

1 hospitals nation-

Nation
(„ = 5344)

(percent of hospitals)

60.6
58.5
12.8
2.1

79.8
20.2

12.8
44.6
42.6

4.3
94.6

1.1

41.5
16.0

10.0
4.0

37.5
12.1
55.6
44.4

43.3
38.3
18.4

25.9
56.1
12.2

18.5
6.6

•The hospital sample did not include any federal institutions (e.g. military,
veterans facilities).

^Members of the Council of Teaching Hospitals are generally tertiary care
faculties associated with medical schools.

Groups scores were provided by MediQual Sys-
tems. Scores for the other methods had to be
assigned. The MedisGroups Comparative
Database contains standard discharge abstract
information listed by hospitals submitting
MedisGroups data, including up to 20 ICD-9-
CM discharge diagnosis codes and 50 ICD-9-
CM procedure codes. It also includes values of
key clinical findings (KCFs) from the admission
period (generally the first two hospital days)
abstracted from medical records during Medis-
Groups review [23-26]. KCFs generally indi-
cate acute physiologic derangements or clinical
abnormalities. We used this KCF information
to create Physiology Scores patterned after
APACHE II and m . To do so, available
physiologic findings were given weights speci-
fied by APACHE II and III based on their
values (e.g. a pulse of 145 beats/min had a
weight of 13 points for APACHE ID [28]. As
with APACHE, these weights were summed to
produce the score. We could not replicate the
actual Acute Physiology Scores of APACHE II
or HI using the MedisGroups data because
complete values for the required 12 and 17

physiologic variables, respectively, were not
available. MedisGroups truncates data collec-
tion in broadly-defined normal ranges, but a
previous study demonstrated that a KCF-based
physiology score nevertheless performed well
compared with the original APACHE II score
[45].

For the seven discharge abstract-based sever-
ity measures, we assigned only the code-based
version of the Charlson comorbidity index [18],
using an approach adapted from ICD-9-CM
diagnosis codes listed in Deyo et al. [19]. Other
severity scoring was performed by the vendors
of the different systems (Table 1). Based on
specifications provided by these vendors, we
prepared computer files containing, in the for-
mat requested, the necessary discharge abstract
data elements extracted from the MedisGroups
Comparative Database. Vendor specifications
varied slightly, primarily regarding the number
of ICD-9-CM codes per case their software
could process. For sampling patients (see be-
low), we used the DRG assigned by MediQual
Systems, representing Version 9.0 of the Medi-
care DRGs.
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The vendors returned the data to us after
scoring. Scores of the different systems were
merged into a single analytic file, with a 100%
merge rate.

Study sample and outcome measure

The study sample included patients hospita-
lized for medical treatment of a stroke. We first
selected patients from the 1992 MedisGroups
Comparative Database with a principal diag-
nosis of one of the following ICD-9-CM diag-
nosis codes (X can be any integer value): 433.X
(occlusion and stenosis of precerebral arteries);
434.X (occlusion of cerebral arteries); and 436
(acute but ill-defined cerebrovascular disease).
We did not include subarachnoid, subdural,
extradural or intracerebral hemorrhages. To
ensure that we included patients receiving
medical treatment, we selected only patients in
medical DRG 14 (specific cerebrovascular dis-
orders except transient ischemic attack).

Our outcome measure was in-hospital death.
The MedisGroups data set did not contain in-
formation on deaths following hospital dis-
charge.

Analytical methods

The major research question was: to what
extent did hospital performance, indicated by
severity-adjusted death rates, depend on the
system used to adjust for severity?

Using each severity method, a predicted
probability of death was calculated for each
patient in the sample from a multivariable logis-
tic regression model including the severity score
and dummy variables representing a cross-
classification of patients by sex and eight age
categories (18-^4, 45-54, 55-64, 65-69, 70-74,
75-79,80-84, and 85 years of age or older). The
severity score was entered as either a continu-
ous or categorical variable as indicated in Table
1. For methods with predicted probabilities of
death as scores (Disease Staging's probability
model and empirical MedisGroups), we used
the logit of the probability as the independent
severity variable in the logistic regression. For
comparison we also reported a model including
only the age-sex dummy variables.

Statistical performance measures. Thee stat-
istic and R2 are commonly reported as overall

measures of the ability of statistical models to
predict patient outcomes. The c statistic equals
the area under a Receiver Operating Character-
istic (ROC) curve [46]; it measures how well the
model discriminates between patients who lived
and those who died (a c value of 0.5 indicates no
ability to discriminate, while a value of 1.0
indicates perfect discrimination) [47,48]. For
each severity method, we also ranked patients
by their predicted probability of death based on
the multivariable model. We then divided
patients into 10 equal groups (i.e. deciles from 1
to 10) based on increasing predicted probability
of death. We report the actual death rates
among patients in the top and bottom two
deciles for each severity method. These figures
give a sense of how well the models separated
patients with very high and very low risks of
death.

Hospital-level analyses. For each severity
method, we calculated the expected number of
deaths for each of the 94 hospitals. This was
done by summing, across patients within each
facility, the predicted probability of death (p,
for the fth patient) from the multivariable logis-
tic regression model for the particular severity
method. The variance in the number of deaths
was calculated as the sum of p,{\ — pt) for
patients in the hospital. When considering hos-
pital mortality rates unadjusted for age, sex, or
severity, pt was set equal to 0.097, the overall
probability of death in the sample. To interpret
the observed hospital death rates, we calculated
a z-score for each hospital as follows: z =
(observed number of deaths - expected num-
ber of deaths)/(square root of the variance in
the number of deaths). We then ranked hospi-
tals from lowest (fewer deaths than expected) to
highest (more deaths than expected) based on
these z-scores. These hospital ranks were div-
ided into equal deciles, from 1 to 10.

We examined three measures of hospital per-
formance as follows:

1. Whether the hospital ranked among the
worst 10% of hospitals (the nine hospitals
with the highest z-scores);

2. Whether the hospital was among the best
50% of facilities (the 47 hospitals with the
lowest z-scores); and

3. Whether the hospital was a statistical outlier,
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defined as z-scores > 2 or < - 2 , indicating
significantly higher or lower numbers of
deaths observed than expected.

For each measure, a severity method either
"flagged" a hospital (e.g. identified the hospital
as among the worst 10%) or it did not. We
looked at the number of times pairs of severity
methods agreed about flagging a hospital. In
addition, for each pair of severity methods, we
calculated a kappa statistic based on whether
individual hospitals were flagged by one, both
or neither of the two severity methods. Kappa
measures the extent to which there is more
agreement on flagging hospitals by each of the
two severity methods than expected by chance.
In general, kappa values below 0.4 indicate
poor to fair agreement, values between 0.4 and
0.7 moderate to good agreement, and values
greater than 0.7 excellent agreement [49].
Unadjusted hospital mortality rates were added
as an eleventh method in these pairwise com-
parisons.

RESULTS

The final data set had 9407 patients from 94
hospitals, with 916 (9.7%) in-hospital deaths.
Patients ranged from 18 to 101 years of age, with

a mean of 73.8 (standard deviation = 11.8)
years of age; 55.9% of patients were female.
Length of stay ranged from 1 to 328 days, with a
mean of 10.2 (SD = 9.9) days. Most cases had
ample numbers of diagnoses codes for rating
severity with the discharge abstract-based
methods, with a mean of 6.0 (SD = 2.9) diag-
nosis codes per patient. Just 2.1% of patients
had only one discharge diagnosis code; 50.2%
had more than five diagnoses listed, and 10.8%
had 10 or more diagnoses. The 94 hospitals were
generally larger, more urban and not-for-profit,
and more involved in teaching than other gen-
eral acute care institutions in the United States
(Table 2). The mean number of patients per
hospital was 100.1, with a median of 96 and a
range of 31-260 patients.

Measures of statistical performance

The 11 severity systems varied in their statisti-
cal performance (Table 3). According to both c
and R2 empirical MedisGroups had the best
predictive performance, followed closely by
Physiology Score 2. In general, most of the
models identified groups of patients with very
low death rates (20% of patients with death
rates under 5%) and another group with very
high death rates (over 15% in the ninth decile

TABLE 3. Measures of model performance for predicting in-hospital death and percent of
patients who died in the top two and bottoin two deciles of predicted probability of death

System

Disease Staging
Mortality probability
Stage

PMCs—Severity Score
Comorbidity Index
Acuity Index Method
APR-DRGs
R-DRGs
MedisGroups

Original version
Empirical version

Physiology Score 1
Physiology Score 2
Age and sex, interacted

c Statistic

0.74
0.60
0.73
0.61
0.66
0.77
0.74

0.80
0.87
0.80
0.84
0.60

R2

0.11
0.01
0.10
0.01
0.03
0.10
0.07

0.15
0.27
0.17
0.24
0.01

Decile; rank based on predicted
probability of death

1 2 9 10

(percent of patients who died)

3.1
4.8
2.9
4.4
2.8
1.2
2.7

0.6
0.3
0.9
0.9
4.6

3.5
6.6
2.7
6.0
4.3
3.1
2.6

1.7
1.1
2.6
2.3
6.4

16.5
14.8
11.9
15.1
16.4
19.0
22.3

19.7
21.1
17.7
18.3
14.7

32.8
14.3
36.6
15.0
18.2
33.7
26.5

33.7
49.6
42.4
48.2
14.6
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Table 4. Examples of relative mortality performance for five hospitals: ranks by unadjusted death rates and
by z-scores associated with observed-to-expected death rates calculated by different severity methods*

Number died/total number of cases
Death rate (percent)
Decile rank by unadjusted death ratef
z-score (decile rank by z-score)§

Disease Staging-PR
Disease Staging-Stage
PMC-Severity Score
Comorbidity Index
AIM
APR-DRGs
R-DRG
MedisGroups-Original
Medisgroups-Empirical
Physiological Score 1
Physiological Score 2

A

9/138
6.5
3

-1.72(1)
-0.83 (3)
-1.10(2)
-0.79 (3)
-0.92 (3)
-1.42(2)
-1.25(2)
-1.83(1)
-2.54(1)
-3.08(1)
-1.84(1)

B

15/175
8.6
4

-2.52 (1)
-0.53 (4)
-0.63 (3)
-0.57 (4)
-1.03(3)
-1.63(1)
-0.59 (3)
-0.55 (4)
-1.66(1)
-2.63(1)
-1.38(2)

Hospital

C

29/228
12.7

9

0.81 (8)
1.73 (10)
2.06 (10)
1.69 (10)
1.88 (10)
2.51 (10)
2.53 (10)
2.00 (10)
1.33 (9)
1.00 (8)
1.92(10)

D

24/168
14.3

9

4.62 (10)
1.89 (10)
1.34 (9)
2.00 (10)
1.99 (10)
1.31 (9)
1.79 (10)
2.53 (10)
2.50 (10)
1.91 (10)
2.75 (10)

E

15/100
15.0
10

1.50(9)
1.76 (10)
2.80 (10)
1.68 (9)
2.42 (10)
3.05 (10)
1.89 (10)
1.34 (9)
0.81 (8)
1.76(9)
1.21 (9)

'Disease Staging-PR = Disease Staging mortality probability; PMC-Severity Score = Patient Management
Category Severity Score; AIM = Acuity Index Method; APR-DRGs = All Patient Refined DRGs; R-DRG
= refined DRGs.

JDecile of rank of hospital by actual death rate, unadjusted for age, sex, or patient severity. 1 = death rate
in the lowest 10%; 10 = death rate in the highest 10%.

§Deci]e of rank of z-score. 1 = z-score in the lowest 10%; 10 = z-score in the highest 10%.

and often close to, or higher than, 35% in the
top decile).

Relative hospital performance

Actual mortality rates for the 94 hospitals
ranged from 0 to 24.4% (unadjusted for patient
age, sex and severity). Ten hospitals had unad-
justed death rates under 5%, while nine facili-
ties had death rates that were 15% or higher.
After adjusting for age, sex and severity, 67
facilities had observed mortality rates that did
not differ significantly from expected according
to all 11 severity methods. No hospitals had
mortality rates that differed significantly from
expected according to all 11 severity methods.

For 27 hospitals, observed mortality rates
differed significantly from expected rates when
judged by one or more, but not all 11, severity
methods. These differences were often more
technical than real (e.g. all 11 z-scores occupied
a narrow band containing —2), but many differ-
ences were substantial. Examples of five such
hospitals are shown in Table 4. For instance, in
Hospital B, 8.6% (15/175) of patients died,
ranking this facility in the 4th decile based on its

observed death rate (where hospitals in decile 1
had the lowest unadjusted death rates). Despite
this, two severity methods found that Hospital
B had significantly fewer deaths than expected
(z-scores < -2) , and they ranked Hospital B
among the 10% of facilities with the lowest
adjusted mortality rates. In contrast, the other
nine severity methods found that Hospital B's
observed death rate was similar to expected,
ranking it from the 1st to 4th deciles according
to its z-score.

Tables 5 and 6 show details of comparisons
between pairs of methods on whether hospitals
were in the worst 10% or best 50%, indicating
the number of hospitals on which there was
agreement and, in footnotes to the tables, the
kappa values resulting from each comparison.
The clinical data-based methods tended to
agree somewhat better with each other than
with code-based approaches, but this agree-
ment was not perfect even among measures that
were closely related. For example, the original
and empirical MedisGroups methods agreed on
only five of nine hospitals considered among the
worst 10%. The code-based measure that
showed systematically better agreement with
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TABLE

DS-PR
DS-ST
PMC-SS
CM
AIM
APR
R-DRG
MG-O
MG-E
P S l
PS 2
Unadj

L. I. Iezzoni et al.

5. Flagging hospitals as among the worst 10 percent: number of times pairs of severity methods agreed

DS-PR DS-ST PMC-SS CM AIM APR R-DRG MG-O MG-E

(number of hospitals flagged by both methods)

9 3 3 4 4
9 7 8 8

9 6 7
9 7

9

3
6
7
5
7
9

4
8
8
7
8
7
9

5
6
5
7
7
5
6
9

3
5
3
6
4
4
4
5
9

P S l

5
6
5
7
6
4
6
7
7
9

PS 2

3
5
3
6
5
3
4
7
6
6
9

Unadj

3
8
6
7
7
5
7
5
5
6
5
9

DS-PR = Disease Staging mortality probability; DS-ST = Disease Staging stage; PMC-SS = Patient
Management Category Severity Score; CM = Comorbidity Index; AIM = Acuity Index Method; APR = All
Patient Refined DRGs; R-DRG = refined DRGs; MG-O = original MedisGroups; MG-E = empirical
MedisGroups; PS 1 and 2 = Physiology Scores 1 and 2; Unadj = actual mortality rate, unadjusted for age, sex,
or severity.

Number of hospitals on which pairs of methods agreed and associated kappa (K) value: 3, K = 0.26; 4,
K = 0.39; 5, K = 0.51; 6, K = 0.63; 7, K = 0.75; 8, K = 0.88.

TABLE 6. Flaggmg hospitals as among the best 50 percent: number of times pairs of severity methods agreed

DS-PR DS-ST PMC-SS CM AIM APR R-DRG MG-O MG-E PSl PS2 Unadj

(number of hospitals flagged by both methods)

DS-PR 47 34 33 34 34 35 33 34 34 31 32 34
DS-ST 47
PMC-SS
CM
AIM
APR
R-DRG
MG-O
MG-E
PSl
PS2
Unadj

DS-PR = Disease Staging mortality probability; DS-ST = Disease Staging stage; PMC-SS = Patient
Management Category Severity Score; CM = Comorbidity Index; AIM = Acuity Index Method; APR = All
Patient Refilled DRGs; R-DRG = refined DRGs; MG-O = original MedisGroups; MG-E = empirical
MedisGroups; PS 1 and 2 = Physiology Scores 1 and 2; Unadj = actual mortality rate, unadjusted for age, sex,
or severity.

Number of hospitals on which pairs of methods agreed and associated kappa (K) value: 31, K = 0.32; 32,
K = 0.36; 33 K = 0.40; 34 « = 0.45; 35, K = 0.49; 36, K = 0.53; 37, K = 0.57; 38, K = 0.62; 39, K = 0.66; 40,
K = 0.70; 41, K = 0.74; 42, K = 0.79; 43, K = 0.83; 44, K = 0.87; 45, K = 0.91; 46, K = 0.96; 47, K = 1.00

the clinical data-based measures was the identifying the worst 10% of hospitals between
Comorbidity Index. The code-based methods the 11 severity methods and the unadjusted
varied in their level of agreement with each model was similar to that between most severity
other, although Disease Staging's mortality methods (kappa values ranging from 0.26 to
probability method differed most often from 0.88).
other systems. The amountof agreement for On average, individual severity methods

42
47

47
42
47

42
41
42
47

38
40
38
42
47

44
42
44
43
40
47

42
40
42
40
39
40
47

36
35
36
35
35
34
38
47

36
36
36
39
38
37
40
38
47

40
37
40
38
36
39
41
40
39
47

46
42
46
41
38
44
42
36
36
41
47
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identified about 8.4% of the 94 hospitals (about
eight hospitals) as statistical outliers (z-scores
2 > or < —2). If each severity method had
flagged outlier hospitals entirely at random, 58
facilities would have been expected to receive at
least one flag. In contrast, if the systems were
measuring essentially the same thing, about
eight identical hospitals would have been
flagged as outliers by each of the methods. As
noted, 27 hospitals were flagged as outliers by at
least one of the methods, suggesting substan-
tially more agreement than expected if the
severity methods were completely independent
of each other.

The kappa analyses showed fair to good
agreement across pairs of methods in flagging
statistical outliers. The lowest average kappa
values for flagging outliers were associated with
comparisons of Disease Staging's mortality
probability, with kappas ranging from 0.08
(with the Comorbidity Index) to 0.33 (with the
original MedisGroups). At the high end were
the kappas associated with pairwise compari-
sons with the Patient Management Categories,
ranging from 0.15 (with Disease Staging's prob-
ability model) to 0.68 (with APR-DRGs). The
kappas associated with comparing outlier status
determined by the 11 severity methods versus
unadjusted death rates ranged from 0.09 (with
empirical MedisGroups) to 0.78 (with the R-
DRGs).

No consistent relationship appeared between
agreement among pairs of severity measures on
hospital rankings (Tables 5 and 6) and the
summary statistical performance measures
(Table 3). For example, the Comorbidity
Index, a method with poor statistical perform-
ance, had generally good agreement with many
other methods in flagging the worst 10% of
hospitals. Empirical MedisGroups, the method
with the best statistical performance, often dis-
agreed with other methods in flagging the worst
10% of facilities.

DISCUSSION

Unadjusted mortality rates for stroke
patients varied widely across hospitals. Judg-
ments about whether severity-adjusted death
rates differed from expected, however, some-
times varied depending on the method used to
adjust for severity. For over one-quarter of the

94 hospitals, different severity measures yielded
different results: these hospitals would have
been viewed as having significantly better or
worse death rates than expected based on one
or more, but not all 11, severity methods.
Whether or not an individual hospital was
identified as either especially good or bad
depended on the particular method used for
severity adjustment. Therefore, efforts to
evaluate hospital performance based on
severity-adjusted, in-hospital death rates for
stroke patients are likely to be sensitive to how
severity it measured. Several points generate
further discussion.

Purpose of severity methods

We included several severity methods that
were explicitly intended for purposes other than
predicting mortality (Table 1). The statistical
performance of some of the resource-based
measures were relatively good. For example,
APR-DRGs had a better c statistic than either
Disease Staging model. In this study, however,
we could not answer the question about which
measure better reflected concerns about quality
of care.

In the United States, especially in health
policy discussions, no single definition of sever-
ity is uniformly applied by all participants [50].
Severity must be defined in terms of a specific
outcome and different endpoints interest differ-
ent persons. For example, business leaders and
health care managers often think of severity in
terms of resource consumption, while health
services providers think of death, functional
impairment, quality of life, and other clinical
endpoints.

The applications and usefulness of a severity
method clearly relate to how it defines severity
[51]. However, in the sometimes frenetic rush
to quantify hospital performance, these distinc-
tions are frequently forgotten. Hospitals or
groups purchase a single severity system, often
at substantial expense, and then use it for a
variety of purposes, including ones for which it
was not designed. A local example involved a
recent newspaper article by the Boston Globe
Spotlight Team presenting its own "Report
Card" on Massachusetts hospitals [52]. A Bos-
ton Globe reporter obtained a public hospital
discharge abstract data set, purchased the R-
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DRG software, and then examined individual
hospitals' inpatient mortality rates within sever-
ity levels defined by R-DRGs. The Boston
Globe published names of 10 hospitals flagged
as having poor mortality performance.

Use of the R-DRGs for mortality prediction
in particularly problematic because R-DRGs
assign all medical patients who die within 2 days
of admission to a low severity class (because
they cost less than patients who live). There-
fore, in our study, all 121 of the 916 deaths that
occurred within 2 days were all assigned to R-
DRG class 0. In the Boston Globe study, the
reporter simply dropped all persons who died
within 2 days from her analysis [52]—a strategy
that has worrisome implications for compari-
sons of death rates across hospitals.

Concerns about hospital discharge abstract
data

Seven methods employed in our study relied
upon discharge abstract data, primarily dis-
charge diagnosis codes. Using discharge
abstract data to make inferences about hospital
quality raises significant concerns, largely be-
cause of questions about the timing of con-
ditions that could represent iatrogenic events.
To draw conclusions about quality based on
severity-adjusted outcomes, it is essential to
adjust only for pre-existing conditions, not
those arising after hospitalization [25]. Dis-
charge diagnoses include all conditions treated
during the hospital stay, regardless of whether
they were present on admission or occurred
subsequently, possibly due to substandard care
[53]. For example, if coma or cardiac arrest
appears on the discharge abstract, it is imposs-
ible to determine whether it occurred at ad-
mission or later in the stay, perhaps due to poor
care. One study found that different hospitals
would be judged as having worse mortality
performance depending on which discharge
diagnoses were used to adjust for risk (all diag-
noses versus those representing conditions un-
likely to arise newly as a result of quality
shortfalls) [54].

Another concern pertains to variability in
ICD-9-CM coding practices across hospitals.
For example, although cardiac arrest does not
invariably result in death, the heart always stops
when patients die. If some hospitals code car-

diac arrest for all deaths and if the severity
measure controls for cardiac arrest, this will
inflate the expected death rates for such facili-
ties. Comparisons of observed to expected
death rates for these institutions are thus likely
to appear favourable, due in large measure to
this coding practice.

Despite these major problems of discharge
abstract data, many States in the United States
and health care insurers are nonetheless using
code-based severity methods to examine hospi-
tal mortality rates [37-41]. In most instances,
discharge abstracts are the only data available.
They are also computerized and thus easy to
score, while abstracted clinical data are more
expensive and cumbersome to acquire. Obvi-
ously, conclusions about hospital quality based
on such data must recognize the possibility of
serious inaccuracies due to data limitations.
Nevertheless, the perceived urgent need for
hospital performance data often leads to con-
cessions about the quality of the underlying
data.

Comparing death rates

Judgments of hospital performance based on
unadjusted mortality rates agreed nearly as well
with assessments of severity methods (e.g.,
about which hospitals were the worst 10%) as
did judgments between pairs of the 11 severity
methods. On one hand, this result suggests that,
given the current state of the art, severity-
adjustment is not useful. However, it is import-
ant to note that unadjusted rates predict that
each patient within a hospital has the same
chance of dying (0.097). As indicated in Table
3, the 11 severity methods are clearly able to
identify categories of patients with very differ-
ent death rates. Therefore, the severity
methods produce information that could be
valuable for targeting evaluations of care and
hospitals with different death rates. For
example, one might feel differently if a hospi-
tal's deaths are occurring among patients with
low predicted probabilities of dying than among
those with higher predicted probabilities.

One strategy for improving the credibility of
risk-adjusted mortality data as a measure of
hospital quality is7 to look at hospital perform-
ance over time (e.g. if a hospital has higher-
than-expected death rates year after year, this
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creates a stronger suspicion of problems). This
was the rationale of the last United States
federal publication of hospital death rates based
on Medicare administrative data, which in-
cluded information from three consecutive
years [55]. However, in such longitudinal com-
parisons, it is important to hold constant the
severity methodology so that year-to-year
differences cannot be attributed to methodolo-
gic changes. Most of 11 severity measures are
revised periodically by their developers, and
new versions may produce slightly different
perceptions than the original systems, for
example, we included both the original and new
empirical versions of MedisGroups, the severity
method required for all Pennsylvania hospitals
since 1986 [37-41]. The original versions of
MedisGroups were diagnosis-independent and
derived primarily using clinical judgment
[23,24], the revised version, released in 1993, is
diagnosis-specific and derived empirically using
logistic regression techniques [26]. The kappa
associated with agreement in flagging hospitals
as statistical outliers, using two MedisGroups
methods, was only 0.32 (indicating fair agree-
ment). These differences must be considered in
longitudinal analyses using different versions of
the same severity method.

Limitations of the study

This study has important limitations, espe-
cially pertaining to the data set. The 1992
MedisGroups Comparative Database contains
information only from serf-selected purchasers
of MedisGroups or from hospitals in States with
MedisGroups data collection mandates. Not
surprisingly, therefore, 58.5% of the hospitals
were from Pennsylvania. Independent infor-
mation about data reliability or differences
among hospitals in data quality was not avail-
able: MediQual Systems indicates that only
hospitals with high data quality are included in
the Comparative Database. The clinical infor-
mation in the data set was specifically gathered
for MedisGroups scoring, not for use by other
severity methods. This may give MedisGroups
an advantage in comparisons of statistical
performance. Information on routine physio-
logic findings was not recorded outside
MedisGroups-defined normal ranges [45]; cer-
tain clinical variables required for other severity

methods were not collected. Because of this, we
could not examine other clinical data-based
severity scores, such as the Computerized
Severity Index [56]. Nevertheless, the Medis-
Groups Comparative Database is unique,
including reasonably detailed clinical data on
numerous cases, regardless of insurer, from a
range of hospitals across the United States. The
most important discharge abstract data
elements (ICD-9-CM diagnosis codes) are
relatively extensive: the 20 diagnosis and 50
procedure coding slots far outstrip the nine
diagnosis and six procedure slots available on
Medicare billing records.

We included the physiology scores not
specifically to examine APACHE itself, but
because of the increasing interest in the United
States in creating "minimum clinical data sets"
containing a small number of well-selected,
physiologic variables. For example, States
might require that temperature, blood press-
ure, heart rate, hematocrit and a handful of
other values be added to the routinely-reported
discharge abstract. APACHE weights rep-
resent one way to use these minimum physiolo-
gic variables, but there are certainly other
approaches. Physiology Score 1 considered 12
variables, while Physiology Score 2 involved 17
items. It is important to note that the Medis-
Groups data abstraction protocol collects a gen-
eric set of over 250 potential "key clinical
findings" regardless of patient diagnosis. As
shown in Tables 3 through 6, the performance
of the Physiology Scores was often comparable
to that of empirical MedisGroups.

The MedisGroups data contained infor-
mation only on in-hospital deaths. This situ-
ation is typical: although the Medicare program
and several States keep data on out-of-hospital
deaths, this information is rarely available
elsewhere. Nevertheless, information on post-
discharge mortality information is useful
because it allows one to hold constant the "win-
dow of observation" (e.g. at 30 days following
hospital admission). This is critically important
if one's purpose is to compare mortality out-
comes across providers with differing discharge
practices and lengths of stay [57]. However, our
primary goal was not to compare outcome rates
across providers; it was to explore if different
severity adjustment methods yielded different
assessments of whether outcomes were better
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or worse than expected for specific, individual
hospitals. Our main comparison was across the
11 severity systems within individual hospitals
(Hospital A judged using Disease Staging ver-
sus using empirical MedisGroups; Table 4). We
have no reason to expect that our overall
finding—that perceptions about severity-
adjusted mortality rates may differ by how
severity is measured—would change if we had
looked instead at 30-day mortality.

Finally, this paper does not provide a com-
prehensive comparative evaluation of the sever-
ity systems. To do so requires attention to a
wide range of issues, such as whether there are
inherent biases in predictions for certain types
of patients and construct validity (the extent to
which the risk factors incorporated in the sever-
ity methodology include the universe of poten-
tial risk factors) [58]. Severity methods may also
perform differently in different diseases. In our
larger research study, we produced comparable
results when examining in-hospital deaths for
acute myocardial infarction and pneumonia
patients, but we found little difference across
severity methods in an analysis of hospitals'
coronary artery bypass surgery death rates.

CONCLUSIONS

Our results suggest that judgments about hos-
pital performance based on severity-adjusted
stroke mortality rates could be sensitive to the
severity method. The 11 severity methods often
agreed about relative hospital performance, but
for an individual hospital, judgments about
stroke mortality could vary using different
methods for severity adjustment. Of particular
concern is that none of the severity measures
was based on extensive data on chronic func-
tional impairments—a clinical consideration
likely to be very important in predicting death
from stroke. The MedisGroups KCFs focus on
acute motor deficits, and ICD-9-CM certainly
offers little insight into functional status. Given
this uncertainty surrounding the clinical mean-
ing of severity-adjusted mortality rates, it is
unclear what conclusions one can reasonably
draw about hospital quality from this infor-
mation.
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