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Abstract— Multiuser diversity has been shown to increase the
throughput of mobile ad hoc wireless networks (MANET) when
compared to fixed networks. We present a different multiuser
diversity strategy for packet relaying, which permits more than
one-copy (multi-copies) of a packet being received by relay nodes,
thus allowing to decrease the delay on such networks for a fixed
number of total users n. We show that the ©(1) throughput is
preserved by our multi-copy technique when n goes to infinity. In
addition, we find that the average delay and variance scale like
©(n) and ©(n?) respectively for both one-copy and multi-copies
techniques. We also show that for a fixed n» and by multi-copy
forwarding, a maximum bounded delay value can be guaranteed.

I. INTRODUCTION

In recent past years, there has been a considerable effort
[1], [2], [3] on trying to increase the performance of wireless
ad hoc networks since Gupta and Kumar [4] showed that
the capacity of a fixed wireless network decreases as the
number of nodes increases. Grossglauser and Tse [1] presented
a two-phase packet forwarding technique for mobile ad hoc
networks (MANET), utilizing multiuser diversity, in which
a source node transmits a packet to the nearest neighbor,
and that relay delivers the packet to the destination when
this destination becomes the closest neighbor of the relay.
The scheme was shown [1] to increase the capacity of the
MANET, such that it remains constant as the number of users
in the MANET increases. The delay experienced by packets
under this strategy was shown to be large and even infinite
for a fixed number of users (n), which has prompted more
recent work presenting capacity and delay tradeoffs analysis
[2], [3], [5], [6]. Although ©(1) source-destination throughput
is attained when n tends to infinity [1], the number of users in
real MANETS is finite and delay is an important performance
issue.

This paper introduces and analyzes an improved two-phase
packet forwarding strategy for MANETS that attains the ©(1)
capacity of the basic scheme by Grossglauser and Tse [1],
but provides bounded delay when the number of users n is
fixed. This is far better than the single-copy technique. Our
main objective is to decrease the delay incurred by the packet
to reach its destination in steady-state* while maintaining the

1That is, after averaging over all possible starting random network topolo-
gies so that transient behaviors are removed.
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capacity of the network at the same order of magnitude from
that attained in [1]. Our basic idea is to give a copy of the
packet to multiple one-time relay nodes that are within the
transmission range of the sender.

The remaining of the paper is organized as follows. Section
Il introduces the network model and explains our relaying
strategy. Section Il presents the fraction of cells that success-
fully forward packets. Section 1V shows that the new relaying
scheme attains the same capacity order of magnitude as the
original two-phase scheme proposed by Grossglauser and Tse
[1]. Section V shows the delay reduction resulting from our
forwarding strategy and presents theoretical and simulation
results. Section VI concludes the paper summarizing the main
ideas presented.

Il. MODEL

The modeling problem we address is that of a MANET
where n mobile nodes move in a unit circular area (or disk).
We consider a time-slotted operation of the system to simplify
the analysis, and we assume that the communication occurs
among those nodes that are close enough, so that interference
caused by other nodes is low, allowing reliable communica-
tion. The model is basically the same as the one introduced
by Grossglauser and Tse [1], who consider a packet to be
delivered from sender to destination via one-time relaying.

The position of node 7 at time ¢ is indicated by X;(t).
The nodes are assumed to be uniformly distributed on the
disk at the beginning and there is no preferential direction of
movement. The trajectories for different users are independent
and identically distributed (iid). Nodes are assumed to move
according to the uniform mobility model [3], in which the
steady-state distribution for the mobile nodes is uniform. At
each time step, a scheduler decides which nodes are senders,
relays, or destinations, in such a manner that the association
pair, source-destination, does not change with time. Each node
can be a source for one session and a destination for another
session. Packets are assumed to have header information
for scheduling and identification purposes, and a time-to-live
threshold field as well.

Suppose that at time ¢ a source 4 has data to a certain desti-
nation d(z). Since nodes ¢ and d(z) have a direct transmission
only 1/n fraction of time on the average, a relay strategy



is required to deliver data d(i) via relay nodes. We assume
that each packet can be relayed in sequence at most once. So
a packet passes two phases (see Figs. 1 and 2): The packet
is transmitted from the source to a relay node during Phase
1 (time slot ¢), and it is delivered to its destination by the
relay node during Phase 2 (time slot ¢). Direct transmission
from source to destination is also allowed. Both phases occur
concurrently, but Phase 2 has absolute priority in all scheduled
sender-receiver pairs.

At time ¢, node j is capable of receiving at a given rate of
W bits/sec from ¢ if [1], [4]
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where P;(t) is the transmitting power of node i, ;;(t) is
the channel path gain from node ¢ to j, S is the Signal
to Noise and Interference Ratio (SNIR) level necessary for
reliable communication, Ny is the noise power, and M is
the processing gain of the system. The channel path gain
is assumed to be a function of the distance only, so that
Yii(t) = 1/|X:(t) — X;(8)[* = 1/rg(t) [1], [4], where a
is the path loss parameter, and r;;(t) is the distance between
i and j.

A. Multi-Copy Forwarding Scheme

We introduce a new packet delivery scheme to reduce the
delay by allowing more than one copy of the same packet
being received during Phase 1, i.e., more than one relay node
receives the same copy of the packet. Thus, the chance that a
copy of this packet reaches its destination in a shorter time is
increased compared with using only one relay node as in [1].
If for some reason a relaying node fails to deliver the packet
when it is within the transmission range of the destination, the
packet can be delivered when another relaying node carrying
a copy of the same packet approaches the destination.

In Fig. 1(a) three copies of the same packet are received
by adjacent relay nodes j, p, and k during Phase 1. All such
relays are located within a distance r, from sender i. At a
future time ¢, in Phase 2, node j reaches first the destination
and delivers the packet. Note that relay node j is not the closest
node to source during Phase 1 while it reaches the destination
first.
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Fig. 1.
find the destination, and delivers the packet at Phase 2. The movement of all
the remaining nodes in the disk are not shown for simplicity. (b) Time-to-live
threshold timeout after three packet copies transmission (from (a)).

(a) Three packet copies transmission at Phase 1. Node j is the first to

B. Enforcing Single-Copy Delivery

There are several ways in which the delivery of more than
one copy of the same packet to a destination can be prevented.
For example, each packet can be assigned a sequence number
(SN) and time-to-live (TTL) threshold. Before a packet is
delivered to its destination, a handshake can be established
between relay and destination to verify that the destination has
not received a copy of the same packet. Because we address
the network capacity for any embodiment of the multi-copy
relaying strategy, we assume in the rest of this paper that the
overhead of the relay-destination handshake is negligible. All
relays delete the packet copies from their queues after the
TTL expires for the packet, and the destination of the packet
remembers the SN of a packet it receives for a period of time
larger than the TTL of the packet to ensure that any handshake
for the packet is correct.

Fig. 1(b) depicts the situation in which j finds the desti-
nation node d(¢) first and delivers the packet before the TTL
expires. The other copies are dropped from the queues at p
and &, and only one node out of the three potential relays
actually delivers the packet to the destination.

I11. RECEIVERS AT Phase 1 AND CELL DEFINITION

Among the total number of nodes n, a fraction of them, ng,
are randomly chosen by the scheduler as senders, while the
remaining nodes, ng, function like possible receiving nodes
[1]. A sender density parameter 6 is defined as ng = 6n, where
0 € (0,1), and ng = (1—6)n. In [1] each sender transmits to its
nearest neighbor. However, it may be the case that a sender can
have more than one receiver node in the feasible transmission
range, and we can take advantage of that. We allow those
additional receiving nodes to also have a copy of the packet.
These additional packet copies can find the destination earlier
compared to [1], where only one (the sender’s nearest) node
receives the packet.

If the density of nodes in the disk is p = =n,

then, for a uniform distribution of nodes, the ragilus ?or one
sender node is given by

1 =0prr = Onrrl = r, = \/eln_n‘ 2

Thus, the radius r, defines a cell (radius range) around a
sender. The number of receiving nodes, called K, around each
sender node varies.

Referring to the recent work by EI Gamal et al. [6], each
cell in our strategy has area a(n) = ni 7. By applying
random occupancy theory [7], the fraction of cells containing

L senders and K receivers is obtained by

P{senders=L, receivers= K} ~ 4 () e L (H) e (3)

Accordingly, for L = 1, K > 2, and § = % we have
that £e='/%(1 — e=1/% — Le=1/%) ~ 0.12 fraction of the
cells contain one sender and at least two receivers. Therefore,
for K > 2, approximately 12% of the cells can multi-copy

forward packets in Phase 1.



IV. SOURCE-DESTINATION THROUGHPUT

We now show that the throughput per source-destination
pair with our packet forwarding approach remains the same
order of magnitude as in [1]. We know that the throughput
for a one-copy relay is ©(1) [1]. In the case of multi-copy
transmission, only one copy is delivered to destination and
the others are dropped from the additional relaying nodes.
Thus, only one node out of K nodes actually functions as a
relay (as in Fig. 1(b)). Accordingly, only one copy of different
packets passes through the two-phase processes, as shown in
Fig. 2. Because the trajectories are iid and the system is in
steady-state, the long-term throughput between any two nodes
equals the probability that these two nodes are selected by the
scheduler as a feasible sender-receiver pair. According to [1]
this probability is @(%). Also, for a randomly chosen source-
destination pair there is one direct route and n — 2 two-hop
routes passing through one relay node. Thus, the service rate
through each actual relay node, as well as the direct route, is
Aj = ©(2). So the total per source-destination pair throughput
Ais
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Fig. 2. Two-phase processes for different packet deliveries. Just one copy
of each packet is delivered to destination.

V. DELAY EQUATIONS

In the Section I, we obtained the fraction of cells that
has one sender surrounded by K > 2 receiving nodes within
r,, assuming a uniform distribution of nodes. Now we find the
relationship between the delay value d obtained for the case of
only one copy relaying [1], and the new delay dx for K > 2
copies transmitted during Phase 1 in steady-state behavior.
Obviously, we have dx < d. A naive guess would be to take
dg = %. However, another answer is obtained because of
the random movement of the nodes. Clearly, K << n since
the distribution of nodes is assumed to be uniform and we
might expect only a small number of nodes within r, from
the sender.

A. Single-Copy Forwarding Case

Assume that node 1 received a packet from the source
during time to = 0. P{| X1(s) —Xgest(s)| < 70 | s} is denoted
as the probability of relay node 1 at position X;(s) being
close enough to the destination node dest given that the time
interval length is s, where r,, is the radius distance given by (2)
so that successful delivery is possible. The time interval length

s is the delivery-delay random variable. Perevalov and Blum
[2] obtained an approximation for the ensemble average with
respect to all possible uniformly-distributed starting points,
(X1(0), X 4es:(0)), where they considered the nodes moving
on a sphere. We extend their result for nodes moving in a
disk by projecting the sphere surface movement in the sphere
equator and thus have trajectories described in the disk and
have [2]

By [P{|X1(s) — Xaest(s)| <o | s}] = 1 —e ™
(1 — )\e_)\foS hxr(B)dt /S 6/\ Js hxl(u)duhxl (t)dt)

= P{S<s}=Fs(s), ’ 6)

where Ey[-] means the ensemble average over all possible
starting points which are uniformly distributed on the disk.
Fs(s) can be interpreted as the cumulative density function
of the delay random variable S. The function hx(t) is the
difference from the uniform distribution, such that hx (0) =0
and |hx (t)| < 1forall¢,and X' is a point at distance r, from
the destination. The parameter X is related to the mobility of
the nodes in the disk and can be expressed by [2]

_ 2750 __ 27150 __
)\—W—ﬁg——Tc—2’l"o’U. (6)

From (2), the radius r, decreases with \/Lﬁ It can be also
shown [6] that v must decrease with \/Lﬁ Then

A= ghs ™

Now, hx (t) has to be taken according to the random motion
of the nodes [2]. If we consider the uniform mobility model
[3], then hx(¢t) = 0 V t > 0. Applying this result in (5) we
have

By [P{|X1(s) = Xaest ()] S 1o | s}] =1 — €7 = Fs(s), (8)

which has the following probability density function:
—As f <
=% = {37 G <

Thus, for the uniform mobility model the delay behaves
exponentially with mean % and variance <. We conclude from
(7), (8), and (9) that the average packet aelay is ©(n) and its
variance is 9(n?), i.e.,
E[S] = %+ = O(n),and Var[S] = 15 = O(n®). (10)
From now on, we change s by d to indicate the delay for
single-copy forwarding at Phase 1 [1]. Accordingly,

Ey [P{|X1(8) — Xgesi(s)| < 10 | s=d}]=1— e

©)

(11)

for a uniform steady-state distribution resulting from the
random motion of the nodes.

Also, from (8) and (9), the delay value can last to infinity as
a consequence of the tail of the exponential distribution even
if the number of total nodes in the network = is finite.

B. Multi-Copy Forwarding Case

Now consider that K copies of the same packet were
successfully received by adjacent relaying nodes during Phase
1 (where 1 < K << n). Let Pp(s) be the probability of
having the first (and only) delivery of the packet at time
interval length s. Hence, given that only one-copy delivery
is enforced (see Section II-B), and all K relays are looking
for the destination, we have that

Pp(s) = P{U[lXi(S) — Xaest(s)| < 7o | 3]}-

i=1

(12)



Because of the relay-destination handshake, at most one copy
can be delivered, implying that the K relay-destination deliv-
ery events are mutually exclusive. Hence,
K
Pp(s) = ZP{|X¢(3) — Xest(8)| < 7o | s} (13)
i=1
We observe that the K relays are not uniformly spread in the
disk right after Phase 1, but are close to each other (within r,),
and after that, they need some time (tspreqq) t0 be uniformly
spread, and this time interval is a function of the speed of
the nodes v. However, as we show later, t,,.¢.q iS Negligible
compared to the maximum delivery delay. Therefore, given
that node trajectories are iid, we can approximate (13) by

Pp(s) & K - P{|X1(5) — Xaeat(s)| < 7o | 5}. (14)
From (8) and (14) and changing s by di to indicate the

delay for K-copies forwarded during Phase 1, we have for
the uniform mobility model,

Ey[Pp(s)|=Eu [P{ JUXi ()= Xaest(s)] < 70| s= dK]H

i=1

= P{Dx < dx} = Fp, (dx) ~ K (1 - e—*dK) L)

for a uniform steady-state distribution resulting from the
random motion of the nodes. Fip, (di) can be interpreted as
the cumulative density function of the delay random variable

Dg for K relays copies transmission at Phase 1.
From (15), the maximum value attained by D is

Fp (d2*")=1 zK(l —e*“'z?”) = d"" ~ Llog (Ll) . (19

K—

Eq. (16) reveals that, for a finite n, the new delay obtained
by multi-copy forwarding is bounded by d72%* after ensemble
averaging over all possible starting points topology uniformly
distributed on the disk.

As mentioned above, the exact bounded value must also
include the time interval ¢,,,.,q Necessary to have all K nodes
uniformly spread in the disk after Phase 1. Because the nodes
move with speed v = ©(—%), then t,preas = O(y/n). Now,
from (7) and (16), and since K << n, we have that d}** =
O(n). Therefore, tspreqqa << dR*.

Also, from (7) and (16), since K << n, d2*® grows to
infinity and no bounded delay is guaranteed if n scales to
infinity.

The probability density function for Dg is

—Ndg max
fon ) = pae m {7 N S e <R

17)

Hence, in the multi-copy forwarding scheme the tail of the
exponential delay distribution is cut off. The average delay
for K-copies forwarding is then given by

o) K-1

B[Dx] =/ dr foy (dx)ddrc ~ L [1 —log () ] , (18)
0

and the delay variance is

Var[Dx] ~ &5 {I—K(K—l)[log(%)r}.

Since K << n, we conclude that the average delay and
variance for any K are fractions of % and /\1—2 respectively, and
they also scale like ©(n) and ©(n?). Nevertheless, the number
of nodes does not scale to infinity in real MANETS, and for a
fixed n we can obtain significant average and variance delay

19)

reductions for small values of K compared to the single-copy
relay scheme. For example, if K = 2 a reduction of more than
69% over the average delay is obtained (i.e., for single-copy
Mean= %, for multi-copy (K = 2) Mean= 2:397). We also
observe that the mean and variance values decrease when K
increases.

C. Relationship between Delays

We showed that the throughput of our multi-copy scheme
is the same order as the one-copy scheme [1]. This capacity
is proportional to the probability of a packet reaching the
destination. Hence, because only one copy of the packet is
actually delivered to the destination for single-copy or multi-
copy, their total probabilities can be approximated at their
respective delivery time, i.e.,

P{U“Xl(s) - Xdest(s)| < T‘gls = dK]}

~ P{|X1(s) — Xuest(s)| < rols = d}, (20
and so their ensemble averages are
K
Ey [P {U[|X¢(S) — Xaest(s)| <rols = dK]}:|
i=1
R Eu [P{|X1(s) — Xaest (s)| < 7o|s = d}], (21)

whose solution must be obtained by substituting (5) (for s =
di and s = d respectively) on both sides of (21) and solving
for dg for the particular model of random motion of nodes.
For a steady-state uniform distribution for the motion of the
nodes, a simplified solution is obtained by substituting (11)
and (15) in (21) and solving for dx we have

dic ~ L log (ﬁ) : (22)

This last equation reveals very interesting properties for the
strategy of transmitting multiple copies of a packet during
Phase 1. If K =1, then obviously dx = d. If we let d — oc,
n be finite, and because K << n, then we have

d?”zdli_’ngo 1 log (ﬁ) =1 log (%) T2 ote. (23)

Therefore, if we choose K strictly greater than one, then
the delay obtained in the multi-copy relay scheme is bounded
for a finite number of nodes n, even when the single-copy
relay scheme in [1] incurs infinite delays. This is the same
asymptotic value already predicted by (16). The time-to-live
threshold must be set greater than the worst asymptotic delay
(K = 2) to allow the packet to be delivered, i.e., dj*** =
logl® < TTL.

Fig. 3 shows curves for (22), where A was taken to be equal
to one hundredth. The case of single-copy is also plotted. In
all cases, except single-copy, the delay dx tends to a constant
value as d increases. Hence, for a finite n, the multi-copy relay
scheme can reduce a delay of hours in the single-copy relay
scheme to a few minutes or even a few seconds, depending on
the network parameter values.

D. Simulation Results

To validate our theoretical analysis and approximations, we
performed some simulations using the BonnMotion simulator
[8], which creates mobility scenarios that can be used to study
mobile ad hoc network characteristics.
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Fig. 3. Relationship between delays dx and d for single-copy, K = 2, and
K = 4, for a uniform distribution resulting from the random motion of the
nodes for the network in steady-state.

In our simulations we implemented the simplified version
of the random waypoint mobility model [9] for the random
motion of the nodes, where no pause was used and v,,;, =
Umaz = v (as it resembles the uniform mobility model [3]).
Fig. 4 shows the results for 1000 seconds of simulations for
n = 1000 nodes, v = 0.13m/s, r, = 0.02m, and a unit
area disk as the simulation area, which results A = 0.0052. To
obtain a solution close to the steady-state behavior, we run 40
random topologies and averaged them as follow. In each run
we choose randomly a node with K = 2 neighbors, within r,,
and measured the time that each of these K nodes reach each
of the other n — K nodes in the disk (i.e., except the sender
and its other K — 1 neighbors) considering each of them as
a destination. The delay of the sender’s nearest node reaching
each destination is by definition d, and dg is the minimum
time among all the K nodes that reach the destination. Fig.
4 shows all pairs of points (d,dk) obtained in this way for
K = 2. In addition, we plot a 7*" degree polynomial fit for
all the points as well as an average obtained by taking the
mean of consecutive 90 points. We also plot the theoretical
curve (from (22)) for the steady-state uniform distribution for
the same parameters. We see that the averaged 90-points curve
follows the polynomial fit and that they both accompany the
steady-state uniform distribution predicted by theory as they
are related mobility models. We only observe the asymptotic
behavior for the experimental curves up to 800 seconds. After
that the polynomial fit begins to fall and does not represent the
actual asymptotic behavior anymore due to the natural lack of
samples at this part of the graph.

V1. CONCLUSIONS

We have analyzed delay issues for two packet forwarding
strategies, namely, the one-copy two-phase scheme advocated
by Grossglauser and Tse [1], and a multi-copy two-phase
technique. We found that in both schemes the average delay
and variance scale like ©(n) and ©(n?) for n total users in
a mobile wireless ad hoc network. In the case of multi-copies
transmission the multiuser diversity strategy is preserved by
allowing one-time relaying of packets and by delivering only

600

- (d,dK) f‘rom 40 rahdorr; topologies () K=2, A=0.0052
7th degree poly fit
[| " Uniform |
5007 90-points average
4001 1
o
(]
& 300F |
X
©
2001 1
100+ - |
0 IO A L |
0 200 400 600 800 1000
d (sec)
Fig. 4. Simulation results for the random waypoint mobility model. Each

grey point is a pair (d,dk) delay measured for 40 random topologies all
plotted together. A 7¢* degree polynomial fit for all the points and a 90
consecutive points average are plotted for K = 2. The theoretical curve for
the steady-state uniform distribution is also plotted.

the copy of the packet carried by the node that first reaches
the destination close enough so that it successfully delivers
the packet. We assumed that packets are endowed with header
information containing packet number and time-to-live thresh-
old fields. The handshake phase with the destination lasts a
negligible amount of time and prevents the multiple delivery
of the same packet. The time-to-live threshold allows the
additional nodes carrying the packet copy already delivered
to drop it from their queues as soon as the lifetime expires.
We also show that our technique does not change the order
of the magnitude of the throughput capacity in the MANET,
while a bounded delay can be guaranteed for finite n.
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