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Because of the importance of mediation studies, researchers have been continuously search-

ing for the best statistical test for mediation effect. The approaches that have been most

commonly employed include those that use zero-order and partial correlation, hierarchical

regression models, and structural equation modeling (SEM). This study extends MacKinnon

and colleagues (MacKinnon, Lockwood, Hoffmann, West, & Sheets, 2002; MacKinnon,

Lockwood, & Williams, 2004, MacKinnon, Warsi, & Dwyer, 1995) works by conducting a

simulation that examines the distribution of mediation and suppression effects of latent vari-

ables with SEM, and the properties of confidence intervals developed from eight different

methods. Results show that SEM provides unbiased estimates of mediation and suppression

effects, and that the bias-corrected bootstrap confidence intervals perform best in testing for

mediation and suppression effects. Steps to implement the recommended procedures with

Amos are presented.
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One of the major objectives of social science research is to make predictions. However,

prediction merely allows us to know the relationship between independent variables

and dependent variables. To gain knowledge, we also need to explain the relationships,

which is another major objective of social science research. One way to understand how or

why the variables are associated in a certain manner is to investigate the mechanisms that

underlie the relationships. To understand relationships better, social science researchers

have been examining the presence of mediators, also known as intervening variables, in

relationships among variables. For instance, trust-in-management has been found to mediate

the relationship between perceptions of organizational support and employee commitment

(Whitener, 2001), whereas the effect of supervision on organizational citizenship behavior

is mediated by procedural justice (Zellars, Tepper, & Duffy, 2002). At group level, team

member demographic heterogeneity mediates the effects of perceptions of cooperative

norms on team effectiveness (Chatman & Flynn, 2001). At organization level, knowledge
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acquisition by a firm from its foreign parent acts as a mediator in the relationship between

the firm’s absorptive capacity and its performance (Lane, Salk, & Lyles, 2001).

Because of the importance of mediation studies, researchers have been continuously

searching for the best statistical test for mediation effect. The approaches that have been most

commonly employed include those that use zero-order and partial correlation, hierarchical

regression models and structural equation modeling (SEM). In the 1970s and early 1980s,

researchers relied mainly on zero-order and partial correlation coefficients to examine media-

tion effects (e.g. Cheloha & Farr, 1980). However, the correlation approach is subject to the

influence of measurement errors and is restricted to the use of measured variables. Correla-

tion coefficients are also nondirectional and are therefore unable to distinguish between the

independent variable and the dependent variable. Furthermore, the correlation approach is

difficult to apply in the analysis of complex models with multiple mediators.

Another frequently employed approach to examine mediation is hierarchical regression

(e.g. Brown, Ganesan, & Challagalla, 2001; Lester, Meglino, & Korsgaard, 2002; Schau-

broeck & Lam, 2002). Many studies using this approach have relied on the Sobel test

(1982) to examine the significance of mediation effect. However, there is evidence that the

distribution of mediation effect is not normal (Bollen & Stine, 1990; MacKinnon & Dwyer,

1993; Stone & Sobel, 1990), and the utilization of a significance test, such as the Sobel test,

which assumes a normal distribution when examining the mediation effect, is not appropri-

ate. MacKinnon and his colleagues (MacKinnon, Lockwood, Hoffmann, West, & Sheets,

2002; MacKinnon, Lockwood, & Williams, 2004, MacKinnon, Warsi, & Dwyer, 1995)

have conducted several simulation studies to examine the accuracy of various tests on

mediation effects estimated with the hierarchical regression approach. Most recently,

MacKinnon, Lockwood, and Williams (2004) examined the accuracy of confidence inter-

vals for the indirect effect and demonstrated that the bias-corrected (BC) bootstrap method

produces the most accurate confidence intervals. However, a problem with the hierarchical

regression approach is that it assumes that the variables are measured without errors whereas

variables are usually measured with errors in practice. The existence of measurement errors

might result in biased estimation of the mediation effects and confidence intervals.

The recently developed SEM is another important statistical tool to investigate media-

tion, such as in the mediation effects between participation in decision making and satis-

faction (Roberson, Moye, & Locke, 1999), between network structure and career success

(Seibert, Kraimer, & Liden, 2001), and between proactive personality and career success

(Seibert, Kraimer, & Crant, 2001). SEM has several advantages over the hierarchical

regression approach to mediational analyses. First, SEM provides a better statistical tool

to investigate latent variables with multiple indicators (Holmbeck, 1997). Second, mea-

surement errors in the model can be controlled for when relationships among variables are

examined,1 thus avoiding complications from measurement errors and the underestimation

of mediation effects (Baron & Kenny, 1986; Hoyle & Smith, 1994). Third, the SEM

approach allows for the analysis of a more complicated model, for example, when a model

with more than one mediator and dependent variable can be considered simultaneously

(Hoyle & Smith, 1994). Fourth, SEM depicts a clear model that helps ensure that all rele-

vant paths can be included and tested, without omitting any (Baron & Kenny, 1986).

A simulation is therefore conducted to examine if the findings for the hierarchical

regression approach by MacKinnon and collegues (MacKinnon et al., 1995; 2002; 2004)
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can be generalized to the SEM approach that controls for uniqueness variance in estima-

tion of mediation effect of latent variables. This simulation will first demonstrate the bias-

ing effect of measurement errors on the estimation of mediation effects by comparing the

results from the hierarchical regression approach with those from the SEM approach.

Then, the accuracy of confidence intervals generated by eight different methods for the

indirect effects estimated with SEM is examined. This simulation also extends prior work

by including an examination of suppression effects, which have been generally ignored in

previous simulations and empirical studies. Practical recommendation for the examination

of the mediation and suppression effects of latent variables will be given.

Testing Mediation and Suppression Effects

Mediation effect is frequently referred to as indirect effect, where the effect of the inde-

pendent variable X1 on the dependent variable Y goes through a mediator X2. The mediation

effect is commonly defined as the reduction in the regression coefficient of X1 on Y, when the

effects of X2 are controlled for (Baron & Kenny, 1986; Judd & Kenny, 1981). The relation-

ships among X1, X2, and Y are shown in Figure 1. Change in the regression coefficient of X1

on Y when the effects of X2 are controlled for is operationalized as bY1 � bY1:2. Suppose X1

and X2 are scaled such that r1y and r2y > 0, mediation is concluded when bY1 � bY1:2 > 0. In

empirical studies, mediation effect is more frequently operationalized as the product of b21

and bY2:1, which has been shown to be equal to bY1 � bY1:2 (MacKinnon et al., 1995). The

most commonly employed method for examining the statistical significance of mediation

effect is the Sobel test (Sobel, 1982), in which the null hypothesis H0: b21bY2:1 ¼ 0 is tested.

The test statistic S, which is approximately distributed as Z, is obtained by dividing the esti-

mated mediation effect b̂21b̂Y2:1 by the standard error in Equation 1:

ŝb21bY2:1
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b̂2

21ŝ
2
bY2:1
þ b̂2

Y2:1ŝ
2
b21

q
: ð1Þ

There are two other variations of Equation 1 that provide a standard error for the media-

tion effect. Baron and Kenny (1986) used a population formula for the standard error for

testing the mediation effect, which is based on the first- and second-order Taylor series

approximation (Aroian, 1944), where the product of the two variances is added to the

variance of mediation effect in Equation 1:

ŝb21bY2:1
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b̂2

21ŝ
2
bY2:1
þ b̂2

Y2:1ŝ
2
b21
þ ŝ2

bY2:1
ŝ2
b21

q
: ð2Þ

The second variation is the sample-based estimated standard error of the product of two

normal variables derived by Goodman (1960), in which the product of the two variances

is subtracted from the variance of the mediation effect in Equation 1:

ŝb21bY2:1
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b̂2

21ŝ
2
bY2:1
þ b̂2

Y2:1ŝ
2
b21
� ŝ2

bY2:1
ŝ2
b21

q
: ð3Þ
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Suppression Effects

A suppressor is defined as a third variable that increases the regression coefficient

between the independent variable and dependent variable by its inclusion in a regression

equation (Conger, 1974).2 In other words, the relationship between X1 and Y is hiding or

suppressed by the suppressor X2. When the suppression effect is not controlled for, the

relationship between X1 and Y would appear to be smaller or even of opposite sign (Cohen

& Cohen, 1983). Similar to the examination of mediation effect, a suppression effect is

operationalized as bY1 � bY1:2, and suppression is concluded when bY1 � bY1:2 < 0: Alter-

natively, a suppression effect can be operationalized as the product of b21 and bY2:1, and

suppression is concluded when b21bY2:1 < 0:
Despite the similarity in the procedures for testing mediation and suppression, suppres-

sion is rarely examined in organizational and psychological research. However, studying

suppression may in fact contribute to theoretical development. Variance of the independent

Figure 1

Model for Testing the Significance of Mediation Effects
With Structural Equation Modeling

Model 1A: NonMediated Model

Model 1B: Partial Mediated Model

β21 βY2.1

βY1.2

βY1
X1

X2

X1

Y

Y
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variable can be partitioned into criterion-relevant and criterion-irrelevant components, and

inclusion of the suppressor in the analysis helps to partial out the criterion-irrelevant var-

iance (Tzelgov & Henik, 1991). For example, Burton, Lee, and Holtom (2002) found that

an employee’s age suppressed the relationship between motivation to attend and overall

absenteeism. They suggested that the weak relationship between motivation to attend and

overall absenteeism found in past research might be because of the failure to include sup-

pressors in the analysis. Another commonly encountered potential suppressor is the halo

effect, which usually conceals the relationship between psychological scales and their criter-

ion. Henik and Tzelgov (1985) have demonstrated that the predictive power of psychologi-

cal scales can be improved by including the halo effect as a suppressor in the analysis.

SEM Approach

Although hierarchical regression models have been commonly used for mediational

analysis, they are subject to measurement errors. If the variables are measured with errors,

then the significance of the mediation effect is likely to be underestimated because the

effect of the independent variable on the dependent variable without the mediator is likely

to be underestimated, and the direct effect of the independent variable on the dependent

variable is likely to be overestimated (Kenny, Kashy, & Bolger, 1998).

Researchers have turned to latent variables with multiple indicators and SEM to deal with

this measurement error problem. The structural equation model for examining mediation

effects is shown as Model 1B in Figure 1. Most SEM software packages (such as EQS and

LISREL) currently appear to use the Sobel s in Equation 1 (Sobel, 1982) for examining the

significance of indirect effect.3 However, distribution of the mediation effect is normal only

when b21 and bY2:1are equal to 0 (MacKinnon et al., 2004). Hence, utilizing the Sobel test

and similar approaches that assume normal distribution may not be appropriate for examin-

ing the significance of the mediation effect. MacKinnon and colleagues (MacKinnon et al.,

2002; 2004) suggest using the bootstrap method to define the confidence intervals for med-

iation effects estimated with the hierarchical regression approach. Similarly, confidence

intervals can be created for parameters estimated with SEM by the bootstrap method.

Although confidence intervals can also be used for null hypothesis testing, they are superior

to null hypothesis testing because they provide a range of plausible population values for

the mediation effect.

The standard errors calculated from Equations 1 to 3 can also be used to establish confi-

dence intervals by assuming a normal distribution and by substituting the respective stan-

dard errors into Equation 4:

ðb̂21b̂Y2:1 � za=2ŝb21bY2:1
; b̂21b̂Y2:1 þ za=2ŝb21bY2:1

Þ: ð4Þ

When sample size is small, za=2 in Equation 4 is substituted by ta=2 with appropriate

degrees of freedom. Bootstrapping confidence intervals are usually more accurate than the

confidence intervals based on Equation 4 for significance testing because they do not

depend on an assumption of normality.
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Bootstrapping involves ‘‘resampling’’ the data many times with replacement to generate

an empirical estimation of the entire sampling distribution of a statistic (Mooney & Duval,

1993). It is particularly useful when the statistic does not have known distribution (such as

sample median) or when distribution assumptions have been violated. The bootstrap pro-

cedure first involves defining a resampling space R, which is usually the observed sample

with size n. Then B number (usually 500 or 1,000) of bootstrap samples of n observations

is randomly drawn from R with replacement. The desired statistics or parameters are

obtained for each bootstrap sample. In this study, the hypothesized structural equation

model is fitted to each bootstrap sample. Finally, confidence intervals for the estimated

parameters are constructed. Four methods are commonly used to define confidence inter-

vals based on bootstrapping: the percentile method; the bootstrap-t method; the BC

method; and the bias-corrected and accelerated (BCa) method.

Percentile Method

The simplest method for constructing confidence intervals from bootstrapping is the

percentile method. The (1 - a) confidence intervals are defined by

ðŷ∗a=2; ŷ
∗
1�a=2Þ: ð5Þ

where ŷ∗a=2 is the a/2th percentile of the bootstrap sampling distribution of b̂Y1b̂Y2:1.

Bootstrap-t Method

Unlike statistical tests such as the Sobel test that assume normal distribution, the boot-

strap-t method generates the distribution of Z directly from the data (Efron & Tibshirani,

1993, p. 160) using the following:

Z∗ðbÞ ¼ ŷ∗ðbÞ � ŷ
ŝ∗ðbÞ ; ð6Þ

where Z∗ðb) is the Z value for the bth bootstrap sample, ŷ is the original sample estimate

of the mediation effect b̂Y1b̂Y2:1, and ŷ∗ðb) and ŝ∗ðb) are the estimated value and standard

error of b̂Y1b̂Y2:1 for the bth bootstrap sample. The a/2th and (1 - a/2Þth percentiles of Z∗ðb)

are used to form the confidence intervals:

ðb̂21b̂Y2:1 � Z∗
a=2ŝb21bY2:1

; b̂21b̂Y2:1 � Z∗
1�a=2ŝb21bY2:1

Þ: ð7Þ

BC Method

The percentile method assumes unbiasedness for the distribution of ŷ∗. That is, ŷ∗ is an

unbiased estimator of ŷ and ŷ is an unbiased estimator of y (Mooney & Duval, 1993). The

BC method adjusts the bootstrapped distribution of ŷ with:

ẑ0 ¼ F�1 Probðŷ∗ðbÞ< ŷÞ
n o

; ð8Þ
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where F�1ð · ) is the inverse function of the standard normal cumulative distribution

function (Efron & Tibshirani, 1993, p. 186). The confidence intervals are defined as

follows:

ðŷ∗a1
; ŷ∗a2
Þ: ð9Þ

where

a1 ¼ F 2ẑ0 þ za=2

� �
; and ð10Þ

a2 ¼ F 2ẑ0 þ z1�a=2

� �
: ð11Þ

BCa Method

The BCa method further adjusts the distribution of ŷ∗ by an acceleration (Efron &

Tibshirani, 1993, p. 186):

â ¼

Pn
i¼1

ŷ ·ð Þ � ŷ ið Þ

� �3

6
Pn
i¼1

ŷ ·ð Þ � ŷ ið Þ

� �2
� �3=2

; where ð12Þ

a1 ¼ F ẑ0 þ
ẑ0 þ za=2

1� â ẑ0 þ za=2

� �
 !

; and ð13Þ

a2 ¼ F ẑ0 þ
ẑ0 þ z1�a=2

1� â ẑ0 þ z1�a=2

� �
 !

: ð14Þ

The terms ŷ ·ð Þ and ŷ ið Þ are obtained from the jackknife method described below. The BCa

confidence intervals are obtained by substituting a1 and a2 from Equations 13 and 14 into

Equation 9.

Jackknife Method

The jackknife method is closely associated with the bootstrap method. Instead of resam-

pling n observations with replacement in each bootstrap sample, the jackknife method

samples by leaving out one observation at a time:

JðiÞ= ðx1; x2; . . . ; xi− 1; xi+ 1; . . . xnÞ: ð15Þ

Although the jackknife method can also be used to estimate the standard error and confi-

dence intervals of an estimate, it is more commonly used to estimate the bias of the esti-

mate. In this study, ŷ ið Þ is the value of b̂Y1b̂Y2:1 for the ith jackknife sample and ŷ ·ð Þ is the

mean of ŷ ið Þ across n jackknife samples. The jackknife confidence intervals are given by:

ðŷ ·ð Þ � za=2sJ ; ŷ ·ð Þ þ za=2sJÞ: ð16Þ

where sJ is the standard deviation of ŷ ið Þ across n jackknife samples.
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Simulation

Method

LISREL 8.54 (Jöreskog & Sörbom, 1996) was used to conduct the simulation and boot-

strapping procedures. In this study, three levels of sample size (100, 200, and 500), two

levels of item reliability (r ¼ 0:75 and 0.90), three levels of factor loadings (all 0.6, all 0.8,

and combination), and two levels of direct effect from the independent variable to the

dependent variable (bY1:2 ¼ 0 for full mediation, bY1:2 ¼ 0:2 for partial mediation and sup-

pression) were studied. Following MacKinnon et al. (2004), the zero mediation effect was

simulated by four combinations of b21 and bY2:1 (b21 ¼ 0; bY2:1 ¼ 0; 0.14, 0.39, and 0.59).

The small to large mediation effects were simulated by six combinations of b21 and bY2:1

(b21, bY2:1 ¼ 0:14, 0.14; 0.14, 0.39; 0.14, 0.59; 0.39, 0.39; 0.39, 0.59; and 0.59, 0.59). This

study also examined the performance of confidence intervals for the suppression effect. Six

combinations of suppression effects were simulated by reversing the sign of bY2:1 so that the

products of b21 and bY2:1 became negative. Table 1 shows the mediation and suppression

effects represented by various combinations of b21, bY2:1 and bY1:2. These combinations of

specifications resulted in the production of 576 models with different population parameters.

Two hundred samples (data sets) were simulated for each model.

Model 1B in Figure 1 was first fitted for each of the 115,200 simulated data sets using

LISREL 8.54. This procedure generated the indirect effect (b̂21b̂Y2:1), direct effects (b̂21

and b̂Y2:1), and the corresponding standard errors for the calculation of the standard error

of indirect effect using Equations 1 to 3. Then jackknife samples were created for each of

the 115,200 simulated data sets. Model 1B was fitted to each jackknife sample, and the

jackknife indirect effects (b̂21b̂Y2:1) and the corresponding standard errors were computed.

Finally, 500 bootstrap samples were generated for each of the 115,200 simulated data sets.

The same SEM model was fitted to each bootstrap sample and the estimated parameters

were used for defining the various confidence intervals.

Bias Estimation

The parameters b̂21, b̂Y2:1, and b̂Y1:2 of Model 1B estimated with SEM, as well as the

product of b̂21 and b̂Y2:1 for each of the 115,200 simulated data sets were compared with

the true values. Biases were estimated by subtracting the true values from the estimated

parameters. In addition, three observed variables X1, X2 and Y were created by averaging

the values of the corresponding items. The parameters b̂21, b̂Y2:1, and b̂Y1:2 of Model 1B

for each of the 115,200 simulated data sets were estimated using the hierarchical regres-

sion approach. The estimated parameters, together with b̂21b̂Y2:1, were compared with the

true values.

Confidence Limits

Both the 90% and 95% confidence intervals for each of the eight methods and 115,200

simulated data sets were calculated. Estimates of b̂21 and b̂Y2:1 and the corresponding stan-

dard errors were inserted into Equations 1 to 3 to obtain standard errors for b̂21b̂Y2:1. The
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standard errors were then substituted into Equation 4 to obtain the confidence intervals.

Jackknife confidence limits were obtained by substituting the jackknife estimate of b̂21b̂Y2:1

and its standard error into Equation 16. Confidence intervals based on the bootstrap percen-

tile method, bootstrap-t method, BC bootstrap method, and BCa bootstrap method were

calculated according to the methods described above.

Accuracy (Robustness)

The accuracy of confidence limits was examined by comparing the proportion of times

that the true value of the mediation effect fell outside the confidence limits versus the

expected values (Efron & Tibshirani, 1993, p. 321). For example, in assessing the accu-

racy of the 95% confidence intervals, it is expected that among the 200 simulated samples

for each combination of population parameters, the true value of the mediation effect will

fall to the left of the lower limit in five samples (2.5% of 200 samples), and will fall to the

right of the upper limit in five samples. In addition to testing the statistical significance of

the deviations, we use the liberal robustness criterion suggested by Bradley (1978), that is,

0.5a≤ r≤ 1.5a, to examine if the deviation of the confidence limits from the expected

values was substantial. For the 95% confidence limits, proportions were considered to be

robust if they fell within the range of 1.25% to 3.75%. The confidence intervals were also

used to test against the null hypothesis which assumes that the mediation and suppression

effect is zero. The effect was considered to be significant if zero was not within the confi-

dence intervals. The observed Type I error rate and statistical power for testing both med-

iation and suppression effects were examined.

Results

Bias Estimation

Table 2 reports the bias estimation for the parameters for both the hierarchical regres-

sion approach and the SEM approach. All the parameters estimated with the hierarchi-

cal regression approach deviate significantly from the true values when the true value is

nonzero (p< :0001). Results of regression analysis show that the magnitude of bias is

Table 1
Mediation and Suppression Effects Represented

by Various Combinations of Population Parameters

bY1.2 = 0 bY1.2 = 0.2

b21 = 0, bY2.1 ≥ 0

(indirect effect = 0)

No mediation and

suppression effects

No mediation and

suppression effects

b21 > 0, bY2.1 > 0

(positive indirect effect)

Full mediation

effects

Partial mediation

effects

b21 > 0, bY2.1 < 0

(negative indirect effect)

Full mediation

effects

Partial suppression

effects
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significantly affected by the size of the measurement errors (p< :0001) and the true values

of the parameters (p< :0001). When the size of the measurement errors is moderate

(r ¼ 0:75), the true mediation effect is on average underestimated by 12.4% and the true

suppression effect is underestimated by 14.3%. Maximum deviation occurs when there

is a partial suppression effect at 0.3481 (b21 ¼ 0:59, bY2:1 ¼ �0:59, and bY1:2 ¼ 0:2),

where the true suppression effect was underestimated by 16.2%.4 When the measurement

errors are small (r ¼ 0:9), the true mediation and suppression effects are, on average,

underestimated by 5.5%. On the other hand, none of the parameters estimated from the

SEM approach deviates significantly from the true value (p > .05). The average deviation

of estimated mediation effect from the true value is less than 0.5%, and the deviation for

the suppression effect is less than 0.1%. The maximum deviation occurs when the true

partial mediation effect is at 0.2301 (b21 ¼ 0:14, bY2:1 ¼ 0:59 and bY1:2 ¼ 0:2), where the

estimated mediation effect is smaller than the true value by 1.39%.

Distribution of Mediation and Suppression Effects

A major concern of using the Sobel test in examining the significance of mediation and

suppression effect is that the distribution of mediation and suppression effect is not nor-

mal. The skewness and kurtosis of the mediation and suppression effects for each of the

576 population models are examined. It was found that mediation effects skew to the right

when sample size is 100 or 200, whereas suppression effects skew to the left. The effects

of b21, bY2:1, bY1:2, and sample size on the skewness and kurtosis were examined with a

regression analysis. It was found that both sample size and the magnitude of bY2:1 have

significant negative relationships with the skewness (p< :01). Moreover, the skewness was

largest when b21 and bY2:1 are at similar magnitude. Similar results were found for kurtosis.

Because the magnitude of bY1:2 has no significant effect on the distribution of the mediation

and suppression effects, Table 3 reports the skewness, kurtosis and Kolmogorov-Smirnov

Zðtest for normality) for combinations of b21, bY2:1, and sample size only.

Confidence Intervals

Problems occurred when calculating the Goodman s of indirect effects (Equation 3).

When the true values of b21 and bY2:1 are small, the estimated parameters b̂21 and b̂Y2:1 are

usually smaller than the corresponding standard errors. As a result, the last term of the

standard error of the Goodman formula is larger than the sum of the first two terms, and

the s in Equation 3 is undefined (taking the square root of a negative number). Results in

subsequent sections for the Goodman s method are based only on those cases with feasi-

ble solutions, which may make the results look better than the other standard error based

methods. Hence, results for the Goodman s method should be interpreted cautiously.

Both 90% and 95% confidence limits for the mediation and suppression effects were

calculated for the eight methods. The effects of simulated population parameters including

factor loadings, reliability, sample size, and b21, bY2:1 and bY1:2 on the number of times

the true mediation effect was greater than or less than the confidence intervals generated

by each method were examined using MANOVA. Only sample size, b21 and bY2:1 had
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significant effects on the accuracy of confidence limits. In the interest of conserving space,

only the results for 95% confidence intervals are presented. Results for the 90% confi-

dence intervals are comparable and are available from the first author.

Table 4 shows the percentage of times that the confidence intervals do not include zero

for models with no mediation effect (true value of b21bY2:1 ¼ 0). When both b21 and bY2:1

are zero, all methods reject the null hypothesis less frequently than the expected rate of

5%. When the true value of bY2:1 increases, all confidence intervals reject the null hypoth-

esis more frequently. The percentages obtained for bY1:2 ¼ 0 (left hand-side of the table)

are compared with those obtained for bY1:2 ¼ 0:2 (right-hand side of the table). None of

the comparisons show significant differences at an alpha level of 0.001. Based on the per-

centages reported in Table 4, the eight methods can be clustered into three groups. The

first group is the four methods that assume normal distribution in estimating confidence

intervals, including the Sobel s, Aroian s, Goodman s, and jackknife s methods. These

methods produce percentages that are not significantly different from each other (p> :05),

but are significantly smaller than the other four bootstrap methods (p< :0001). The second

group is the percentile method. Although the bootstrap percentile method improves accu-

racy of the confidence limits, the percentages reported are still significantly lower than the

expected values, and lower than the percentages reported by the other three bootstrap con-

fidence intervals (p< :001). The third group is the bootstrap-t, BC bootstrap and BCa

bootstrap methods. Overall, confidence intervals produced by these three methods are

closest to the expected values.

Table 3
Tests for Normality Assumption for the Distribution

of Mediation and Suppression Effects

n = 100 n = 200 n = 500

b21 bY2.1 Skewness Kurtosis K-S Z Skewness Kurtosis K-S Z Skewness Kurtosis K-S Z

0 0 −0.093 7.900∗∗ 5.957∗∗ .428∗∗ 5.382∗∗ 6.343∗∗ −.293∗∗ 6.358∗∗ 5.534∗∗
0 .14 −0.063 2.517∗∗ 4.073∗∗ .056 2.041∗∗ 2.645∗∗ .053 1.260∗∗ 1.640

0 .39 −0.167∗ 1.013∗∗ 1.222 −.062 0.270 1.075 .044 0.095 0.427

0 .59 −0.004 0.078 0.489 −.020 −0.046 0.422 −.114 −0.020 0.767

.14 .14 1.103∗∗ 2.067∗∗ 4.142∗∗ .834∗∗ 1.274∗∗ 3.365∗∗ .569∗∗ 0.349∗ 2.017∗

.14 .39 0.283∗∗ 0.279 1.370 .163 0.245 1.334 .002 −0.023 0.458

.14 .59 −0.011 0.186 0.539 −.010 −0.035 0.612 .045 −0.013 0.543

.39 .39 0.396∗∗ 0.186 1.996∗ .220∗∗ 0.090 1.186 .190∗ 0.225 1.022

.39 .59 0.229∗∗ 0.140 0.970 .169∗ −0.022 1.068 .079 0.062 0.742

.59 .59 0.273∗∗ 0.292 1.253 .165∗ −0.012 1.237 .155 0.020 0.696

.14 −.14 −1.019∗∗ 2.071∗∗ 3.741∗∗ −.965∗∗ 1.666∗∗ 3.153∗∗ −.616∗∗ 0.483∗∗ 2.240∗∗

.14 −.39 −0.318∗∗ 0.403∗∗ 1.525 −.220∗∗ 0.209 1.156 −.116 0.120 0.664

.14 −.59 −0.092 0.215 0.747 −.095 0.089 1.053 .048 0.063 0.505

.39 −.39 −0.374∗∗ −0.009 1.819 −.303∗∗ 0.141 1.368 −.150 −0.043 0.899

.39 −.59 −0.217∗∗ 0.329∗ 0.932 −.192∗ −0.119 1.137 .090 2.311∗∗ 0.853

.59 −.59 −0.264∗∗ 0.131 1.131 −.250∗∗ 0.050 1.179 −.159 0.010 0.963

Note: K-S Z = Kolmogorov-Smirnov Z.
∗p< .001. ∗∗ p< .0001.
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Table 4
Percentage of Cases With True Values to Left and Right of 95% Confidence

Intervals—Models With No Mediation Effect (b12bY2.1 = 0)

bY1.2 = 0 bY1.2= 0.2

Effect Size n= 100 n= 200 n= 500 n= 100 n= 200 n = 500

Method b21 bY2.1 L R L R L R L R L R L R

0 0

Sobel s 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Aroian s 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Goodman s 0.56 1.27 0.13 0.67 1.71 0.57 0.41 1.50 0.94 0.94 0.69 0.41

Jackknife s 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Percentile 0.25 0.17 0.17 0.00 0.00 0.33 0.00 0.08 0.17 0.00 0.08 0.08

Bootstrap-t 0.58 0.42 0.75 0.08 0.08 0.33 0.25 0.50 0.33 0.17 0.08 0.08

BC 0.58 0.50 1.17 0.17 0.33 0.58 0.08 0.58 0.67 0.08 0.33 0.17

BCa 0.58 0.42 1.00 0.17 0.33 0.58 0.08 0.50 0.67 0.17 0.25 0.17

0 .14

Sobel s 0.08 0.08 0.17 0.00 0.58 0.25 0.00 0.08 0.08 0.25 0.25 0.75

Aroian s 0.08 0.00 0.08 0.00 0.42 0.25 0.00 0.00 0.00 0.17 0.25 0.75

Goodman s 0.21 0.41 0.55 0.18 0.67 0.59 0.71 0.10 0.27 0.54 0.59 0.84

Jackknife s 0.17 0.00 0.25 0.08 0.50 0.33 0.17 0.00 0.08 0.33 0.42 0.75

Percentile 0.75 1.00 0.67 0.83 1.58 1.33 0.50 0.33 1.17 0.92 1.58 1.58

Bootstrap-t 1.33 1.42 1.92 2.08 3.00 2.42 1.00 1.17 2.75 1.75 3.17 2.67

BC 1.50 1.67 1.75 2.17 3.42 3.00 1.67 1.92 2.50 1.92 2.58 3.42

BCa 1.42 1.75 1.83 2.25 3.25 3.00 1.67 2.00 2.58 1.92 2.50 3.33

0 .39

Sobel s 1.33 1.08 2.33 1.92 2.08 1.83 1.25 0.92 1.58 2.00 3.42 2.17

Aroian s 1.00 0.75 2.17 1.67 1.92 1.83 0.83 0.92 1.42 1.75 3.25 2.17

Goodman s 1.42 1.17 2.50 1.92 2.25 1.83 1.59 1.00 1.67 2.17 3.42 2.17

Jackknife s 1.42 1.50 2.08 2.25 2.67 2.25 1.92 1.08 1.50 2.42 3.42 2.00

Percentile 2.83 2.75 2.75 2.75 2.75 2.67 3.00 2.58 1.83 3.33 4.08 2.50

Bootstrap-t 4.83 4.17 4.58 4.33 3.42 3.08 5.00 4.67 3.50 4.75 4.75 3.08

BC 3.83 3.75 4.08 3.25 3.00 2.75 4.67 4.08 2.67 4.17 3.92 2.50

BCa 4.00 3.58 3.83 3.25 3.00 2.75 4.67 4.42 2.67 4.33 3.92 2.50

0 .59

Sobel s 2.17 2.25 1.67 1.58 1.92 2.67 2.58 1.33 2.50 2.00 2.92 2.33

Aroian s 2.08 2.08 1.67 1.42 1.83 2.67 2.25 1.33 2.42 2.00 2.83 2.33

Goodman s 2.25 2.58 1.75 1.58 1.92 2.75 2.58 1.75 2.50 2.00 2.92 2.33

Jackknife s 2.58 2.92 2.00 1.75 2.00 2.75 2.83 1.58 3.08 2.25 2.92 2.25

Percentile 3.17 3.25 2.42 1.50 2.08 2.58 2.92 2.08 3.00 2.75 3.25 2.75

Bootstrap-t 5.67 4.92 2.92 2.33 2.33 3.33 4.42 3.58 4.83 3.25 3.58 2.50

BC 4.00 3.67 2.50 1.83 2.25 2.92 3.33 3.00 3.67 3.17 2.92 2.83

BCa 4.08 3.75 2.67 2.75 2.25 2.92 3.50 3.17 3.67 3.25 3.08 2.92

Overall

Sobel s 0.90 0.88 1.04 0.88 1.15 1.19 0.96 0.58 1.04 1.06 1.65 1.31

Aroian s 0.79 0.71 0.98 0.77 1.04 1.19 0.77 0.56 0.96 .98 1.58 1.31

Goodman s 1.23 1.42 1.37 1.16 1.63 1.54 1.46 1.09 1.41 1.48 2.04 1.55

Jackknife s 1.04 1.13 1.08 1.02 1.29 1.33 1.23 0.67 1.17 1.25 1.69 1.25

Percentile 1.75 1.79 1.50 1.27 1.60 1.73 1.60 1.27 1.54 1.75 2.25 1.73

(continued)
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Accuracy of confidence intervals are also studied by examining the percentage of times

that the confidence intervals do not include the true value of b21bY2:1 when there are true

mediation and suppression effects (b21bY2:1 6¼ 0). The percentages obtained for bY1:2 ¼ 0

(full mediation) are compared with those obtained for bY1:2 ¼ 0:2 (partial mediation and

suppression). Among all 576 comparisons, only 4 show significant differences at an alpha

level of 0.001.5 Hence, Table 5 shows only the combined results for bY1:2 ¼ 0 and

bY1:2 ¼ 0:2. Although the confidence limits of mediation effect of latent variables based

on the Sobel s, Aroian s, Goodman s, and jackknife s assume normal distributions,

Table 5 shows that there is an imbalance in the percentage of times that the true values of

mediation effect were greater than or less than the confidence limits. Similar results were

found in previous simulated studies on the mediation effect of observed variables (MacK-

innon et al., 2004). In the case of mediation (positive indirect effects), the lower confi-

dence limits based on methods with a normality assumption produced much smaller error

rates than the expected values, whereas the upper confidence limits produced larger error

rates. The imbalance occurs in opposite directions for models with true negative indirect

effects (suppression effects). This imbalance is less observable when the true mediation

effect is zero (Table 4). In general, the bootstrap methods produce more balanced confi-

dence intervals. The percentages for positive indirect (mediation) effect are compared

with the corresponding percentages for negative indirect (suppression) effect. Among all

576 comparisons, all but one comparison have p > .05. The only exception is the compari-

son of the models with sample size= 200, b21 ¼ 0:14 and bY2:1 ¼ 0:14/-0.14, where

:01> p> :001.

Table 5 also shows whether the percentages are substantially different from the expected

value of 2.5%. In general, the confidence limits are more accurate when the sample size

increases. Moreover, confidence limits based on the Sobel s, Aroian s, and Goodman s
perform worst. Forty-three out of the 72 confidence limits based on the Sobel s reported in

Table 5 have percentages that are significantly different from the expected value. Similarly,

44 confidence limits based on the Aroian s and 47 confidence limits based on the Good-

man s deviate significantly from the expected values. The jackknife method produces

slightly more accurate confidence limits with 32 significant deviations. The four bootstrap

methods produce confidence limits that are substantially more accurate than those based on

methods with a normality assumption. The bootstrap-t method (21 times) is better than the

Table 4 (continued)

bY1.2 = 0 bY1.2= 0.2

Effect Size n= 100 n= 200 n= 500 n= 100 n= 200 n = 500

Method b21 bY2.1 L R L R L R L R L R L R

Bootstrap-t 3.10 2.73 2.54 2.21 2.21 2.29 2.67 2.48 2.85 2.48 2.90 2.08

BC 2.48 2.40 2.38 1.85 2.25 2.31 2.44 2.40 2.38 2.33 2.44 2.23

BCa 2.52 2.38 2.33 2.10 2.21 2.31 2.48 2.52 2.40 2.42 2.44 2.23

Note: Percentages in italics are significantly different from the expected value (2.5%) at alpha = .001.

Percentages underlined are outside Bradley’s (1978) liberal robustness criteria (< 1.25% or> 3.75%).

Percentages in italics and underlined are both statistically significant and outside the liberal robustness criteria.
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methods with normality assumption, but slightly worse than the bootstrap percentile

method (17 times). Both the BC bootstrap and the BCa bootstrap methods produce confi-

dence limits that are the most accurate (9 and 11 times respectively) among the eight

methods.

Table 6 shows the observed Type I error rates for each method. When both bY1:2 ¼ 0

and bY2:1 ¼ 0; all the methods result in confidence intervals that are significantly lower

than the expected values of 5%. When bY2:1 becomes larger (0.14), the bootstrap-t, BC

bootstrap and BCa bootstrap confidence intervals are closer to the expected levels than

other confidence intervals. When bY2:1 becomes even larger (0.39 and 0.59), these three

methods result in inflated Type I error rates, particularly when bY2:1 is large and sample

size is small. Under these conditions, the bootstrap percentile method outperforms other

methods.

The power for detecting a true mediation or suppression effect for each method is sum-

marized in Table 7. When the effect size is large (b21 ¼ :39, bY2:1 ¼ :59 or −.59; and

b21 ¼ :59, bY2:1 ¼ :59 or −.59), all methods have very high power and differences among

methods are negligible. When the effect size is medium (b21 ¼ :39, bY2:1 ¼ :39 or −.39),

all methods provide acceptable power at all sample sizes. The bootstrap methods have

significantly higher power than methods that have the normality assumption only when

sample size is at 100 (p< :0001). When the effect size is small to medium (b21 ¼ :14,

bY2:1 ¼ :39 or −.39; and b21 ¼ :39, bY2:1 ¼ :59 or −.59; and b21 ¼ :59, bY2:1 = :59 or

−.59), all methods have adequate power only when the sample size is 500. Although the

bootstrap methods provide significantly higher power than the methods assuming normal-

ity, the power levels are all inadequate (at 55% or lower) with sample sizes of 100 or 200.

When the effect size is very small (b21 ¼ :14, bY2:1 ¼ :14 or −.14) only the bootstrap

methods with a sample size of 500 provide adequate power. The power for testing media-

tion effects was compared with that for testing suppression effects at the same magnitude.

All methods have similar power level (p> :01) for testing mediation effects and suppres-

sion effects when the magnitudes of the true effects are the same.

Discussion

This study shows that measurement errors, which cause the underestimation of both

b21 and bY2:1;may result in a serious underestimation of mediation and suppression effects

when the hierarchical regression approach is employed. When more than one mediator is

included in the model, the biasing effect of the measurement error on the estimated media-

tion effect is less clear. The estimated mediation effect can be either underestimated or

overestimated. On the other hand, SEM is very effective in controlling for measurement

errors when estimating both the direct and indirect effects.

Many empirical researchers who have examined the mediation effect of latent variables

with SEM have tested only for the significance of the direct effect from the independent

variable to the mediator (b̂21) and the direct effect from the mediator to the dependent

variable (b̂Y2:1). However, the significance of these two direct paths does not provide sup-

port for a significant mediation effect (b̂21b̂Y2:1) from the independent to the dependent

variable through the mediator. Moreover, the mediation effect may be significant even if
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only one direct path is significant, but the second direct path is close to significance.

Hence, the mediation effect should be examined by testing the significance of the indirect

effect, b̂21b̂Y2:1. Currently, most SEM software packages provide the Sobel s for the indir-

ect effects. One concern of using this standard error in testing the significance of indirect

effect is that the indirect effect is not normally distributed. Results in this study show that

the distribution of mediation and suppression effects is skewed, particularly when the

sample size is small to medium. The normality assumption in general holds when the sam-

ple size reaches 500, except when all the components of the mediation or suppression

effect (b21 and bY2:1) are small.

The objective of this study is to examine the accuracy of confidence intervals for the

mediation and suppression effect of latent variables produced by various methods. Confi-

dence intervals for models with full mediation (bY1:2 ¼ 0) were first compared with those

for partial mediation (bY1:2 ¼ 0:2). Results show that neither the distribution of the media-

tion and suppression effect, nor the accuracy of confidence limits produced by all methods

is affected by the magnitude of the direct effect from the independent variable to the

dependent variable.

The properties of each of the eight methods for generating confidence intervals for

b̂21b̂Y2:1 are summarized in Table 8. Because b̂21b̂Y2:1 is skewed even when both direct

paths are normally distributed, application of the Sobel test, which assumes normal distri-

bution to evaluate the significance of mediation effect, may be inappropriate. Results

reported in Table 5 show that 60% of the confidence limits based on the Sobel s deviate

significantly from the theoretical values of 2.5% and 97.5%. In this study the modified

Sobel test (Baron & Kenny, 1986) is not found to be more accurate than the original Sobel

test. Accuracy of the confidence intervals based on Aroian s (Equation 2) is found to be

little different from the confidence intervals based on the Sobel s. Because the Aroian

s is larger than the Sobel s, both the Type I error rate and the power of the confidence

intervals based on the Aroian s are slightly lower than those of the confidence intervals

based on the Sobel s. Although the Goodman s produces slightly more accurate confi-

dence intervals than the Sobel s and the Aroian s, it is undefined in many cases when the

true values of b21 and bY2:1 are small. This deficiency precludes the applicability of the

Goodman s to the examination of the significance of the mediation and suppression

effects.

Unlike previous simulations on observed variables which show that the jackknife

method did not perform better than the Sobel test (MacKinnon et al., 2004), results in this

study show that performance of the confidence intervals based on the jackknife method is

better than those based on various versions of the Sobel standard errors. This difference in

findings is probably because of the inclusion of measurement errors in the current simula-

tion. When measurement errors exist, there is a higher chance for the presence of influen-

tial cases. The jackknife method effectively removes some of the effects of the influential

cases and hence produces smaller standard errors and narrower confidence intervals.

The bootstrapping approach has received increasing attention in recent years, particu-

larly in the area of establishing confidence intervals for estimated parameters that have no

known distributions or have violated the normality assumption. By examining the number

of models for which the percentage of true values falls outside the confidence intervals, it

was shown that the bootstrap percentile method produces substantially more accurate
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confidence intervals than the four methods that assume normal distribution. The percen-

tage of cases with an imbalance of true values to left and right of the confidence intervals

is also less. The bootstrap percentile confidence intervals are also associated with more

accurate Type I error rate and higher power.

Although the confidence intervals based on the bootstrap-t method perform much better

than the confidence intervals with a normality assumption, two problems preclude a

recommendation to use this method to examine the mediation and suppression effect. The

first problem is that the bootstrap-t method produces confidence intervals that are very

inaccurate when the true mediation and suppression effect is small, although the problem

is not observable with a sample size of 500. The second problem is that, as shown in Equa-

tion 6, the calculation of Z∗ requires an estimation of the standard error for the mediation

effect for each bootstrap sample. Theoretically, this standard error should be estimated by

another level of bootstrapping within each bootstrap sample, which would mean the gen-

eration of the confidence intervals for 1,000 bootstrap samples would require the estimation

of one million structural equation models. Hence, in this study an approximation of Z∗ is

estimated by substituting the Sobel s into Equation 6 for each bootstrap sample.

Table 8
Properties of Confidence Intervals Created by Various Methods

Sobel σ Aroian σ Goodman σ Jackknife σ Percentile Bootstrap-t BC BCa

Accuracy of confidence

intervals

Nil effect × small N Fair Fair Fair Fair Fair Good Good Good

Nil effect × medium N Fair Fair Fair Fair Fair Good Good Good

Nil effect × large N Fair Fair Fair Fair Fair Good Good Good

Small effect × small N Fair Fair Fair Fair Fair Fair Fair Fair

Small effect × medium N Fair Fair Fair Fair Fair Fair Fair Fair

Small effect × large N Fair Fair Fair Fair Fair Fair Good Good

Large effect × small N Fair Fair Fair Fair Fair Fair Fair Fair

Large effect × medium N Fair Fair Fair Fair Fair Good Good Good

Large effect × large N Fair Fair Fair Fair Good Fair Good Good

Type I error

Nil effect × small N Fair Fair Fair Fair Fair Good Good Good

Nil effect × medium N Fair Fair Fair Fair Fair Good Good Good

Nil effect × large N Fair Fair Good Fair Good Good Good Good

Power

Small effect × small N Fair Fair Fair Fair Fair Fair Fair Fair

Small effect × medium N Fair Fair Fair Fair Fair Fair Fair Fair

Small effect × large N Fair Fair Fair Fair Good Good Good Good

Large effect × small N Good Good Good Good Good Good Good Good

Large effect × medium N Good Good Good Good Good Good Good Good

Large effect × large N Good Good Good Good Good Good Good Good

Note: Small N: N = 100; Medium N: N = 200; Large N: N = 500. Fair = Substantial deviations from

expected (nominal) results; Good = Only minor deviations from expected results. BC bootstrap method

slightly outperforms the BCa bootstrap method in almost all aspects.
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The BC bootstrap and BCa bootstrap methods produce similar results. Although the

BCa bootstrap confidence intervals have made more adjustments for biases than the BC

bootstrap confidence intervals, the BC bootstrap method slightly outperforms the BCa

bootstrap method in almost all aspects. These two methods produce the most accurate con-

fidence limits, the most accurate Type I error, and have the largest power for detecting

mediation and suppression effects. Although the advantages of BC bootstrap and BCa

bootstrap methods over the Sobel test are not obvious when both the effect size and sam-

ple size are large, the BC bootstrap and BCa bootstrap methods detect a significant media-

tion and suppression effect 10% to 20% more frequently than the Sobel test when the

effect size is small. A problem with the BC bootstrap and BCa bootstrap methods is that

these methods may reject the null hypotheses slightly more than the Type I error rate

when there is no mediation effect, particularly when the sample size is small and bY2:1 is

large (Table 6).

Practical Recommendations

When examining mediation and suppression effects with latent variables, it is recom-

mended that SEM should be used to control for the effects of measurement errors. One

should test for mediation and suppression effects by examining the product of the direct

path from the independent variable to the mediator and the direct path from the mediator

to the dependent variable. Because this product term is not normally distributed, one

should employ the BC bootstrap method to establish confidence intervals for the media-

tion and suppression effects.

Although the procedure for calculating the BC bootstrap confidence intervals with LIS-

REL is somewhat tedious, it is included as an option in Amos (Arbuckle & Wothke, 1999).

Hence, the BC bootstrap confidence intervals of the mediation and suppression effects for

1,000 bootstrap samples can be generated within a few seconds with just a few clicks. The

3-step procedures for examining the mediation effect in Model 1B with Amos 4.0 are

shown in Figure 2. First, create an SEM model with Amos as usual. Second, in the Analysis

Properties → Output dialogue box, check the ‘‘Indirect, direct & total effects’’ box. For

the standardized solutions, check the ‘‘Standardized estimates’’ box. Third, in the Analysis

Properties Bootstrap dialogue box, check the ‘‘Perform bootstrap’’ box. Type ‘‘1000’’ in

the ‘‘Number of bootstrap samples’’ box. Also check the ‘‘Bias-corrected confidence inter-

vals’’ box and type ‘‘95’’ in the BC confidence level box if 95% confidence intervals are

preferred. Keep the ‘‘1’’ in the ‘‘Bootfactor’’ box, which specifies the sample size for the

bootstrap samples. Finally, click the ‘‘Calculate estimates’’ icon to run the analysis. Sample

outputs are also shown in Figure 2. The results will include a table that contains the lower

boundaries of BC bootstrap confidence intervals for indirect effects (Figure 2, Output 1), a

table that contains the upper boundaries of BC bootstrap confidence intervals for indirect

effects (Figure 2, Output 2), and a table that contains two-tailed significance levels based

on the BC bootstrap confidence intervals (Figure 2, Output 3).

The Amos outputs show that the estimated indirect effect from X to Y through M is

0.086. The 95% BC confidence intervals for the indirect effect are between 0.005 and

0.183, with a p-value at 0.039 for two-tailed significance test. Because the Amos does not

report standard errors for indirect effect if bootstrapping is not used, the same data set was
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estimated with LISREL 8.71. The estimated indirect effect is 0.0856, with a standard error

at 0.0455 and associated p-value at 0.0615. That means if the standard error reported from

LISREL is used, one may conclude that the indirect effect is not significant at an alpha

level of 0.05, but may conclude that the indirect effect is significant if the BC bootstrap

method is employed.

A potential limitation of the BC bootstrap confidence intervals is that two researchers

analyzing the same set of data may obtain different confidence intervals because the boot-

strap samples generated by each researcher may be different (Gleser, 1996; MacKinnon

et al., 2004). However, the differences will be negligible when the number of bootstrap

samples is large. Hence, when generating the BC bootstrap confidence intervals, one

should generate at least 500 to 1,000 bootstrap samples. Another limitation of the BC

bootstrap (as well as BCa bootstrap) confidence intervals is that the Type I error rate may

be higher than the specified level when the sample size is small. Hence, researchers should

be very cautious when using this method if the sample size is close to 100. The Type I

error rate of BC bootstrap confidence intervals is closer to expected values when the sam-

ple size is 200 or more. Researchers may cross-validate their results with the confidence

intervals based on the bootstrap percentile method, which have a lower Type I error rate

and are also readily available in Amos.

Interpretation of Model Parameters When the Suppression Effect Is Significant

The accuracy of confidence intervals (Table 5) and the power of testing for a true med-

iation effect (Table 7) were compared with those for a true suppression effect. The results

show that all methods perform similarly for both the mediation effect and suppression

effect. Although the mediation effect and suppression effect are being examined in similar

procedures, the approaches to interpreting results are very different. When examining the

mediation effect, one’s interest is to decompose the total effect of X1 on Y into direct

effect and indirect (mediation) effect through the mediator X2. When examining the sup-

pression effect, one’s interest is probably to enhance the predictive ability of X1 on Y by

partialing out the criterion-irrelevant variance of X1, which is achieved by including X2 in

the prediction of Y. When significant suppression effect is identified, one should not con-

clude that there is a negative direct effect from X2 on Y. Besides, one should not interpret

the total effect of X1 on Y, but should interpret the direct effect of X1 on Y in combination

with the effect from X2 on Y. In other words, one should interpret bY1:2 as the direct effect

of X1 on Y, after clearing out the criterion-irrelevant variance from X2 (Maassen &

Bakker, 2001; Tzelgov & Henik, 1991).

Limitations

There are several limitations to this study. First, the sample data were generated with

normal distributions. Although the BC bootstrap confidence intervals will perform better

than the confidence intervals assuming normal distributions, it is not known if the BC

bootstrap confidence intervals are accurate when the data are not multivariate normal.

Second, to allow for a manageable simulation, only a few levels were examined for each

model parameter. Even with this limitation, 576 combinations of population parameters
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and more than 88 million structural equation models have been estimated. As only models

with three factors, each measured with four items are examined in this study, it is not clear

if the results of this study can be generalized to models with factors measured by fewer

items, or to more complicated models with more factors and items. Finally, this study

deals only with the statistical analysis of mediation and suppression effects. Mediational

studies require both strong theoretical support and sound research design to rule out alter-

native explanations for the statistical findings. For example, in a model with only three

latent variables, SEM may not be able to distinguish between whether a variable is a med-

iator or a confounding variable that causes both the independent and dependent variables.

In addition to sound theoretical support, a research design that measures the mediator tem-

porarily after the independent variable may weaken the possibility of the confounding

effect. Moreover, inclusion of control variables and other mediators in the model may also

result in ruling out the confounding effect. Furthermore, the timing of when the mediation

effect occurs or is measured may also affect the estimated effect size, as well as the power

of the analysis. For the proximal mediator which occurs or is measured close in time to

the independent variable, the regression coefficient b21 will be larger than the coefficient

bY2:1. This will result in a smaller estimated mediation effect than the effect of a mediator

that has a similar size in b21 and bY2:1. The same is also true for the distal mediator which

is associated with b21 which is significantly smaller than the coefficient bY2:1. Therefore,

researchers should be very cautious in determining when to measure the mediators if they

have a choice.

Conclusions

This study contributes to our understanding of the test for mediation effects in several

ways. First, it extends MacKinnon and his colleagues’ (MacKinnon et al., 1995; 2002;

2004) work by examining mediation effect of latent variables. The results show that mea-

surement errors bias the parameter estimates for mediation effect in the hierarchical

regression approach, but can be effectively controlled for in the SEM approach. This study

also provides statistical evidence for the non-normal distribution of mediation effect when

sample size is small or medium. Therefore, using the standard error for examining the sig-

nificance of the estimated indirect effect (Sobel test) may not be appropriate. It is pro-

posed that the BC bootstrap confidence intervals, which can be easily obtained from

Amos, should be used in examining the significance of the mediation effect. The proposed

procedure provides adequate power in detecting a medium to large mediation effect even

with a sample size of 100. When the effect size is small, a sample size of 500 provides

adequate power for examining the mediation effect.

Because the procedures for testing suppression effects are very similar to those for test-

ing mediation effects, this study also examines the suppression (negative indirect) effect.

Results show that the characteristics of suppression effects are very similar to those of

mediation effect. However, interpretation of the estimated parameters is less straightfor-

ward when suppression effect exists. Because suppressor significantly affects the esti-

mated direct effect of the predictor on the criterion, it is recommended that researchers
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also consider the possible existence of suppressor while they are considering the existence

of control variables.

Finally, the procedures with Amos proposed in this study generate the BC confidence

intervals not only for the indirect effects but also for other estimated parameters such as

the direct and total effects, factor loadings, uniqueness errors, and elements of the f and

c matrices. These confidence intervals can be useful also when the distribution of esti-

mated parameters deviates from normality.

Notes

1. The uniqueness variance in structural equation modeling (SEM) (d and e) is actually composed of two
parts, specific variance and errors of measurement. Specific variance is a consistent and reliable component
of the observed score that is not captured by the latent variable (Bollen, 1989, p. 220). Unfortunately, the size
of specific variance is rarely known and is therefore usually assumed to be zero (Alwin & Jackson, 1979;
Bollen, 1989). Correction for the uniqueness variance is the same as correction for measurement errors when
specific variance is zero.

2. Velicer (1978) further classified suppressor into classical suppressor, negative suppressor and reciprocal
suppressor by examining the magnitude and direction of ry2 and r12.

3. To examine the presence of mediation with SEM, Kelloway (1995) and Holmbeck (1997) have sug-
gested examining the significance of β̂21 and β̂Y2:1 in Model 1B by comparing several nested structural equa-
tion models. However, both approaches fail to estimate the magnitude of the mediation effect, that is, β̂21β̂Y2:1

or β̂Y1 � β̂Y1:2.

4. Percentages are the magnitude of biases divided by the true value of the mediation and suppression
effect. For example, when b21 ¼ 0:59, bY2:1 ¼ �0.59, and bY1:2 ¼ 0:2, the true suppression effect is 0.3481.
The average size of bias is 0.0564, which is 16.2% of 0.3481.

5. Three are the percentages from the Goodman s method when both b21 and bY2:1 equal to 0.14. The per-
centages are larger when bY1:2 ¼ 0:2. Another significant difference is from the Jackknife s method, when b21

equals to 0.14, bY2:1 equals to -0.14, and sample size equals to 100. 9.83% of the cases with true values of
mediating effect fall to the left of the 95% confidence intervals when bY1:2 ¼ 0 and 6.17% when bY1:2 ¼ 0:2.
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