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Abstract

Wireless mesh networks (WMNs) consist of static wireless routers, some of which, called gateways, are directly con-
nected to the wired infrastructure. User stations are connected to the wired infrastructure via wireless routers. This paper
presents a simple and effective management architecture for WMNs, termed configurable access network (CAN). Under this
architecture, the control function is separated from the switching function, so that the former is performed by an network

operation center (NOC) which is located in the wired infrastructure. The NOC monitors the network topology and user
performance requirements, from which it computes a path between each wireless router and a gateway, and allocates fair
bandwidth for carrying the associated traffic along the selected route. By performing such functions in the NOC, we offload
the network management overhead from wireless routers, and enable the deployment of simple/low-cost wireless routers.
Our goal is to maximize the network utilization by balancing the traffic load, while providing fair service and quality of
service (QoS) guarantees to the users. Since, this problem is NP-hard, we devise approximation algorithms that provide
guarantees on the quality of the approximated solutions against the optimal solutions. The simulations show that the
results of our algorithms are very close to the optimal solutions.
� 2006 Published by Elsevier B.V.
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1. Introduction

The recent advance of wireless communication
technologies has prompted a flourish of a new kind
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of multi-hop wireless network architecture, called
wireless mesh networks (WMNs). WMNs typically
comprise a number of static wireless routers that
are attached to reliable sources of energy. The wire-
less routers are interconnected with each other via
wireless links and provide communication services
to mobile or static users in their vicinities. Some
of the routers are directly connected to a fixed infra-
structure (i.e., a wired network like the Internet)
and serve as gateways for other wireless routers.
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Commercial wireless mesh solutions are cur-
rently offered by such vendors as BelAir Net-
works (www.belairnetworks.com), Mesh Dynamics
(www.meshdynamics.com) and Air Matrix (www.
airmatrix.net), mainly for applications like wireless
broadband access networks and disaster recovery
networks. For effectively serving such applications,
the network utilization must be maximized while
providing fairness and bandwidth guarantees to
the users [1].

One of the main concerns for WMNs is the
reduction of the overall network capacity due to
interferences between adjacent nodes [2]. To miti-
gate wireless interferences, several techniques can
be used including multiple radios [2,3], directional
antennas [4] and MIMO (multiple input multiple
output). However, such physical layer solutions
alone are not enough. To maximize the network uti-
lization while preserving fairness requirements, effi-
cient routing scheme is critical [1]. To address this
need, we propose a simple and effective load-bal-
anced routing scheme, via which the network utili-
zation is maximized while providing fairness and
bandwidth guarantees. The proposed scheme is
compatible with any physical layer solution for
interference mitigation.

1.1. Related work

Management of wireless multi-hop networks has
been an active research area and numerous routing
algorithms have been proposed. Comprehensive
surveys on WMNs and routing in multi-hop wire-
less networks can be found in [5,6]. Most of the
routing schemes for multi-hop wireless networks
aim at such environments as battlefield ad-hoc net-
works, and the typical objective is to maintain the
communication links between mobile stations. Pro-
viding connectivity, however, is not sufficient for
WMNs in which the users demand Quality of
Service (QoS) guarantees comparable to the wired
networks.

Several routing schemes have been proposed for
WMNs. Here, we mention only those studies that
are directly relevant to our work. In [7], De couto
et al. introduce the ‘‘expected transmission count’’
(ETX) metric that enables existing routing algo-
rithms to find high performance paths between
source–destination pairs where a single radio chan-
nel is used. Draves et al. propose in [2] a new path
metric, called ‘‘weighted cumulative expected trans-
mission time’’ (WCETT), that explicitly accounts
for the interference among links using the same
channel. Then, they incorporate the WCETT metric
into a source-route link-state-like routing that
exploits the advantage of the multiple radios. In
[8,10] the authors address both the channel assign-
ment and the routing problems of WMNs with mul-
tiple radios. They present channel assignment
heuristics that maintain connectivity requirements
while minimizing the interferences. In [8], Tang
et al. present a bandwidth aware routing (BAR)
algorithm that selects either a single path or multi-
ple paths for each incoming session request, which
maximizes bandwidth allocation of that session. In
[10], Kyasanur and Vaidya present an enhanced
shortest path routing method. Beside the hop-count
of the path, it takes into account additional aspects
such as the interferences from other nodes that use
the same channel. In summary, the above-
mentioned routing schemes increase the bandwidth
allocation of individual session requests and typi-
cally achieve high overall network utilization. How-
ever, they do not consider the issue of fairness in the
bandwidth allocation, so that wireless stations that
are several hops away from the gateway may suffer
from low bandwidth.

For the fair partition of the network resources,
several studies use balanced trees rooted at the gate-
ways and route the traffic along the tree paths.
These studies commonly assume WMNs in which
multiple radios are used while using different inter-
ference models. In [11], Hsiao et al. consider a grid
mesh topology with a single gateway where each
node has a interference-free point-to-point connec-
tion to its immediate neighbors. Under this setting,
a centralized heuristic is proposed for calculating
load-balanced H-trees that allocate the same band-
width to all the nodes. In [12,3], both channel
assignment and routing are considered together. In
[12], He et al. present a heuristic for calculating
load-balanced shortest path tree by taking the traffic
flows into account. After calculating the tree, they
perform channel assignment to efficiently utilize
the wireless links. In [3], Raniwala and Chiueh pres-
ent distributed algorithms that use only local traffic
load information for determining the channel
assignment and the tree topology. Though these
existing heuristics improve the fairness of the allo-
cated bandwidth to the nodes, they do not provide
any guarantee on the quality of the solutions against
the optimality.

Some studies exploit the advantage of multiple-
path routing. In [13], Jain et al. consider the
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problem of optimal multi-path routing, where the
interferences are modeled by a conflict graph. A
similar problem is addressed by Kodialam and
Nandagopal in [14]. This study deals with the joint
problem of routing and scheduling of multi-path
flows, assuming that each wireless station is
equipped with a single radio but the stations use
orthogonal channels in order to avoid interfer-
ences. In [15], the authors extend their result for
the case of multiple radios. These studies have
shown that multi-path routing maximizes overall
traffic flow while providing fair service and band-
width guarantees. However, these methods face
difficulties in the traffic management, since the traf-
fic between each source–destination pair may be
divided into multiple small flows and they generate
high communication and computation overhead on
the network nodes [16,17]. In [17], Ganjali and
Keshavarzian claim that in practice the load distri-
bution obtained by multi-path routing is essentially
similar to the single path routing, unless a very
large number of paths are used (which is practi-
cally infeasible).

1.2. Our contributions

In this paper, we present a simple and effective
management architecture for WMNs, termed
configurable access network (CAN). This architec-
ture is inspired by the observation that WMNs usu-
ally serve as access networks [1,3] and consequently
all nodes of WMNs are accessible from the wired
infrastructure. Such WMNs can be managed by
external stations, termed a network operation center

(NOC). The use of external NOCs offloads the man-
agement overhead from the wireless routers and
thus reduces their complexity. This centralized man-
agement approach that separates the switching
functions from the control functions have already
been adopted in wired networks, e.g., the softswitch
model of converged networks [18] and the softrouter
architecture for IP networks [19]. In practice, some
rudimentary centralized management schemes with
external NOCs have already been adopted by some
WMN commercial products such as BelAir Net-
works and Air Matrix.

We present algorithms for single-path routing
and bandwidth allocation that can be incorporated
into the CAN architecture. Our algorithms achieve
near-optimal fair bandwidth allocation without the
drawbacks of the multi-path routing. The single-
path approach has several advantages over the
multi-path approach: (i) it simplifies the traffic con-
trol, (ii) it maintains the packet delivery order, (iii) it
enables the deployment of efficient compression
schemes. Compression schemes, such as RObust
Header Compression (ROHC) scheme [20], yield
significant saving in bandwidth consumption by
increasing network throughput without requiring
the actual increase of the network capacity. How-
ever, high compression ratio can be obtained only
when the packets maintain their order and traverse
through the same gateway, which is not always
possible in case of multi-path flows. Via extensive
simulations, we examine the performance of the
singe-path approach against the multi-path optimal
solutions, without considering the gain by compres-
sion. The simulations show that the bandwidth allo-
cation obtained by our single-path approach is very
close to the multi-path optimal solution, in particu-
lar when the number of nodes and users is high.
This confirms the observation of Ganjali and
Keshavarzian in [17]. Our simulations show that
the selected paths are typically along the shortest
paths between the nodes and the gateways, resulting
minimal end-to-end delay which is critical for real-
time applications.

Our algorithms find a set of paths that maximize
the normalized bandwidth allocation of the nodes,
which is defined as the minimal bandwidth allocated
to each user. This objective is aligned with the fair-
ness reference model described in [21], that aims at
the fair bandwidth allocation to the users indepen-
dent of their locations or their distances from a
gateway. Since this problem is NP-hard, we develop
several algorithms that provide different approxima-
tion ratios under different settings. All these algo-
rithms initially calculate the optimal multi-path
flow solutions. Then, we utilize the single-source
unsplittable flow algorithm by Dinitz et al. [22] to
extract the single-path routing from the multi-path
solutions. Each wireless router (termed a node) is
associated with a weight dv, that represents the num-
ber of users who are associated with the node. We
first present an algorithm that finds an optimal solu-
tion when all nodes have the same weights and all
wireless links have the same capacity. When the
nodes have different weights, this algorithm guaran-
tees at least half of the optimal normalized band-
width. Then, we deal with the case that links can
have arbitrary capacities and the node weights are
bounded by dmin and dmax. In this case, we achieve
a 1 + a-approximation factor, where a ¼ dmax

dmin
, by

forwarding the traffic only along links with
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sufficient capacity. This is actually 2-approximation
for the fair aggregated bandwidth allocation objec-
tive presented in [21]. For the case of arbitrary node
weights and link capacities, we provide a 5-approx-
imation algorithm. To the best of our knowledge,
our scheme is the first work that provides guaran-
tees on the quality of single-path routing solutions
in the context of wireless multi-hop routing.

Our goal is maximizing the network utilization,
while providing fairness. Since, wireless channel
quality may frequently change due to interferences
and fast fading effects [9], it is a daunting task to
achieve this goal in a short-term scale, i.e., to opti-
mize the network performance at any given
moment. Frequent changes of the traffic routes
may lead to route oscillations which can severely
degrade the overall performance. We focus on the
long-term fairness by occasionally modifying the
traffic routes to address topology changes or user
mobility.

2. Network model

This paper considers WMNs which comprise of
static or quasi-static wireless mesh routers, termed
nodes, and mobile or static user stations, termed
users. Some nodes, referred as gateways, are
equipped with backhaul links to a fixed infrastruc-
ture network and serve as access gateways for other
nodes. Each node is typically equipped with one or
more omni-directional antennas (e.g., using IEEE
802.11-b or g) to provide the network connectivity
to the users in its vicinity. It also has additional
backhaul radio interfaces for point-to-point connec-
tivity with its adjacent nodes (e.g., using IEEE
802.11-a or IEEE 802.16). The backhaul radio inter-
faces may use directional antennas.

The network is represented by an undirected
graph G(V [ {a},E), where the graph nodes, V,
represent the wireless routers and a is a virtual
node that corresponds to the fixed infrastructure.
We denote by E the network links including the
backhaul links between the gateways and the infra-
structure as well as the wireless links between
nodes. Each link e 2 E has a capacity (bit-rate)
Ce for both direction. Since, a channel quality
may be time-varying, we assume the Ce is the aver-
age link capacity or its lower bound, depending on
the QoS requirements. For instance, for delay-tol-
erant applications Ce may use the average channel
quality, while for real-time applications the lower
bound may be used. By assuming directional
antennas and sufficient number of wireless chan-
nels,2 we ignore the interference between channels.

Each node v 2 V is associated with a weight
dv 2Zþ that is proportional to its bandwidth
requirement. Typically, dv indicates the number of
users associated with node v. Let bv be the bandwidth

allocation for node v. bv/dv is the average bandwidth
allocated to each one of its associated users and
referred as the normalized bandwidth, B to the
minimal bandwidth that a user may experience, i.e.,
B ¼ minv2V bv=dv. We denote by dmax = maxv2Udv

and dmin = minv2Udv the maximal and minimal
weights of the nodes, respectively. The neighborhood

of node v 2 V, denoted by N(v), is the set of nodes
with whom v has connections. When node v is a
gateway. the virtual node a is included in the neigh-
borhood of v. In this paper, we assume that the user
traffic always flows from or to the fixed infrastruc-
ture, so that the traffic always traverses through
the gateways, while non-gateway nodes serve as
relays.
3. The CAN architecture

One of the main challenges in WMNs is achiev-
ing high network utilization and long-term fairness

simultaneously. This objective is crucial as nodes
that are several hops away from their serving gate-
ways may experience low service quality or even
been starved. It requires efficient routing and band-
width allocation. The algorithms for route selection
and bandwidth allocation will be treated in Section
4, and this section describes the CAN architecture
which can facilitate such algorithms.
3.1. Overview

The CAN architecture is inspired by the follow-
ing observation: WMNs are mainly used as access
networks for sending/receiving information to/from
the users via wireless routers. As all nodes are
always connected to a wired infrastructure, it is pos-
sible to shift the resource management tasks, that
may be done by the nodes, to a NOC, which is
located in the wired infrastructure. In particular,
we propose that the NOC determine the routes
between the nodes and the gateway as well as allo-
cating appropriate bandwidth for each traffic flow.
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To this end, the NOC needs to know the network
topology, the link capacities and the nodes’ weights.
Based on the collected information, it determines
routing and bandwidth allocation, and configures
the nodes accordingly.

In WMNs the wireless nodes are typically static
(or quasi-static) and connected to reliable sources
of energy. Such networks experience relatively infre-
quently topology changes that can easily be
reported to the NOC. The CAN architecture has
several advantages over the existing methods for
WMNs that are typically based on distributed self-
organized solutions. In contrast to the existing solu-
tions that mostly focus on maintaining connectivity,
our solution maximizes the fair bandwidth alloca-
tion to the users. Moreover, since the routing and
bandwidth allocation decisions are made at the
NOC, the wireless routers need only modest compu-
tation capabilities. The CAN architecture also
reduces the communication overhead, since topol-
ogy changes are informed only to the NOC instead
of broadcast to all other nodes. These benefits make
the CAN architecture particularly attractive for
large-scale WMNs.

3.2. Inferring the network topology

Consider a wireless mesh network modeled by a
graph G(V [ {a},E) as described in Section 2. All
nodes are assumed to know their immediate neigh-
bors and the NOC is connected to all the gateways.
Upon the activation, a NOC starts to infer the net-
work topology, the link capacities, and the node
weights by sending out queries. At first, by querying
the gateways, the NOC obtains the addresses of all
the nodes that are one hop away from the gateways.
Similarly, by querying all the gateways’ neighbors,
the NOC learns about all the nodes that are two
hops away from the gateways. Thus, by performing
breadth first search (BFS) the NOC discovers the
network topology layer by layer. During this topol-
ogy discovery process, the NOC communicates with
a node by using source-routing method, i.e., each
control message carries its complete path to its des-
tination and the reply is returned on the reversed
path.

3.3. Single vs. multiple traffic paths

One of the main decisions that the NOC makes is
computing the traffic routes for each individual
user. Either a single path or multiple paths can be
used for each user traffic flow. Generally speaking,
the multiple-path approach maximizes the network
utilization and the fair share of each user. This
approach is also more resilience to failures. The
price for such benefits is the complexity in the traffic
management. For instance, it may require dividing
the packets of a single flow to multiple routes, man-
aging large number of small flows and maintaining
the packets order at the aggregation point. There-
fore, we believe that routing the traffic of each flow
along a single path is a more pragmatic approach.
In a single-path approach, for each flow, the NOC
selects a single path, termed a virtual connection

(VC), that has a dedicated bandwidth allocation
and a unique VC identifier.3 Packets of this flow car-
ries in their header the VC identifier, which is used
by the intermediate nodes to forward the packets
along the selected path. Such packet forwarding
method is used, for instance, by ATM [23] and
MPLS [24].

In addition to the simplicity in the network man-
agement and traffic control, the single-path
approach has other important advantages over mul-
tiple-path approach. It maintains the packet delivery
order, which is important to the performance of
many protocols such as TCP. Maintaining packet
order is in particularly crucial for the use of header
comparison algorithms. For instance, in the case of
voice over IP (VoIP) traffic, maintaining the packet
order is essential for efficient utilization of the
Robust Header Compression (RoHC) protocol
[20], which reduces the packet size from 62 bytes
(82 bytes in the case of IPv6) to only 24 bytes,
assuming voice payload of 22 bytes per packet. Such
compression can significantly increase the network
utilization. Furthermore, our simulation results in
Section 5 show that in practical settings, efficient sin-
gle-path solutions yield network utilization and nor-
malized bandwidth similar to the optimal solutions
using multiple path flows. Taking the gain by header
compression into account, the single-path solutions
can outperform the multiple-path solutions.

In this paper we consider two variants of single-
path solutions. In the first variant, termed a aggre-
gated flow model, the aggregated traffic of all the
users that are associated with a given node v is for-
warded along a single path. While, the second vari-
ant, termed a user flow model, the traffic of each
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user is routed separately over its own path. On one
hand, the user flow model may utilize the network
resources more efficiently thanks to its multiple-path
nature. It may be beneficial in particular for applica-
tions of constant bit-rate user flows like voice calls.
On the other hand, since each user has a dedicated
bandwidth allocation, the user flow model may be
less desirable for the applications that have bursty
traffic characteristics. For such bursty traffic, the
aggregated flow model may be more efficient by uti-
lizing statistical multiplexing among multiple users
that share the same VC.

The single-path solution is more vulnerable to
the network failures. This problem can be overcome
by setting up one or more backup VC(s) for each
flow, and in case of a failure the affected flows are
rerouted along the backup baths. Since the nodes
are connected to reliable source of energy, we expect
failures rarely occur. In this paper we focus on
the routing of the primary VCs. An example of
an aggregated flow route selection is given in
Example 1.

Example 1. An example of a CAN system with two
gateways b and c, is depicted in Fig. 1. In this
example the gateways are attached to a virtual node
a that represents the fixed infrastructure. We assume
that all the links have capacity of 6 and the weights
(i.e., bandwidth demands) of the nodes are db = 3,
dg = 4, dh = 3 and di = 2. For simplicity, we assume
that the weights of the other nodes {c,d,e, f} are
zero. The figure shows the optimal route selection
where both backhaul links (a,b) and (a,c) are full
utilized and the normalized bandwidth is B ¼ 1.
a

b c

d e f

g h i

3

34 2

4 A node weight A Virtual
Connection

Fig. 1. An example of a CAN system that utilizes aggregated
flow route selection.
3.4. Network configuration

After computing the set of VCs and determining
the bandwidth allocation of each VC, the NOC con-
figures the nodes accordingly as follows: first, it
builds a forwarding table for each node v 2 V. This
table contains a record for every VC that traverses
through node v with the required information for
packet forwarding, such as the VC label, the identi-
fications of the predecessor and successor nodes and
the VC bandwidth allocation. Second, it updates the
node forwarding tables by sending dedicated config-
uration messages. Finally, it sends activation mes-
sages to the nodes to start data forwarding.

Due to the user mobility, the node weights and
their bandwidth demands may change. Such changes
may require modifications of the VC bandwidth
allocations. Since nodes typically support multiple
users, the movement of a user typically incurs only
small weight changes that can be easily addressed
by minor adjustments of the VC bandwidth alloca-
tions, without changing the VC routes. When the
network configuration is significantly deviated from
the optimal settings, the NOC recalculates the nodes’
VCs and reconfigures the network. To maintain the
continuous network operation during the configura-
tion setting operation, dual sets of VCs are used. At
each configuration setting operation the NOC
modifies one VC set, while the other set is used to
forward traffic. At the end of the operation, the
NOC send a message to all nodes to switch to the
alternative set. We do not address the online band-
width allocation change any further, and focus on
the optimal route selection.
4. Single-path routing algorithms

Our single-path routing algorithms (for primary
paths) maximize the normalized bandwidth of the
nodes. The problem formulation is given in Section
4.1. We consider two route selection settings. The
first setting, referred as the aggregated flow model,
aggregates traffic of all the users that are associated
with a given node v and routes the aggregated flow
along a single path. For this setting, we present
three algorithms that provide different guarantees
on the quality of the solution depending on the
characteristics of the underlying networks. In Sec-
tion 4.2, we present a polynomial time algorithm
that finds an optimal route selection when all nodes
have the same weight and all links have the same
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capacity. This algorithm also ensures a solution
with at least half the normalized bandwidth of the
optimal integral solution, when all the links have
the same capacity but nodes may have arbitrary
weights. In Section 4.3 we introduce the concept
of relay group and we use it to construct an
(1 + a)-approximation for the case of bounded node
weights and arbitrary link capacities, where a is the
ratio between the upper and lower bounds on the
node weights. Then, in Section 4.4, we present a
5-approximation algorithm for the general case. In
the second setting, termed an user flow model, users
who are associated with the same node are not
required to share the same path, and the traffic of
each individual user is routed separately (still a sin-
gle path for each user). For this model, we present
an algorithm that ensures 2-approximation in
Section 4.5.

4.1. The problem statement

Consider a graph G(V [ {a},E) as described in
Section 2. We denote by V the set of nodes (i.e.,
wireless routers), while a is a virtual node that rep-
resents the fixed infrastructure. Let E be the set of
edges comprising both backhaul links and wireless
links between adjacent nodes. Each link e 2 E is
associated with capacity Ce and dv is the weight of
a node v 2 V. We tackle the problem of route selec-

tion and bandwidth allocation that maximizes the
minimal bandwidth allocated to each user, termed
the normalized bandwidth. More specifically, let Pv

be the selected route for a flow originated by node
v (or by a user associated with node v) and let bv

be the allocated bandwidth to this flow. Then the
normalized bandwidth B is defined as the guaranteed
minimal bandwidth to each user, i.e., B ¼
minv2V ^dv>0bv=dv. A route selection is termed feasible

if the overall bandwidth allocation of all the routes
that traverse through any given link e 2 E does not
exceed the link capacity Ce. We formally define the
route selection problem as follows:

Definition 1 (The bandwidth maximization prob-

lem). Given a graph G(V [ {a}, E) with capacity
Ce for every link e 2 E and weight dv for every node
v 2 V. Find a feasible set of paths {Pv} and the
corresponding bandwidth allocations {bv} between
a and every node v 2 V, that maximize the normal-
ized bandwidth, i.e., B ¼ max minv2V ^dv>0bv=dv. The
selected set of paths {Pv} and the corresponding
bandwidth allocations are termed a route selection.
Theorem 1. The bandwidth maximization route selec-

tion problem is NP-hard in the case of different node

weights.

Proof. We prove this theorem by presenting a poly-
nomial reduction from the partition problem [25] to
the route selection problem. Consider a set Q of
m > 2 elements with size si 2Zþ for every qi 2 Q,
and let X ¼

P
qi2Qsi=2. The partition problem looks

for a sub set Q0 � Q such that
P

qi2Q0si ¼P
qi2Q�Q0si ¼ X . We construct a graph G(V [ {a}, E)

with a node vi for every element qi 2 Q, and two
gateways denoted by u1 and u2, as depicted in
Fig. 2. The weights of the nodes u1 and u2 are 0,
and the weight of every node vi is qi, i.e., dvi ¼ qi.
Moreover, let assume that the capacity of the back-
haul channels (u1,a) and (u2,a) are Cu1;a ¼
Cu2;a ¼ 2 � X . We claim that there is a subset
Q0 � Q with

P
qi2Q0si ¼ X if and only if there is a fea-

sible route selection with normalized bandwidth of
1. Suppose that there is such a partition Q0. Then
we construct the routes as follows, for every
qi 2 Q0 the path P vi between the virtual node a and
node vi traverses through node u1, otherwise the
path traverse through node u2. Thus, the aggregated
weights of all the nodes that are served by each one
of the gateways u1 and u2 is X/2. Thus, the normal-
ized bandwidth allocated to all nodes is 1. Now,
suppose that there is a feasible route selection, such
that the normalized bandwidth is 1. Let Q0 be the set
of elements represented by all the nodes that their
routes traverse trough node u1. So the sumP

qi2Q0si ¼ X and this completes the proof. h
4.2. The basic scheme

We now turn to describe our route selection algo-
rithms for the aggregated flow model. All the pro-
posed algorithms consist of two steps. In the first
step, the algorithms calculate a fractional solution,
also termed a splittable flow solution, that is allowed
to divide each traffic flow bv into small flows and
route them along multiple paths. The fractional
routing problem is formulated as a single-source
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Fig. 3. The fractional solution (a) and the preliminary terminal
shifting phase (b).
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multiple-destinations flow problem that maximizes
the normalized bandwidth of the users. Recall that
such fractional solution always exists. Then, we uti-
lize a rounding algorithm for obtaining an integral
solution, termed an unsplittable flow solution, with
a single route for each node flow. The latter is based
on the single-source unsplittable flow algorithm of
Dinitz et al. [22]. Since the rounding algorithm
may calculate a link total flow that exceed the link
capacity, after the rounding step we scale the band-
width allocations to satisfy the capacity constraints.
Note that the fractional solution is an upper bound
for the optimal integral solution.

4.2.1. The fractional solution

We start with a scheme that allows all the nodes
to serve as relays. Consider a graph G(V [ {a}, E) as
described above and let bv be the bandwidth alloca-
tion of every node v 2 V. We denote by Fu,v the flow
along the link (u,v) from node u to node v and let
Cmax

v ¼ maxu2NðvÞCu;v be the maximal capacity of
any incoming link of node v. Our goal is maximizing
the normalized bandwidth allocation defined by
B ¼ minv2V ^dv>0bv=dv. Thus, the fractional routing
problem can be formulated as a linear program
(LP) as follows:

max B

subject to

8v 2 V ^ dv > 0 : B 6 bv=dv; ð1Þ
8v 2 V ^ dv ¼ 0 : bv ¼ 0; ð2Þ
8v 2 V :

X
u2NðvÞ

F u;v ¼
X

u2NðvÞ
F v;u þ bv; ð3Þ

8ðu; vÞ 2 E : F u;v þ F v;u 6 Cu;v; ð4Þ
8v 2 V : bv 6 Cmax

v ; ð5Þ
8ðu; vÞ 2 E : F u;v P 0; F v;u P 0: ð6Þ

In this formulation, Constraints (1) and (2) ensure
that B lower bounds the normalized bandwidth allo-
cation of every node v 2 V � {a} with positive
weight, while bandwidth is not allocated to nodes
with weight zero. Constraint (3) is the flow conserva-
tion requirement that ensures that the amount of flow
withdrawn by node v is exactly its bandwidth alloca-
tion bv. Constraint (3) also ensures that the aggre-
gated flow originated by the source node a isP

v2V�fagbv. Constraint (4) guarantees capacity

constraint. Finally, constraint (5) is an allocation

constraint to guarantee an upper bound on a node
allocated bandwidth, such that a node bandwidth
allocation does not exceed the maximal capacity of
its edges. The optimal fractional solution can be
found by using any LP solver or a maximal flow
approach, as described in [26]. Alternatively,
approximation methods, like the ones described in
[27] can be used to find near-optimal solutions. It
is easy to see that

Corollary 1. The solution of the fractional routing

problem is an upper bound of the normalized band-
width allocation and it can be calculated in a

polynomial time.

Example 2. Consider the CAN system with two
gateways, b and c, as described in Example 1. In this
system all the links have the same capacity 6 and the
node weights are db = 3, dg = 4, dh = 3 and di = 2.
For simplicity, we assume that the weights of the
other nodes {c,d,e, f} are zero. Fig. 3(a) presents
the fractional flow solution for the given graph.
Recall that the flows through the links (a,b) and
(a,c) are Fa,b = Fa,c = 6. Thus, the normalized band-
width allocation to all the nodes is B ¼ 1. In other
words, bb = 3, bg = 4, bh = 3 and bi = 2.
4.2.2. The rounding algorithm

After calculating a fractional routing, we round
the fractional flows to obtain an integral solution.
Let G 0(V,E 0) be the directed graph induced by the
flows of the fractional solution. A directed link
(u,v) 2 E is included in G 0 only if there is strictly
positive flow from u to v. Without loss of generality,
we assume that G 0(V,E 0) is acyclic graph, as directed
cycle can be eliminated by flow decomposition.
Now, we utilize the single-source unsplittable flow
algorithm of Dinitz et al. on the constructed graph
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G 0. For completeness, we provide a concise descrip-
tion of the algorithm. Its correctness and perfor-
mance analysis can be found in [22].

The rounding algorithm associates a token tv

with each node v 2 V � {a} that represents a traffic
flow of size bv. The algorithm modifies the network
flows by moving the tokens backward, until they
reach the source node a. As token tv is moved back-
ward along an edge e, the flow Fe is reduced by bv

and edges with zero flow are eliminated. So, at
any time the network satisfy the flow conservation
requirement in respect to the current locations of
the tokens. Finally, the algorithm selects the move-
ment route of the token tv as the route Pv of every
node v.

Let us denote by tv both the token identifier and
its current location. In a preliminary phase, the
algorithm checks for every token tv whether there
is an incoming edge e = (u, tv) with flow greater than
or equal to node’s v allocated bandwidth bv. In such
case, it move tv to u and decreases the flow of e by
bv. If e does not carry any more flow it is removed
from the graph. The algorithm repeats this process
as much as possible and retains only tokens that
do not coincide with the source node a. Observe that
the resulting instance maintains a degree property

such that the tokens are located only at nodes with
at least two incoming edges. An example of the pre-
liminary phase is given in Fig. 3(b) for the fractional
solution presented in Fig. 3(a).

The rounding algorithm proceeds in iterations
that each one consists of three steps. It first finds
an alternating cycle, then it augments the flow along
this cycle and finally it shifts tokens according to a
movement rule that keeps the degree property.
The algorithm constructs an alternating cycle by
performing a tour on the graph edges. It starts at
the source node a and creates a forward path by fol-
lowing outgoing edges as long as possible. Since the
graph is acyclic, the forward path must end at a
node with a token tv. The algorithm proceeds by
constructing a backward path starting from tv. Since
tv has at least two incoming edges, the algorithm
chooses an unselected edge4 and follows the incom-
ing edge until reaching the first node, say u, that has
another outgoing edge. The algorithm builds
another forward path by following this outgoing
edge of u. The process continues in this manner until
it reaches a node, say w, that has already been vis-
4 An edge that is not included in the forward paths.
ited and close a cycle. Thus, the cycle consists
of alternating forward and backward paths, as
depicted in Fig. 4(a) and (c).

Now, the algorithm modifies the flow along this
cycle by shifting a small amount of flow from the
forward paths to the backward paths in a way that
maintains the flow conservation requirement. It cal-
culates two quantities, �f and �b. Where, �f is the
minimal flow of the edges along the forward paths
and �b is the minimal difference between the flow
along a link (u, tv) and the bandwidth allocation bv

for every token tv that is located in one of the cycle
nodes (or infinity if there are no tokens in the cycle).
Then, the shifted amount of flow is the smaller of
the two, i.e., min(�f,�b). Recall that if the minimum
is achieved for �f then after the augmentation there
is no flow along one of the forward edge and this
3 Terminal. Backward path. forward path.

Fig. 4. An example of calculating an integral solution.
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edge is removed. Otherwise, the minimum is
obtained for an edge (u, tv) on a backward path.
After the augmentation, the flow along this path is
bv and the algorithm repeats the preliminary phase.
So, the token tv is moved along the edges of the
backward path (and possibly more edges) and these
edges are removed from the graph. The algorithm
ends when all the tokens reach the AP and the cor-
responding paths are determined for the traffic
flows. An execution of the algorithm is illustrated
in Example 3.

Example 3. Fig. 4 illustrates few of the steps made
by the rounding algorithm, while calculating an
integral solution for the fractional solution given in
Fig. 3(a). Fig. 4(a) and (c) presents two calculated
alternating-cycles. While, Fig. 4(b) and (d) shows the
resulting flow after shifting some flow from the
forward paths to the backward paths (2 units in
Fig. 4(b) and 1 unit in Fig. 4(d)). After performing
those two flow shifting operations the token tg can be
moved to the virtual node a, as shown in Fig. 4(e),
and the final integral solution is given in Fig. 4(f).

In this solution, link (a,b) serves the flows of both
nodes b and g. Thus the aggregated weight of the
flows that traverse through the link (a,b) is 7.
However, as we calculated in Example 2, the
normalized bandwidth of the optimal fractional
solution is B ¼ 1. Thus, if we retain a normalized
bandwidth of 1, the integral solution exceeds the
capacity of the link (a,b). We overcome this over
subscription problem by scaling down the normal-
ized bandwidth, as we describe below. In this case,
the selected normalized bandwidth is B ¼ 6

7 and the
bandwidth allocations are bb ¼ 2 4

7 ; bg ¼ 3 3
7 ;

bh ¼ 2 4
7 and bb ¼ 1 5

7. As a result, the aggregated
flow that traverses through the link (a,b) is 6 and it
satisfies the link capacity.

Example 3 demonstrates that the rounding algo-
rithm may not find the optimal integral solution. In
Theorem 2 we bound the deviation from the optimal
solution.

Theorem 2 (From [22]). The rounding algorithm

finds unsplittable flow such that the total flow through

any edge exceeds its initial flow by less than the

maximal allocated bandwidth, bmax ¼ dmax � B.

From Theorem 2 follows that after selecting a
route Pv for each node v 2 V, some of the link flows
may exceed the link capacities. We overcome this
over subscription problem by scaling down all band-
width allocations. Let k be the maximal over
subscription ratio, i.e., k = maxe2EFe/Ce. For satisfy-
ing the capacity constraints we scale down all the
bandwidth allocation by a factor of k, such that
the new bandwidth allocation of every node v 2 V
is bi

v ¼ bv=k.

4.2.3. Algorithm analysis

We analyze the quality of the calculated integral
solution relative to an optimal one for a given graph
G(V [ {a},E). In our analysis, we consider the nor-
malized bandwidth Bf , Bi and B� of the fractional,
integral and optimal solutions, respectively. We
measure the link flows of a given solution with units
of its normalized bandwidth allocation B, termed
normalized bandwidth unit, i.e., B ¼ 1. Thus, the flow
Fe of a link e 2 E represents the number of normal-
ized bandwidth unit that traverse through this link.
Obviously, the normalized bandwidth of a solution
is maximized when the maximal link flow is mini-
mized. Consequently, we denote by F f

e, F i
e and F �e

the flows that traverse through link e in the frac-
tional, integral and optimal solutions measured with
the corresponding normalized bandwidth units, Bf ,
Bi and B�, respectively. Hereby, we consider
instances where all links have the same capacity.

Theorem 3. If the weight of every node v 2 V is either

zero or a constant d and all the links have the same

capacity, C, then the basic algorithm finds an optimal

integral solution.
Proof. Let us consider the optimal fractional solu-
tion and let link e 0 2 E be the one with the maximal
flow, i.e., F f

e0 ¼ maxe2EF f
e. We now prove that both

in the optimal and the integral solutions the most
congested links carry flows of dF f

e0 e normalized
bandwidth units. From Theorem 2 results that after
the rounding algorithm the maximal flow of every
link e is less than F f

e þ B ¼ F f
e þ 1. Since, each flow

contains an integer number of normalized band-
width units results that the maximal flow in every
link is at most dF f

e0 e. Now recall that e 0 is a bottle-
neck link in the fractional solution. Thus it is a
lower bound on the number of normalized band-
width units that are supported by the most con-
gested link in the optimal solution. Since in the
optimal solution each link supports integral number
of normalized bandwidth units, follows that its most
congested link carries a flow of at least dF f

e0 e nor-
malized bandwidth units. This proves that both
the calculated integral and optimal solutions have
the same normalized bandwidth unit, which com-
plete our proof. h
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Theorem 4. If all the links have the same capacity C

then the basic algorithm guarantees a 2-approxima-

tion ratio. In other words, Bi P B�=2.

Proof. We denote by dmax the maximal weight of a
node and let e and l be the links with the maximal
flows in the integral and the optimal solutions.
Clearly both links have flows of at least dmax units
of the corresponding normalized bandwidth units.
From Theorem 2 follows that F i

e < F f
e þ dmax 6

F �l þ dmax. Since, F �l P dmax results that F i
e <

2 � F �l . Thus,

Bi ¼ C

F i
e

P
C

2 � F �l
¼ B�

2
;

which completes the proof. h
4.3. The bounded weight scheme

We now present the bounded weight scheme for
networks where the weight dv of very node v 2 V

is bounded between dmin and dmax and we allow
arbitrary link capacities, Ce. For such instances,
our scheme ensures that the calculated normalized
bandwidth, Bi, is at least 1/(1 + a) of the optimal
solution, where a = dmax/dmin. Thus, when all the
nodes have the same demand we get 2-approxima-
tion ratio. This scheme also calculates first a frac-
tional solution and then uses the rounding method
described in Section 4.2.2. Unlike the basic scheme,
this algorithm uses a different fractional routing for-
mulation, in which only links with enough capacity
carry traffic. We refer to this set of links as the relay
group. Consider any integral solution and let B be it
normalized bandwidth allocation. In this solution
the traffic flows may only traverse over links with
capacity Ce P dminB. Thus, for a given normalized
bandwidth B we define the network relay group to
be the set,

RðBÞ ¼ feje 2 E ^ Ce P B � dming: ð7Þ

We formulate the fractional routing problem as
follows:

max B

subject to

8v 2 V ^ dv > 0 : B 6 bv=dv; ð8Þ
8v 2 V ^ dv ¼ 0 : bv ¼ 0; ð9Þ
8v2 V :
X

u2NðvÞ^ðu;vÞ2RðBÞ

F u;v¼ bvþ
X

u2NðvÞ^ðu;vÞ2RðBÞ

F v;u;

ð10Þ
8ðu;vÞ 2RðBÞ : F u;vþF v;u6Cu;v; ð11Þ
8ðu;vÞ 2RðBÞ : F u;v P 0; F v;u P 0; ð12Þ
8ðu;vÞ 62RðBÞ : F u;v¼ 0; F v;u¼ 0: ð13Þ

In this formulation, Constraint (8) ensures that B
lower bound the normalized bandwidth of every
node v 2 V with positive weight, while Constraint
(9) guarantees that bandwidth is not allocated to
nodes with weight zero. Constraint (10) is the flow
conservation requirement of the relay links.
Constraints (11) and (12) guarantee the capacity
constraints of the relay links, while Constraint (13)
ensures that traffic does not traverse through non-
relay links. Unfortunately, this formulation is not
a linear problem and we cannot simply use the
methods described in Section 4.2.1, since Con-
straints (10)–(12) depend on the calculated normal-
ized bandwidth B. However, this formulation
becomes a linear program for a fixed B. This enable
us to find the optimal fractional B value by perform-
ing a binary search over B and checking whether
there is a fractional flow solution that satisfies the
predicted normalized bandwidth B. We start our
search by guessing B ¼ maxe2ECe=dmax, which upper
bounds the normalized bandwidth.

Theorem 5. Consider a graph G(V,E) and bounded

weight between dmin and dmax. Then, Bi P ð1þ aÞB�,
where a = dmax/dmin.
Proof. Let Bf be the normalized bandwidth calcu-
lated be the fractional solution. From Theorem 2
and the definition of relay links RðBfÞ follow that
the integral flow of any link e 2 RðBfÞ satisfy the
following expression:

F i
e

Ce
6

F f
e þ dmaxBf

Ce
6 1þ dmax

dmin

6 1þ a;

where F i
e is the integral flow through link e before

the scaling. Thus, the over provisioning ratio k is
less than 1 + a. Since, fractional normalized band-
width upper bounds the optimal integral solution,
we get that Bi ¼ Bf=k P B�=ð1þ aÞ and this com-
pletes our proof. h

Corollary 2. Consider a graph G(V [ {a},E) where

all nodes have the same bandwidth demand. Then,

the bounded weight scheme is a 2-approximation algo-

rithm, i.e., Bi P B�

2
.
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4.4. The general scheme

Now we describe our general algorithm for arbi-
trary weights and link capacities. We construct a
5-approximation algorithm by consolidating the
relay group method used in Section 4.3 and a scaling
technique like the one used in [28]. Consider a graph
G(V [ {a},E) and let dmax be the maximal node
weight. We divide the nodes with positive weights
into disjoint groups Dk, k > 0, depending on their
weights. A node v 2 V with dv > 0 is included in
group k if and only if dmax

2k < dv 6
dmax

2k�1 . Thus,

Dk ¼ vjv 2 V ^ dmax

2k < dv 6
dmax

2k�1

� �
:

Recall that the number of sets is bounded by jVj,
when ignoring empty sets. Our scheme calculates,
simultaneously, a fractional solution for all the
weight groups that is based on a relay group
approach. Then, it uses the rounding algorithm
described in Section 4.2.2, for obtaining integral
flows for each group Dk separately. Consider any
integral solution with a normalized bandwidth B,
a link e 2 E may serve as a relay for the flow dvB
of any node v 2 Dk only if Ce P dvB. Thus, for a gi-
ven normalized bandwidth B, we define a group of
possible relay links, RkðBÞ, for each set Dk,

RkðBÞ ¼ eje 2 E ^ Ce P
dmax

2k B
� �

:

Next, we formulate a fractional routing problem
that allows only links in Rk(T) to forward traffic
of flows in Dk. Let denote by Fu,v,k the amount of
traffic that traverse link (u,v) for serving the nodes
in Dk. For generality, let Bv;k ¼ Bv if v 2 Dk, or 0
otherwise. So, the fractional routing problem is for-
mulated as follows:

max B

subject to

8k > 0; v 2 V ^ v 2 Dk : B 6 bv;k=dv; ð14Þ
8k > 0; v 2 V ^ v 62 Dk : bv;k ¼ 0; ð15Þ
8k > 0; v 2 V :

X
u2NðvÞ^ðu;vÞ2RkðBÞ

F u;v;k ¼ bv;k

þ
X

u2NðvÞ^ðu;vÞ2RkðBÞ

F v;u;k; ð16Þ

8e ¼ ðu; vÞ 2 E :
X
k>0

ðF u;v;k þ F v;u;kÞ 6 Ce; ð17Þ
8k > 0; ðu; vÞ 2 RkðBÞ : F u;v;k P 0; F v;u;k P 0;

ð18Þ
8k > 0; ðu; vÞ 62 RkðBÞ : F u;v;k ¼ 0; F v;u;k ¼ 0:

ð19Þ

In this formulation, Constraint (14) ensures that
B lower bounds the normalized bandwidth of every
node v 2 V. While, Constraints (15) and (16) are
flow conservation requirements for every weight
group Dk and every set RkðBÞ of relay links. Con-
straints (17) and (18) ensure the capacity con-
straints. Finally, for the sake of completeness,
Constraint (17) ensures that a traffic of a node
v 2 Dk in any weight group does not traverse any
link e 62 RkðBÞ. Like the formulation of the bounded
demand problem, this is not a linear program, but it
becomes one for a fixed B. So, we find the optimal
solution by performing a binary search over B and
checking whether there is a suitable flow assignment
that satisfies the predicted normalized bandwidth.
Then, we round the flow of each demand group
Dk separately and the final solution is the collection
of routes of each node v 2 V.

Theorem 6. The general scheme is a 5-approximation
algorithm for the route selection problem for any

graph G(V [ {a},E) with arbitrary node weights and

link capacities.

Proof. We denote by je the minimal index of any
relay group that contains link e 2 E. In other words,
je is the minimal index k such that Ce P dmax

2k Bf .

According to Theorem 2, for every link e 2 E and
each weight group Dk follows that F i

e;k 6 F f
e;kþ

2 dmax

2k Bf . Where F f
e;k and F i

e;k are the fractional flow
and integral flow before the scaling originated by
nodes in Dk and traverse through link e 2 E. Thus,

F i
e 6

X
k>0

F f
e;k þ 2 �

X
kPje

dmax

2k Bf
6 F f

eþ 4 � dmax

2je
Bf
6 5Ce:

Accordingly, the over provisioning ratio k is less
than 5. Since, fractional normalized bandwidth
upper bounds the optimal integral solution, we get
that Bi ¼ Bf=k P B�=5 and this completes our
proof. h
4.5. User flow routing algorithm

The solution for the user flow model is based on
the bounded weight scheme presented in Section
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4.3. The algorithm uses similar linear program for-
mulation for calculating the fractional solution
when the relay set contains all the link with capacity
equal of greater than the predicated normalized
bandwidth, i.e.,

RðBÞ ¼ feje 2 E ^ Ce P Bg: ð20Þ
Unlike the aggregated flow model, we would like

to calculate in the rounding phase dv routes from each
node v, where all the routes have the same bandwidth
allocation equal to the calculated normalized band-
width. To this end, we modify the rounding algo-
rithm presented in Section 4.2.2 as follows. Recall
that a node weight dv indicates the number of its asso-
ciated users. Rather than associated a single token tv

to each node v, we assign dv tokens to each node
v 2 V, where each token represents a bandwidth allo-
cation equal to the fractional normalized bandwidth
Bf . Beside the initial token assignment, we utilize the
same rounding method presented above. Finally,
after determining the user individual routes we scale
down the normalized bandwidth to meet the capacity
constraints. Consequently, from Theorem 2 and by
deploying similar arguments to the ones used in the
proof of Theorem 3 we conclude,

Corollary 3. If all the links have the same capacity C

then user flow algorithm finds the optimal solution.

Note that in the case of Corollary 3, the relay set
is either empty or contains all links. In addition, by
minor modifications of the proof of Theorem 5 it is
easy to show,

Corollary 4. When the links have arbitrary capacities

then the user flow algorithm guarantees a 2-approx-

imation ratio.
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5. Simulation results

We evaluate the performance of the proposed
scheme via simulations. We compare the perfor-
mance of the basic Integral solution (INT) described
in Section 4.2 with the performance of the Frac-
tional solution (FRAC) and two heuristic algo-
rithms: a plain Shortest-Path (SP) algorithm and a
Shortest-Path–Load-Balancing (SP + LB) algo-
rithm. In the SP + LB algorithm, the least-con-
gested shortest path is chosen in a similar way5 to
5 Essentially, each edge of the graph maintains a weight
representing the current load level of the edge, and a path with
a smallest weight sum is chosen.
the scheme presented in [12]. The performance com-
parison metric is the minimal per-user bandwidth, B
(i.e., minimal bv/dv among all nodes). In the follow-
ing we present typical results if our simulations.

We consider practical mesh routers (such as Bel-
Air 200) that are associated with 4 backhaul radio
interfaces. To simplify the needs for selecting
strongly connected mesh topologies with node
degrees at most four, we consider a grid-like mesh
topologies that coincide squares of sizes 10 · 10
and 15 · 15, each one with a single gateway.

We first simulated a case that the gateway node is
located at the center of a 10 · 10 mesh and the users
are randomly placed over the topology, while at
most one user can be associated with each node
(i.e., dv = 1). The capacity of the links between adja-
cent nodes is set to 10 Mbps (i.e., Cu,v = 10), while
the capacity of the link between the gateway and
the infrastructure is set to higher than the sum
of the capacity of its links to neighbor nodes. We
also assume that the capacity of the access channels
is higher that the wireless link capacity between the
mesh routers. Fig. 5 presents the simulation result of
this case. The X-axis of the graph represents the
number of nodes that have an associated user. Each
point is obtained through 400 runs and the results of
lightly load conditions are not plotted for higher
readability. The simulation results indicates that
the INT solution performs very close to the FRAC
solution (particularly when the network is heavily
loaded), and clearly outperforms the heuristic meth-
ods. Recall that the FRAC solution is a perfor-
mance upper bound and is guaranteed to be better
than or equal to the optimal integral solution. In
our simulations we did not take the potential gain
50 55 60 65 70 75 80 85 90 95 100
Number of nodes with users

Fig. 5. Minimal per-user bandwidth comparison in a 10 · 10
mesh with a center-located gateway node (Cu,v = 10, dv = 1).
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Fig. 7. Average path length comparison in a 10 · 10 mesh with a
center-located gateway node (Cu,v = 10, dv = 1).
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Fig. 8. Average path length comparison in a 10 · 10 mesh with a
corner-located gateway node (Cu,v = 10, dv = 1).
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of using the compression schemes in the INT solution,

which may in effect boost the performance of the INT

solution over the FRAC (multi-path) solution. We
further show in Fig. 7 a comparison of the INT
solution with the heuristic methods on the efficiency
of the computed routes (i.e., the average length of
the routes). The comparison shows that the INT
method generates near-optimal routes in terms of
the average path length (i.e., very close to the SP
method), while the SP + LB method suffers signifi-
cant extension of the path lengths. That is, the
SP + LB method achieves higher performance than
the SP method at the expense of longer routes. In
contrast the INT solution achieves near-optimal
performance without such a downside, which
enables it to support delay sensitive application like
voice more efficiently.

Fig. 6 plots the simulation results when the gate-
way node is located near the corner of the grid
topology. As compared to the case of the center-
located gateway node, the performance gap between
the proposed INT solution and other heuristics wid-
ens significantly when the gateway node is located
near the corner. It is because in latter case the over-
all routing patterns become more biased and the
routing space that the proposed scheme can exploit
increases. The average path length comparison
(Fig. 8) indicates that a big gap remains between
the INT solution and the SP + LB method, while
the length of the paths generated by the INT solu-
tion is slightly longer than that of the SP method.

Now, we turn to the case that the link capacity
and the number of users associated with each node
are not fixed. The capacity of each link is randomly
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Fig. 6. Minimal per-user bandwidth comparison in a 10 · 10
mesh with a corner-located gateway node (Cu,v = 10, dv = 1).
chosen between 5 Mbps and 15 Mbps (i.e., Cu,v =
5–15). The users are randomly placed so that up
to five users are associated with each node (i.e.,
dv = 1–5). Instead of the more sophisticated meth-
ods described in Sections 4.3 and 4.4, we continue
to use the basic Integral solution (INT) described
in Section 4.2 to demonstrate that even the simple
basic method performs fairly well in general cases.
Figs. 9 and 10 depict the cases of center-located
gateway node and corner-located gateway node,
respectively. As expected, the gap between the
FRAC solution and the INT solution increases as
compared with the case of fixed Cu,v and dv, but
other than that the same general trend as in Figs.
5 and 6 can be observed.

To examine the impact of the network size, we
also simulate a 15 · 15 mesh. The results are pre-
sented in Figs. 11 and 12. As the number of users
increases, the rounding error shrinks and the gap
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between the INT solution and the FRAC solution
decreases.

Finally, let’s examine how much performance
gain can be achieved by using the user-flow routing
algorithm described in Section 4.5. Since the frac-
tional solution of this algorithm is the same as that
of the aggregated flow algorithm, the performance
of the user-flow solution must locate between the
FRAC solution and the INT solution (for the sake
of clarity we omit these curves from the charts).
The performance gap between the FRAC and INT
solutions is very small in all simulations cases pre-
sented, the performance gain by the user-flow
method is minimal. To conclude, our simulation
results reconfirm the argument made by Ganjali
and Keshavarzian in [17] that the performance gain
of multi-path routing is not big.
6. Conclusion

In this paper, we focused on determining the
routes and bandwidth allocation of the traffic flows
of WMNs for maximizing the fair share allocated
to the users. We presented polynomial-time algo-
rithms for this purpose and analyzed the quality of
our solutions against the optimal solutions. The sim-
ulations show that our algorithms, indeed, find near-
optimal solutions. These algorithms can be used
under the centralized management architecture, in
which a NOC located in the wired network performs
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network management functions for WMNs. The
basic idea of our algorithms is not limited to the cur-
rent LP problem formulations, but can rather be
applied to various other problem formulations, for
instance, ones with different interference models.
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