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Towards the Formal Veri�cation of Electronic CommerceProtocols�Dominique Bolignano, GIE Dyade, Dominique.Bolignano@dyade.frAbstractWe generalize the approach de�ned in [4] so as to be able to formally verify electronicpayment protocols. The original approach is based on the use of general purpose formalmethods. It is complementary with modal logic based-approaches as it allows for a descrip-tion of protocols, hypotheses and authentication properties at a �ner level of precision andwith more freedom. The proposed generalization mainly requires being able to express andverify payment properties. Such properties are indeed much more elaborate than authen-tication ones, and require a signi�cant generalization in the way properties are expressed.The modelling of the protocol and of the potential knowledge hold by intruders is on theother hand left unchanged. The approach is currently being applied to the C-SET and SETprotocols, and has already lead to signi�cant results.1 IntroductionConsumer demand for secure access to electronic shopping and other services is becoming veryhigh. Many electronic commerce protocols ([12, 6, 2, 9, 14], etc.) have been proposed recentlyto meet this demand. Such protocols mainly use encryption and decryption functions to achievesecurity requirements.But the design of a cryptographic protocol is a di�cult and error-prone task, and many popularand largely used cryptographic protocols have been shown to have aws. For this reason the useof formal methods that allow for the veri�cation of such protocols in a systematic and formal wayhas received increasing attention. Formal methods have been mainly applied to authenticationprotocols. Their industrial application has been quite marginal until now, but they have shownsuccessful in �nding problems or aws in protocols (e.g. [5, 11, 4], etc.)Electronic payment appears to be a very promising area of application of such systematicapproaches. Formal approaches for the veri�cation of cryptographic protocols are indeed quitemature at a time where many new protocols are designed and implemented. These new protocolsput at the same time a higher requirement on security issues: while it is possible to obtain accountinformation in other environments, there is a heightened concern about the ease of doing so withpublic network transactions; this concern reects the potential for high volume fraud, automatedfraud (such as using �lters on all messages passing over a network to extract all payment cardaccount numbers out of a data stream), and the potential for mischievous fraud that appears tobe characteristic of some hackers.Formal techniques for the veri�cation of cryptographic protocol have been developed for theveri�cation of authentication protocols but they cannot directly be applied to electronic paymentprotocols, mainly because of the di�erence between authentication and payment properties.�Draft: to be presented at the \10th IEEE Computer Security Foundations Workshop"1
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Payment properties involve some standard authentication requirements. As an example ofsuch standard requirement, let us consider the situation found in many payment protocols suchas SET [12], C-SET [6], Globe-On-line [14], iKP [2], etc., where the merchant will typically askto a representative of a bank, the payment gateway, for a payment authorization. The merchant,at the time when he receives payment authorization, wants typically to be sure that he has reallybeen talking to the proper gateway, and that the payment authorization has just been issuedby the gateway and is not a replay of an old message for example. This property is a typicalrequirement for traditional authentication protocols. But payment properties also involve morespeci�c requirements that are not found in authentication protocols. In the previous examplethe merchant wants also to be sure that the payment authorization he receives really is for thetransaction he requested for: not for another product, for another price, or for another customer,as in case of "misunderstanding" the customer could well try to cancel payment.2 Formal Veri�cation of Cryptographic ProtocolsTechniques for the formal veri�cation of cryptographic protocols have been designed and appliedmainly for the veri�cation of authentication protocols.The formal veri�cation of authentication protocols may be done in basically three ways. Onepossibility is to use a modal logic for authentication, that is, a logic that has some modalitiesfor expressing properties in an appropriate way. One such modal logic is the Burrows, Abadiand Needham (BAN) logic [5]. The second possibility is to use general purpose formal methods.Such methods have been designed and used for various kinds of software applications: safety-critical embedded systems for trains, nuclear power plants; complex distributed systems; etc.The approach of Meadows [13] is a good representative of such approaches. The third possibilityis to use model-checking techniques as in [11, 10].More recently another approach has been presented in [4]. This is the approach we rely onin this paper. It uses general purpose formal methods but tries to exploit the speci�city of theproblem to achieve easier formalization and to reduce proofs. It has been mainly designed toachieve simplicity and conciseness in proofs when a precise modeling of the protocol is required.The idea is to have proofs that can be read and understood, and for example used as a basisfor code inspection procedures or vulnerability analysis. The approach is based on a clear sep-aration between the modeling of trustable principals and that of untrustable ones. A speci�caxiomatization for the knowledge of untrustable principals is proposed. This allows for easy andconcise proofs in the style of modal logic proofs. The speci�cation of the protocol is done ina precise manner, and the precise sequencing constraints are in particular taken into account.A discussion on the respective advantages of these di�erent approaches can be found in [4] forexample. In any case none of these approaches has been applied, to our knowledge, to electroniccommerce protocols. We believe this would require signi�cant extensions or revisions for mostexisting formal approaches as electronic commerce protocols guaranty more elaborate propertiesthen authentication protocols do.The objective of this paper is to show how such extension can be done using the work in[4] as a starting point. The revisited approach has �rst been applied on the C-SET protocol,the smartcard based payment protocol proposed by GIE CB, an organization sponsored andowned by major french banks, and is currently being applied on the SET (Secure ElectronicTransaction) protocol, proposed recently by Visa and MasterCard. The presentation is organizedas follows. In the two next sections we present the problem basics and introduce as an illustration2
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an hypothetical payment protocol, which although much more simple then SET and C-SET,presents many similarities with these two protocols. In Sections 5 we recall the main steps ofthe approach presented in [4]. In Sections 6 and 7 we show how the approach can be extendedto express payment properties. In section 8 we describe the veri�cation itself by means of someexamples.3 Problem BasicsEncryption is the transformation of data into a form unreadable by anyone without a secretdecryption key. Decryption is the inverse function, which recreates the original data in its formprior to encryption A cryptographic key system is said to be symmetric if, and only if, the samekey can be used for both encryption and decryption. A cryptographic key system is said tobe asymmetric when di�erent keys are used for encryption and decryption. In that case theencryption key is called a public key, while the decryption key is called a private key. The publickey can be made available to anyone, while the private key can be used only by its legitimateowner. If Ka is the encryption key, then K�1a is the corresponding decryption key. An asymmetriccryptographic key system can also be used to provide a digital signature. A digital signaturemakesit possible to prove to anyone that some data has been issued by an entity. A digital signature isobtained either by adding some data redundancy to the data to be signed or by condensing the datainto a small value that is characteristic of the data and then encrypting this value using a privatekey. Anyone that knows the corresponding value of the public key can then verify the signature.In that case, these keys are sometimes called, respectively, a signature key and a veri�cation key.Some asymmetric algorithms can be used to provide data encryption or a digital signature (e.g.,the RSA algorithm), while some others can be used only to provide digital signatures (e.g., DSAalgorithm).4 A Payment ProtocolIn this section we provide, as an illustration, an hypothetical payment protocol which althoughquite di�erent and much more simple then the SET or C-SET protocols, encompasses most of thespeci�cities and di�culties encountered in the veri�cation of electronic commerce protocols suchas SET and C-SET.The proposed protocol which corresponds to the purchase and authorization phases is in-voked after the cardholder has completed browsing, selection and ordering. Before this owbegins, the cardholder will have been presented with a completed order form and approvedits contents and terms. As a result of this phase which is supposed to be performed outof bound, the cardholder has a valid order description (OD) and a valid payment description(PD). The protocol is described in the �gure below where Transaction stands for the sextuple(C;M; (Lid c; Lid m); Purchamt; hash(Od); hash(Pd)) whose components will be commented inthe sequel. (PInitReq) C !M : (C;M )(PInitRes) M ! C : Lid m(PReq) C !M : ((Transaction)Kc�1 ; (Od)Km; (Pd)Kg)(AuthReq) M ! G : ((Transaction)Kc�1 ; (Transaction)Km�1 ; (Pd)Kg)(AuthRes) G!M : (Results; (hash(Transaction)))Kg�1(PRes) M ! C : (Results; (hash(Transaction)))Kg�13
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PInitReq: The message is sent by the cardholder, i.e. C, to the merchant, i.e. M, to request afresh and unique local transaction identi�er (i.e. Lid m) from the merchant.PInitRes: When the cardholder receives the requested identi�er, he also assigns a fresh andunique local transaction identi�er (i.e. Lid c) to the transaction, so as to form a uniquetransaction identi�er, i.e. (Lid c; Lid m), (in SET and C-SET some additional informationis added and the resulting aggregate is called Transid).PReq: The transaction data, i.e. Transaction, is then composed by the cardholder and includesin particular Purchamt, the purchase amount, C, the cardholder identity, and M the mer-chant identity. The transaction data is then signed using the cardholder private key K�1c ,and is sent together with the order description and the payment description. The order de-scription should only be known by the merchant and is thus encrypted using the merchantpublic key. The payment description should only be known by the payment gatewayG (i.e.the representative of the bank) and is thus encrypted using the payment gateway public key.On reception of PReq; the merchant decrypts and validates Od, checks that the same Odwas used for the composition of the Transaction data aggregate, and furthermore validatesM;Lid m; and Purchamt. The merchant also checks that the signature of the messagebelongs to the cardholder whose identity appears in Transaction (i.e. C).1 The merchant�nally stores the signed Transaction data together with the decrypted Od:AuthReq: The merchant then signs the same Transaction data using his own private key, K�1m ,and sends it together with (Transaction)K�1c and (Pd)Kg as received from C. Whenthe Payment Gateway receives the authorization request, it veri�es that the same datawas signed by the merchant and the cardholder as speci�ed by C and M components ofTransaction.AuthRes: The Payment Gateway then formats and sends an authorization request to the Issuervia a payment system. Upon receiving an authorization response from the Issuer, thePayment Gateway generates and digitally signs an authorization response message. Whenthe cardholder system receives the purchase response message from the merchant, it veri�essignature and conformance with the previous purchase request.PRes: The same authorization message is then sent to the cardholder who also veri�es signatureand conformance with the previous purchase request.5 Approach5.1 Modeling StrategyFirst the di�erent principals involved in the process must be identi�ed. Principals receive mes-sages at one end and emit other messages at another end. Some principals will be considered tobe "trustable" (i.e., work according to their role in the protocol) and some not. Communicationsmedia are typically considered to be non-trustable, because messages can usually be intercepted,replayed, removed, or created by intruders. We will consider that this is the case in the following1The distribution of keys is not part of this protocol.4
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discussion. The same protocol can be studied in terms of many di�erent hypotheses. Trustableprincipals will always be assumed to play their roles as stated by the protocol. For non-trustableprincipals, the situation is very di�erent, because we do not know how many there are, how theywork, or how they cooperate, and so the worst situation has to be assumed. So instead of modelingeach non-trustable principal separately, and instead of describing how they work, the combinationand cooperation of all such principals is modelled as a unique agent which is called it the "ex-ternal world" or, more concisely, the intruder. The intruder is modelled as a principal that mayknow some data initially and that will store and try to decrypt all data passed to the maliciousprincipals and thus all information circulating on the communications media. The intruder willalso be able to encrypt data to create new messages that will be sent to mislead other principals.But the intruder will be able to decrypt and encrypt data only with keys he or she knows. Thismodeling will in particular allow us to determine at any time which data are potentially knownto the intruder under the chosen "trustability" hypothesis. The selection of such hypotheses willbe discussed and illustrated in section 6.5.2 Exploitation of KnowledgeThe knowledge of the intruder is formalized as a set of data components. The intruder will beable to deduce new data from available data by using four basic operations; namely encryption,decryption, and two other operations for handling clear-text data structures. These operationshave been formalized in [4]. The exploitation of a given knowledge (i.e., a given set of data) todeduce new information (i.e., new data) consists of the application of one or more of the four basicoperations, in any order and any number of times. A set of data s0 (or a single data element) issaid to be deducible from a set of data s if, and only if, there exists a sequence of applicationsof the four basic operations that can obtain s0 starting from s. The predicate known in is usedto formalize this rule and the previous fact is noted s0 known in s. A set of rules based on thepredicate known in is then derived from this formalization. Appendix shows some of these rulesfor a restricted set of encryption and decryption operators (other operators such as the hashoperator are introduced in the same way). These rules make it possible to implement decisionprocedures (i.e., tools) to determine if a given data may be known by the intruder or not. But inthe most general case such facts are to be proved in an interactive manner using formal proversas shown in [3]. An example of such a rule is ck known in s^ k�1 known in s ) c known in swhich states that if the a principal knows (i.e. can deduce) both the encrypted component ck (i.e.c encrypted using the key k) and the inverse key k�1 of k, using the set of data s, then he knows(i.e., can deduce) the component c using the same set of data s.5.3 Formalization of the ProtocolWe then need to formally specify the protocol itself. This speci�cation consists of describingthe role of each trustable agent. The formal speci�cation of the protocol consists of a set ofatomic actions. The sending and reception of a message are not synchronous. Consequentlythe transmission of a message is considered as two atomic actions, one for sending and one forreceipt. This corresponds exactly to the decomposition used in the SET as well as in the C-SETspeci�cation documents. Our modeling of the previous payment protocol will thus distinguish12 di�erent kinds of atomic actions, two for each message type. These actions will be identi�edusing the labels PInitReqC ; PInitReqM ; PInitResM ; PInitResC ; PReqC ; PReqM ; PResM ;PResC ; AuthReqM , AuthReqG; AuthResG , AuthResG . Each of the 12 labels MX stands for5
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the sending or reception of message M by principal X : PInitReqC stands for example for thesending of message PinitReq by the principal C. 2As part of its role, the cardholder will, for example, initiate payment session by sending aPInitReq message, i.e. by performing a PInitReqC action, and will then receive a PInitResresponse message, i.e. perform a PInitResC action, and then will complete the session with aPReqC action followed by a PResC one. Each atomic action also involves some speci�c processing(veri�cation, generation, storing of values, computation, etc.) which is described as for any pieceof code in an implementation language, by describing its precise test, computation and e�ectson the state variables. In order to facilitate veri�cation and also to specify the protocol at therequired level of abstraction, a logic-like language is used for this purpose (c.f. [4]). The �rst stepis thus to identify and de�ne the state variables that are to be used by each principal in order to"implement" the protocol. The only di�erence from a low-level description is that we may usemore abstract types, such as sets or sequences, and that we do not need to consider storage ore�ciency problems.More precisely, the formalization is based on the chemical abstract machine paradigm [1]: asystem is described as a set of atomic actions which may be applied repeatedly, in any order andwhenever pre-condition holds. Let S stand for the domain of global states. In the case where thecardholder, the merchant and the gateway are all trustable, S will quite naturally be de�ned asSC �SM �SG�SI where each component describes the domain of local states for each trustableprincipal and for the intruder: C for the particular cardholder, M for the particular merchant, Gfor the particular payment gateway, and I for the intruder. In [4] the speci�cation is de�ned as asingle predicate r on S �A�S binding the state before application to the state after application.The domain A; is the set of action labels. We use instead a relation on S � (A�M)� S, whereM is the domain of messages: r(s; (l;m); s0) if and only if the global state s is modi�ed into s0upon �ring of action labelled l for the sending or receipt of message m. The information on thecontent of the message which is added here will be exploited in section 6 in the expression ofsecurity properties. The domainM is de�ned more formally as the domain of data components,and SI as the domain for sets of data components. Both are formally de�ned in [4].Intuitively the state of the intruder is the set of data components that have been listened toon the communication line. Each sending of message m augments the knowledge of the intruder,i.e. s0i = si [ m where si is the state of the intruder before �ring of the action and s0i is thestate after. The receipt of a message m does not change the state of the intruder. According tothe modelisation all messages received by a trustable principal are produced by the intruder (thecommunication media are part of the intruder). Thus, m known in si; is a precondition to thereception of message m.6 Expressing PropertiesElectronic commerce protocol have to address standard requirements such as con�dentiality ofinformation; integrity of data; cardholder account authentication; and merchant authentication.These requirements and corresponding functions are not speci�c to electronic commerce protocols.For all such basic and standard properties the approach de�ned in [4] can be applied without anyadaptation.2C;M;G; stand respectively for cardholder, merchant and payment gateway.6
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6.1 Extending the approachBut electronic commerce protocols also involve some signi�cant speci�cities that are responsiblefor additional di�culty in the expression of properties, when compared to more traditional authen-tication protocols. The �rst one comes from the fact that the principals involved in an electroniccommerce transaction have rather di�erent expectations than the one involved in authenticationsessions. The merchant is for example not only interested in making sure that he has really beentalking to the proper gateway at the time he completes a session. He also wants to make sure thatthe transaction cannot be refuted afterwards, due to some misunderstanding between the parties.The second source of di�culty comes from the fact that payment protocol involves three-partydecisions. In the case of authentication protocols, interactions can usually be considered as sep-arate two-party agreements, even when such agreements are interleaved: the requester and theresquestee involved in an authentication session will typical interact with some other entity such asa key server during a session, but each interaction is to ful�ll a speci�c function, such as obtaininga correct and fresh key for the interaction with key server. In the case of electronic commerceprotocols it is not su�cient for the gateway just to make sure that the information produced by thecardholder or the merchant has the desired con�dentiality, or integrity properties. It also needsto be sure that both correspond to a coherent, non ambiguous and real three-party deal. In otherwords, a typically electronic commerce protocol should implement an abstract atomic transactionbetween three principals. In the sequel of this section we address these two speci�c problems andshow how to extend the approach presented in [4] to handle electronic payment protocols.The revised approach is presented as the combination of 5 modeling decisions. The �rstdecision was already part of the approach proposed in [4]. The second one and the fourth oneare quite direct generalization or extension of decisions that were already implicit in the originalapproach. The two other decisions are introduced here.6.1.1 Adopting the view of a global observerThe �rst decision is indeed to adopt the view of a global observer which has a correct andcomplete view of the system. This decision is taken in many approaches and is a quite naturalone: weaknesses or aws of protocols are often reported using this same perspective.6.1.2 Breaking down security properties into agent centric propertiesThe second decision is more of methodological nature and amounts to break down properties intomore basic properties that express the belief of a particular principal at a particular point inthe session. Con�dentiality properties are not amenable to this kind of decomposition as theyare of more global nature, but their expression is straightforward as will be shown in the nextsection. The proposed decomposition allows for a more systematic identi�cation and classi�cationof properties. A practical way of obtaining this decomposition is to consider each role in turn,and to identify in each case and at each possible point during a corresponding session the beliefand expectation of the principal about what really happened. Particular points of interests are thebeliefs at the end of a session. Typically such beliefs need only be identi�ed in the case where thesession proceeds normally from the point of view of the principal at hand, as whenever an incorrectmessage is received, the principal will generally refuse to continue with this particular session. Inthe case of authentication protocols only two di�erent kinds of principals had to be considered,the initiator of the authentication session and the requested principal. The two corresponding7
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properties where called the master and the slave properties. In the case of payment protocols thebeliefs or expectations of three di�erent kinds of principal need typically to be formalized: thecardholder, the merchant and the payment gateway. The cardholder wants, for example, to makesure that his bank account is only debited for the purchases he did accept, and with the correctamount. The merchant wants to make sure that the authorization he receives from the gateway isreally done for the purchase he agreed with the cardholder. The gateway wants to make sure thathe is giving an authorization for a coherent purchase agreement. Such properties will be referredto as the cardholder, merchant or gateway properties. Most protocols will have to satisfy all suchkinds of properties.6.1.3 Veri�cation under various trustability hypothesesIn the approach presented in [4], a property is veri�ed under the assumption that some principalsare trustable (i.e. behave according to their role in the protocol) and some are not, or moreprecisely that they cannot be considered to be trustable. The selection of trustability hypothesesis done so as to minimize the number of hypotheses. Let us consider in order to illustrate this, thecase of an authentication protocol involving three di�erent roles, a master (a principal requestingan authentication session), a slave, and a key server. Let us then consider the following masterproperty: any principal A requesting an authentication session with B; wants to be sure at theend of its (master) session that he has really been talking to B. In order to verify this statementwe will do the veri�cation under the assumption that both A and B are trustable. The particularkey server used during the session will also be considered to be trustable if this is required tosatisfy the property. The proof of this property will guaranty that whenever B and the key serverare trustable and A has performed a session intended to be with B; then A can be sure he hasreally been talking to B. But A knows on the other hand that this is only true if B is trustable.If this is not the case then the previous security property is not guaranteed: if for example Bhappens to be compromised, then B may well give his private key to a third principal which isthen in a position to impersonate B. If there is a doubt about the importance or validity of oneof the hypotheses it is possible to relax some of them and perform the same veri�cation again.Thus the use of various trustability hypotheses is only meant to test the importance and e�ect ofselected hypotheses, such as for example the importance of having a trustable key server.In the case of payment protocols the same considerations apply but are not su�cient. It isfor example not su�cient for the gateway to know that whenever the cardholder and merchantinvolved in a particular transaction are trustable then the gateway can be sure that both thecardholder and the customer have agreed on a non ambiguous and coherent transaction. It isalso important for the gateway to be able to identify responsibilities and commitments in anunambiguous manner, in the case of dispute. Worst, it is not su�cient for the gateway to be ableto identify responsibilities. It may also be important to demonstrate this to other parties (e.g.the court) which will not take the trustability of the gateway for granted. The gateway thus needsto keep and provide irrefutable proofs a posteriori.In other words, an authentication protocol is typically only meant to provide some level ofcon�dence to participants of an authentication session in the case where the two principals thattry to authenticate themselves are trustable. Trustable principals should not be mislead by com-promised principals that are supposed to be external to the particular session. An electroniccommerce protocol is meant to provide in addition some kind of assurance even in the case of adeal involving corrupted principals.In order to tackle these new problems we will use again the same technique (i.e. veri�cation8
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under di�erent trustability hypotheses) but the selection of hypotheses will be done in a di�erentway. Indeed, even in the case where the trustability of principal A1, .., An is required for thetransaction to proceed normally, we will have to consider some weaker sets of hypotheses, andderive from these various hypothetical situations various beliefs that the protocol provide for eachprincipal. In the case of the previous example, it is clear that a proper deal should involve atleast three trustable principals: a client, a merchant, and a payment gateway. In the case of anauthentication protocol this would be the main set of hypotheses to consider. Here this set ofhypotheses is of course to be considered and will be referred to as the main set of hypotheses.But we will also need to carry the analysis under weaker sets of hypotheses, namely:(1) the particular gateway and the particular merchant are the only trustable principals,(2) the merchant is the only trustable principal,(3) the gateway and the particular cardholder are the only trustable principals,(4) the cardholder is the only trustable principal,The �rst set is used to prove important merchant and gateway properties that are comple-mentary and di�erent from merchant and gateway properties expressed using the main set ofhypotheses. An important gateway property that can be expressed under this weaker set of hy-potheses is indeed the guaranty that the gatewayhas enough evidence, at the time when he receivesthe merchant request, that the merchant has taken an unquestionable commitment towards a newtransaction with a valid cardholder (independently of cardholder trustability). In the protocolof section 4 this is intuitively achieved by the fact that the data structure that unambiguouslydescribes the transaction is signed by the merchant. As another example, we might consider themerchant property that guarantees to the merchant on reception of message AuthRes that thegateway has taken an unquestionable commitment towards a new transaction with a valid card-holder (independently of cardholder trustability), and information passed by the client is coherentwith that passed by the merchant. These two commitments are complementary with propertiesthat can be expressed using the main set of hypotheses, for example the fact that whenever thecommitments of the merchant and of the cardholder are guaranteed then they are are coherent (i.e.compatible): the situation where the trustable merchant believes that he �xed a given price andthe trustable client believes that he agreed on another price is impossible, even in the presence ofother corrupted principals.The second weak set hypotheses is used to prove that the gateway will have enough evidence ofthe merchant commitment, in the case of dispute between the merchant and the bank: the gatewaywill in this case provide information received from the merchant, and it should be possible to provethe merchant commitment without making the assumption that the gateway is trustable: in theprotocol of section 4 the data signed by the merchant provides this proof (the gateway or anytrustable or non trustable principal can only get this signed data if the merchant has really madea commitment for the particular transaction at hand).The third and the fourth sets of hypotheses are used to prove the commitment of the cardholderand are similar to the two �rst.All such aspects are complementary. If the �rst one was missing, their would still be some roomfor the merchant to argue that the cardholder has not behaved according to its role in the protocol(is not a trustable principal). Although the merchant would not have any evidence of this, therewould not be either any evidence (i.e. proof) to discard this possibility. The second and fourth9
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sets of hypotheses may be irrelevant for protocols which do not provide to the gateway the abilityto prove its trustability in case of dispute. Even in the case where such ability is provided, this canonly be done a posteriori with the help of another trustable principals (e.g. the court) which willhave access to all data provided. During the session, both the client and the merchant have to relyon the gateway trustability: all protocols that we studied so far were falling in this category. Thussome particular combination of hypotheses may bring little information on principal belief. Suchcombinations were omitted here for the sake of conciseness: for example when the cardholder andthe merchant are the only trustable principals, very little can be guaranteed to the merchant or thecardholder; the cardholder has no evidence that the merchant has agreed on the same transactioneven if he receives a valid authorization response; the merchant does not know if the commitmentof the cardholder is valid.To sum up, the general approach we propose here is to consider each possible set of trustabilityinvolving A1, .., An (instead of only considering the main one for which A1, through An aretrustable), and express the various gateway, cardholder or merchant properties that are to besatis�ed in each case. In doing so we may of course have to skip situations for which nothinginteresting can be guaranteed.As a result of this splitting into many sets of trustability hypotheses, a new global statedomain, S; is to be used in each case. This construction is automatic and based on section 5.3principles: S = SC�SM �SG�SI for the main set of hypotheses, S = SM �SG�SI for the �rstset of hypotheses, etc. The same is true for the predicate r. If an unbounded number of trustableprincipals of the same type needs to be considered (e.g. a chain of trustable payment gateways),then functions are used to associate particular principals identities to principal local states in theglobal states (e.g. S = SM � (Id! SG)� SI) but the general approach is left unchanged.6.1.4 Focussing on "correct" actions for a speci�c sessionAs a result of the speci�c modeling of the intruder knowledge only actions performed by trustableprincipals are explicitly considered: potential processing of data by compromised principals orintruders is indeed taken care of by the speci�c axiomatization of intruder knowledge proposedin [4] (see Appendix). Now the approach also provides the ability to express security propertieson partial views of the global system, i.e. some actions are abstracted away, based on theirtype, or/and based on the values that they carry (see [4] for a justi�cation of this feature). Inother words the approach implicitly makes use of two kinds of abstraction functions. The �rstone abstracts away actions performed by non trustable principals, and the second one allows tofocus on any particular session and on the correct actions expected for this session: unexpectedactions or actions carrying non coherent values will be abstracted away, and the security propertycan be more concisely and more simply expressed on remaining actions, which are called thevisible actions. This second abstraction function will be called the �ltering function in the sequel,as it also performs some renaming of visible actions. The �rst abstraction is meant for proofsimpli�cation. The �ltering function is meant to simplify the expression of security properties.But none of these two abstractions results in any loss of precision or in any kind of approximation:actions that are abstracted away are still modelled and taken care of in the proof.6.1.5 Using a �nite automaton and a �ltering function to describe each propertyIn the following we extend the use of partial views by revisiting and formalizing the �lteringfunction implicitly proposed in [4] and by using it within a more general framework.10
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For this we need to introduce some notations and de�nitions. The �ltering function will thus benoted ffx(y) where x is used to parametrize3 the function and y ranges in the domain of actions.The range of the function will be �nite (for any given instance of x), and the particular value ?will be given a particular meaning: if ffx(y) = ?; then y is to be abstracted away; otherwise y isto be replaced by ffx(y). Thus if t is a �nite trace of actions we will de�ne ffx(t) recursively as:ffx([]) = [] and ffx([yjt]) = ffx(t) if ffx(y) = ?; and ffx([yjt]) = [ffx(y)jffx(t)] otherwise.According to the modelisation proposed in [4], the system behavior can be described as a setof �nite traces4 T . Each trace in T models one of the potential global and �nite behavior of thesystem up to a given point in time. Finite as well as in�nite behaviors are thus modelled using alltheir �nite pre�xes and the set T is closed by pre�x inclusion (any pre�x of a run is also a run).Each trace in T models a sequence of actions the global system may go through. We proposeto describe each security property (other then con�dentiality properties and similar ones, whichcan be described as simple invariant properties) using a �ltering function ffx(y) and a regularlanguage L: the property is satis�ed if and only if:8x:8t:t 2 T ) ffx(t) 2 LSince T is pre�x closed we can use pre�x closed regular languages L. We will describe Lusing either a �nite automaton A or a regular expression A and we will consider by conventionthat L is de�ned as the reexive transitive pre�x-closure of the language accepted by A.As a simple example let us suppose we want to express that the same action is never playedtwice: we just need to use a as the regular expression describing the regular language L (i.e. L =f[]; [a]g by reexive transitive pre�x-closure) and ffx(y) = ? if x 6= y and ffx(y) = a if x = ywhere a is just an arbitrary symbol. If there exists some trace t in T such that the same action,let us say53, is played twice, for example t = [5; 4; 3; 6; 3], then there exists a value of x, namely3, for which ffx(t) = [a; a] =2 L.For illustrating purposes we now consider a more elaborate example, namely the main gatewayproperty under the �rst set of hypotheses. More precisely we will try to express the belief of thegateway at the time when it receives an authorization request. Let us thus consider a particulargateway G and an action, let us say �, on which G receives a new authorization request (Gwill receive many such requests and we consider here one of them). According to the protocolmodelisation described in section 5.3, � is a triple (state�; (label�; message�); state0�), wherelabel� = AuthReqG . The message will contain the identi�cation of a particular merchant, let ussay M , together with the identi�cation of a particular client C. M and C are considered by G tobe the initiators of the deal.Here we are under the assumption that M and G are the only trustable principals. The maingateway property to consider under this set of hypotheses is that G can be sure at the time whenhe receives the authorization message that this message really originates fromM and has not beentempered with: in other words there is another action, � = (state� ; (label�; message�); state0�),3More formally, the �ltering function ff has the form �x:�y:body, and ffx has the form �y:body.4The use of traces of actions results in some data redundancy here as the same state appears twice: once asthe state after of a given and once as the state before of the next action. This could easily be avoided but at theexpense of some loss of conciseness in the de�nition of the �ltering function.The use of �nite traces (as opposed to in�nite trees for example) does not result in any loss in expressivenesshere and is justi�ed by the absence of invisible actions (i.e. �s), and by the fact that security properties of concernare all safety properties: denial of service properties that would be liveness properties are not considered here aswell as in other formal approaches.5For this �rst illustration we oversimplify the situation by considering that actions range in Nat domain.11
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such that label� = AuthReqM and message� = message� which has preceded �, and neither �or � is repeated. In order to formalize this we just need to use the regular expression AuthReqMAuthReqG together with the following �ltering function:ffmessage ((st; (l;msg); st0)) =AuthReqM if l = AuthReqM ^message = msg ^ st0:mcht:gateway = GAuthReqG if l = AuthReqG ^message = msg ^ st0:gtw:merchant =M? otherwisewhere st0 is the global state after the execution of the action; st0:mcht (resp. st0:gtw) is the partof this global state that corresponds to the local state of the particular merchant M (resp. theparticular gatewayG), and st0:mcht:gateway (resp. st0:gtw:merchant) refers to the �eld gateway(resp. merchant) in this local state that holds the identi�er of the particular gateway (resp. theparticular merchant),M (resp. G) believes he is talking to. If the message is tempered with, andan incorrect value is received by G, let us say wrong msg, then the problem will be pointed outwith the particular parameter value wrong msg as the trace t that corresponds to the problematicscenario will be such that ffwrong msg(t) =2 L (i.e. ffwrong msg(t) = AuthReqG). In a similar wayif a message messageforG0 has been sent to another gateway, let us say G0, and G believes ithas been sent to him, then if trace t stands for this problematic scenario then ffmessageforG0 (t) =AuthReqG =2 L. Furthermore, if the same message can be replayed by the intruder and is acceptedunnoticed by G then there exists x and t such that ffx(t) = AuthReqG AuthReqG =2 L (x is thecontent of the message and t the problematic scenario).The property expressed so far is in fact too strong for the protocol of section 4 as evidencedby the following scenario: a wrong value is passed for (Pd)Kg on action PReqM ; M has no wayof detecting this and uses this wrong value for AuthReqM ; the intruder then replaces the wrongvalue of (Pd)Kg by the correct one so that a correct authorization message is received and checkedby G. For this particular scenario t; taking the authorization message e�ectively received by Gfor the value of x; leads to ffx(t) = AuthReqG =2 L. This scenario is not problematic for thetransaction in itself. Thus, instead of revisiting the protocol by adding some kind of link in themessage so as to prevent this kind of scenario we decide here to weaken the property: in the newversion we will only require that the two �rst components of the message are not tempered, andnot necessarily the whole message. The third component is indeed just forwarded byM and couldbe forwarded by any other mean: the checking of this component is under G responsibility. Thenew �ltering function thus becomes:ff(c;lid c;lid m;amt;hod;hpd)((st; (l; (sg1; sg2; enc); st0)) =let Trnsc = (c;M; (lid c; lid m); amt; hod; hpd); �1 = TrnscK�1c ; �2 = TrnscK�1m inAuthReqM if l = AuthReqM ^ sg1 = �1 ^ sg2 = �2 ^ st0:mcht:gateway = GAuthReqG if l = AuthReqG ^ sg1 = �1 ^ sg2 = �2 ^ st0:gtw:merchant =M? otherwiseIntuitively a �ltering function is to express the belief that a principal can have at a given pointwhile playing his role about what really happened concerning actions related to the current session.Thus the parameter for the �ltering function is chosen so as to provide enough information tocharacterize the last expected visible action (the one after which the belief is implicitly expressed)but also to characterize the other visible actions that should precede. In practise we would expectthis parameter to range in a restricted domain of values: hod should for example be a valid hash12
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which we could express by using od as a component of the parameter of the �ltering function andhash(od) in the body of the function; similarly not all combinations of hod and amt are feasible.But there is usually no need for expressing such constraints as in the case where improper orincoherent value are used the �ltering function will return [] which by construction belongs to L.The gateway property expressed so far is only concerned with the AuthReqM as, in the case ofthe protocol of section 4 (but also in the case of both C-SET and SET),AuthReqM is the particularaction during which the merchant takes its transaction commitment. But we could very easilyif necessary express additional requirements on the actions PInitReqM and PInitReqM thatthe merchant necessarily performs in order to prepare the payment request. The corresponding�ltering function and previous regular expression can be obtained by a slight modi�cation of theprevious ones.More interestingly, let us consider the same gateway property under the general set of hypo-theses, i.e. C;M; and G are trustable. We would typically want to express that the authorizationrequest always follows a coherent purchase request PurReqC and thus uses PurReqC AuthReqMAuthReqG as a regular expression together with a new �ltering function. In fact the new �lteringfunction can easily be obtained from the previous one by associating PurReqC to actions whoselabel is PurReqC , whenever these actions carry values that are coherent with the transaction athand: all actions are coherent if the value they carry refer to the same Transaction data (withthe exception of (Pd)Kg for actions PReqM and AuthReqM as explained previously).As another illustration let us consider the merchant property under the �rst set of hypotheses(M and G are trustable). We use AuthReqM AuthReqG AuthResG AuthResM as a regularexpression. This corresponds to the following partial order (which happens to be total here):M G# #AuthReqM# & #AuthReqG# #AuthRespG# . #AuthRespM# #In this particular situation the coherent response from P must fall within a given time framedelimited by the two last events performed by M (i.e. AuthReqM and AuthRespM ). Thisparticular situation was the speci�c case addressed in [4], and was called a window property. Itwas formalized and veri�ed in an ad-hoc manner. This situation is only a very particular case forelectronic commerce protocols, where more elaborate three-party ows of messages are involved.As for any formal veri�cation one has to be convinced that the formalized property is adequate.Another user might well prefer another formulation, and it is always possible to use redundantproperties in case of doubt. The interesting aspect here is that a property can be expressed withsimple and well-de�ned basic notions such as the ordering of events. The more surprising fact isthat, for the large variety of protocols formalized with this approach, complex properties can beexpressed using quite simple automata. 13
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7 Veri�cation7.1 Proving con�dentiality propertiesCon�dentiality properties are expressed and veri�ed as simple invariants. The veri�cation ofsuch properties amounts to verify that the various invariants are preserved by each action of theprotocol. In the case of protocol at hand it is essential that private keys remain con�dential. Theproperty is formalized easily by writing that :(K�1 known in sI ) is an invariant of the protocol,where sI stands for the knowledge owned by the intruder (i.e. the state of the intruder accordingto our formalization), and where K�1 is the private key under consideration. In other words, theinvariant property expresses that the key cannot be deduced from the intruder knowledge. Oncethe invariant property is expressed, two standard distinct veri�cations need to be done in orderto prove invariant preservation. First we need to make sure that the invariant property is initiallytrue. If this initial property is found acceptable, it will be taken and registered as an assumptionunder which the protocol is supposed to work. Someone in charge of reviewing the veri�cationprocess of the protocol will typically make sure that all such assumptions are acceptable. Thesame protocol can of course be analyzed under various sets of assumptions, so as to assess theimportance of some problematic assumptions. The second kind of veri�cation that needs to bedone is to check that each possible action involved in the protocol preserves the invariant. Suchveri�cations have been formalized and detailed in [4]. We only summarize the main steps. Foreach of the 12 protocol actions we need to prove that the invariant is preserved. More formally,each proof obligation has the form 8s; s0; m:inv(s)^r(s; (li; m); s0)) inv(s0) where inv is the logicformula that expresses the invariant, r is de�ned according to section 5.3, and li is the label of theith action. In the case of the particular property at hand the veri�cation is straightforward andbasically uses axiom (D1),(D2) and (C2) to (C4) of Appendix: more informally, the con�dentialityof K�1 is trivially guaranteed because no key is ever sent in clear or in encrypted form; thus evenif the intruder is able to decrypt all messages he will never succeed in obtaining K�1 as a resultof such processing. More account on such proofs can be found in [4].7.2 Proving more elaborate propertiesIn the section 6 we have discussed how to formalize more elaborate properties using both anautomaton and a �ltering function to describe expected constraints on behaviors. Automata turnout to be very simple in terms of the number of states, and it is thus a good strategy to dischargethem using invariant techniques.According to section 6, each property is expressed using a �ltering function ffx and a �niteautomaton. Let n be the number of states of the automaton. The user has to provide one temporaryinvariant invi for each automaton state i 2 1::n . Each of these invariants is de�ned on the domainof global states S introduced in section 5.3. These invariants may use an additional parameterwhich has the same structure and meaning as the parameter x used for ffx. Proofs obligationsare then generated automatically. They are discharged using the techniques illustrated in theprevious section.In the sequel we justify the proposed veri�cation approach. By convention we will let 1 bethe automaton initial state. All states 1 to n are �nal states by construction: such an automatoncan be obtained directly and automatically from a regular expression or from any �nite auto-maton by applying simple reduction steps; the existence of such a normal form is due to thefact that the accepted language is pre�x closed [8]. The �rst step in the veri�cation process is14
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to transform the automaton into a deterministic automaton. This step which is of course auto-matic will add exactly one state to the automaton6. This state which is the only non �nal statewill be noted n + 1 by construction. It is an absorbing state: all transitions from n + 1 leadto n + 1. By conventions the labels of the transition from i to j will be called lij7. States ofthe �nal automaton will be called meta-states in order to avoid confusion with the global statesused for the protocol modelisation. The second step in the veri�cation process is to incorporatethe value of the current meta-state in the system modelisation itself in a way that does not af-fect the behavior of the system: this addition can be seen as the test performed by the globalobserver to check whether all behaviors conform to the property at hand. The test is rathersimple: the meta-state n + 1 should not be reachable, as this state precisely models the failurefor the �ltered global behavior to conform to the described automaton. The global states, whichrange in S, are thus extended using an extra global variable meta state. This variable is usedto store the current meta-state. The value of the new meta state variable depends on the globalhistory. Let us consider a particular global history and it modelisation using the particular tracet. The sequence of visible actions that has been traversed is, according to section 6.1.6, ffx(t)for any particular value of x (x characterizes the particular session of interest). The value car-ried by meta state should thus be the state of the automaton reached upon input of sequenceffx(t). More practically, the meta state will be initialized with the initial state of the automaton(i.e. 1), and will change each time a visible action is �red (i.e. each time ffx(action) 6=?)and the state change is done according to the speci�ed automaton. Thus if the protocol spe-ci�cation described in section 5.3 is expressed using predicate r; the revised relation for theparticular property at hand will be r0 de�ned as r0((s;meta state); (l;m); (s0; meta state0)) =r(s; (l;m); s0) ^ ((ffx(s; (l;m); s0) =? ^ meta state = meta state0) _ 9i; j:(ffx(s; (l;m); s0) =lij ^ lij 6=? ^ meta state = i ^ meta state0 = j)): Within this framework, the property spe-ci�ed using the particular automaton and �ltering function, amounts to verify the very simpleinvariant: meta state 6= n + 1. This invariant needs typically to be reinforced into a strongerinvariant in order to be proved inductively. For this we use the n temporary invariants proposedas a result of the previously mentioned user interaction. The new reinforced global invariantinv is de�ned on S �Nat � C where S �Nat is the new global state and C is the domain ofpotential values for the parameter x of ffx. It is de�ned as inv(s;meta state; x) = meta state 21::n ^ invmeta state(s; x). In other words 8x:inv(s; 1; x) should be true for the initial values of sand 8s; s0; x;ms;ms0:inv(s;ms; x)^ r0((s;ms); (l;m); (s0; ms0)) ) inv(s;ms; x) should be satis-�ed. In fact this latter proof obligation can be transformed into the two following more intuitiveproof obligations that are here implicitly universally quanti�ed over their free variables:8(1) r(s; (l;m); s0) ^ ffx(s; (l;m); s0) =? ^ invi(s; x)^ i 2 1::n) invi(s0; x)(2) r(s; (l;m); s0) ^ ffx(s; (l;m); s0) = lij ^ invi(s; x)^ i 2 1::n) j 6= n+ 1 ^ invj(s0; x)The �rst one speci�es that if no visible action is �red then the temporary invariant is preserved.The second one speci�es that if a visible action is �red then it is an expected one (i.e. the transition6The transformation into a deterministic automaton adds exactly one more state, in all cases but the trivialone situation in which the automaton is already determistic and the property is trivially satis�ed: L = �� where� is the alphabet of labels.7It is assumed in this document, for the sake of concisness in mathematical formulations that, all functions andindexed notations are extended to be de�ned on all possible values, i.e. are total: lij is for example de�ned for allindices and return a particular and non conicting value, let us say undef , for all non relevant indices.8This transformation can be automatized and formalized once for all using a higher order prover like Coq.15
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is conform to the initial automaton) and the next temporary invariant is satis�ed. In fact if wedecide that by convention that invn+1(s; x) is de�ned as false, then j 6= n+1^ invj(s0; x) in thesecond proof obligation can even be simpli�ed into invj(s0; x). The two proofs obligations can bedischarged using the techniques described in the previous section. The only speci�city is due tothe use of parametrized invariants and is illustrated below using a very simple example. Considerthe following protocol with only one principal and only one action that stores in its only localvariable done the set of all messages received so far, and accepts a new incoming message msgonly if it is not already in set done: msg =2 done. We can easily express that the same messageis never accepted twice: we just need to use a as the regular expression and a �ltering functionffx such that ffx(s; (l;m); s0) = ? if x 6= m and ffx(s; (l;m); s0) = a if x = m. The originalautomaton is a very simple two state automaton (i.e. n = 2). Before the particular messageof interest x is �rst received we are in meta-state 1. The meta-state becomes 2 the �rst timea message msg whose value is x is received. We thus propose inv1((done; si); x) = true9 andinv2((done; si); x) = x 2 done. The �rst proof obligation will basically turn out proving after afew trivial steps that 8x; done;msg:x 2 done ^ x 6= msg ) x 2 (done [ fmsgg). The secondproof obligation will turn out proving that 8x; done;msg:x = msg ) x 2 done [ fmsgg and8x; done;msg:x 2 done ^ x = msg ^ :(msg =2 done) ) false. The �rst part corresponds toi = 1 and j = 2, whereas the second one corresponds to i = 2 and j = 3.Let us now consider the revisited merchant property of the previous section under the �rst setof hypotheses. Meta-state 1 will refer to the state before �ring of the �rst expected visible action(i.e. PReqM ), meta-state 2 to the state after �ring of the �rst visible action and before �ring ofthe second (i.e. PReqG), meta-state 3 to the state after �ring of the second and last expectedvisible action; meta-state 4 will stand for the absorbing state which is reached whenever a scenariodoes not conform to the security property. Now we propose the following local invariants:inv1(s; (c; lc; lm; amt; hod; hpd)) = :(((c;M; (lc; lm); amt; hod; hpd))K�1m known in siinv2(s; (c; lc; lm; amt; hod; hpd)) = lm 2 s:mcht:used idsinv3(s; (c; lc; lm; amt; hod; hpd)) = lm 2 s:mcht:used ids ^ (c;M; (lc; lm))2 s:gtw:auth idswhereM and K�1m are constants (i.e. for the selected merchant), where used ids is the local statevariable used by the merchant to store the set of already used local identi�ers (so as to avoid thereuse of a same local id more then once) and where auth ids is the local state variable used bythe gateway to store the set of already requested authorizations.Intuitively, the �rst invariant corresponds to the situation where the �rst visible actionAuthReqM (i.e. this action is characterized by (c; lid c; lid m; amt; hod; hpd)) has not been �red.Thus the corresponding message has not been generated and the intruder cannot compose themessage by himself: :(((c;M; (lc; lm); amt; hod; hpd))Km�1known in si. The proof obligationsfor the preservation of this invariant can be discharged quite easily using the technique illustratedin section 7.1 for the proof of con�dentiality. In doing so con�dentiality properties need typicallyto be used as lemmas. Invariant inv1 is also useful for proving that the visible action AuthReqGcannot be �red in the �rst place. The second invariant corresponds to the situation where the�rst visible action has been �red. This property is useful when proving that the visible actionAuthReqM cannot be �red a second time. The third invariant is similar and guarantees also thatAuthReqG cannot be �red a second time.9inv1((done; si); x) = x =2 done would be a possible alternative provided that done is always initialized to ;:16
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The proof of properties involving more visible actions or more trustable principals is verysimilar. It may additionally involve the use of constraints on the position of a particular principalwith respect to its role: e.g. pre PInitReqm � s:mcht:at � pre AuthReqM where s:mcht:at isthe abstract program counter ofM as used in [4] and where pre PInitReqM , pre AuthReqM areparticular program points (i.e. labels) for the role of the merchant. This would be the case for theproof of the merchant property expressed in section 6. But the proof would be very similar. Wewould in particular use, in addition to the invariant properties used for the previous proof, thefact that before AuthRespG is �red the intruder does not know (in other words cannot compose)the signed AuthResp message that M is expecting. Thus, if we had not included the merchantidenti�er M as part of the Transaction data, then the merchant property veri�cation wouldpoint out the following problematic scenario: a corrupted merchant M 0 intercepts the AuthReqmessage sent by M and replaces (Transaction)Km�1 by (Transaction)Km0�1 and then sendsthe authorization request under his own identity. The payment gateways sends the authorizationresponse back toM 0 andM 0 forwards it toM as if G had been accepting the transaction betweenC and M . In this situation M 0 wrongly believes that he has received an authorization from Gand that he can deliver the object of the transaction to C who can contest the deal and claimthat he did in fact perform the transaction with M 0. For this scenario t there exists x such thatffx(t) = AuthReqMAuthResM =2 L (i.e. the actions performed by G are abstracted away as theyinvolve an incorrect value for st0:gtw:merchant). The problem is pointed out because non visibleaction AuthResG violates the invariant, namely the part that says that the signed response fromG cannot be known by the intruder.The technique has shown to scale up very well. Furthermore, in practise the number of visibleactions used for a particular expressions is limited: the number of di�erent actions speci�ed inthe protocol (e.g. 12 for the protocol of section 4) is in practise a upper limit as properties canbe expressed by focussing on one particular session at a time.8 ConclusionWe have presented a new approach to the formal veri�cation of electronic commerce protocolswhich extends the approach proposed originally in [4] for authentication protocols. The proposedapproach has �rst been applied successfully on the C-SET protocol, and is currently being ap-plied on the SET protocol, with complete formal proofs using Coq [7, 3]. The generality of theapproach has been further validated by expressing security properties for other electronic com-merce protocols (such as [2, 9, 14]). The main extensions are relative to the expression of securityproperties, and involves two new steps: (1) the use of a �nite automaton and of a �ltering functionto describe each property, and (2) the veri�cation under various weaker trustability hypotheses.The veri�cation process was also revisited as a result of these extensions.The proposed way of expressing properties amounts to consider the global behaviors of thesystem after some appropriate �ltering of global behaviors and to express the constraint usinga �nite automaton. In practise it was found both intuitive and powerful. The combination of a�ltering function and of an automaton can indeed be seen as the speci�cation of a (symbolic) testperformed by the global observer, and this fact was indeed exploited in discussions with protocoldesigners.The approach has shown to scale up quite well in the case of large protocols such as C-SETor SET. The simplicity of proofs has been found to be a very important element to achieve useful17



DRAFT

interaction between designers of the protocol and formal method experts10. Formal proofs canindeed be presented in an informal way by explaining for each automaton meta-state, why un-expected visible actions cannot be �red, and why the invariant is preserved by all other visibleas well as non visible actions. The informal explanations are based on intruder knowledge asillustrated for con�dentiality properties in section 7.1. Informal explanations can furthermore beused in optional informal reviews which can prove useful in demonstrating pertinence of formalveri�cation to security experts. In the case of C-SET whose formal veri�cation has been com-pleted, the formal veri�cation has allowed to identify signi�cant improvements to the protocol interms of security. The veri�cation activity happens to reuse much from one veri�cation to theother and from on protocol to the other. As a result many variants of a given protocol or sets ofhypotheses can be analyzed with few additional e�ort.9 AppendixA1 c known in s ^ c0 known in s) (c; c0) known in sA2 (c; c0) known in s) c known in s ^ c0 known in sA3 c known in s ^ k known in s) ck known in sA4 ck known in s ^ k�1 known in s) c known in sA5 s0 known in s ^ s00 known in s) (s0 [ s00) known in sA6 (s0 [ s00) known in s) s0 known in s ^ s00 known in sA7 s known in sA8 ; known in sB1 (c; c0) comp of s) c comp of s ^ c0 comp of sB2 ck comp of s ^ k�1 comp of s) c comp of sB3 s0 comp of s ^ s00 comp of s) (s0 [ s00) comp of sB4 (s0 [ s00) comp of s) s0 comp of s ^ s00 comp of sB5 s comp of sB6 ; comp of sC1 :(c comp of s) ^ :(k�1 comp of s) ^ c 6= c0k ) :(c comp of s [ c0k)C2 :(c comp of s [ c0) ^ c 6= c0k ) :(c comp of s [ c0k)C3 :(c comp of s) ^ c 6= d) :(c comp of s [ d)C4 :(c comp of s [ c1 [ c2) ^ c 6= (c1; c2)) :(c comp of s [ (c1; c2))C5 :(c comp of ;)10This has been experimented in the case of C-SET. 18
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