
Color Image Segmentation Based on HomogramThresholding and Region MergingH. D. Cheng, X. H. Jiang and Jingli WangDept. of Computer ScienceUtah State UniversityLogan, UT 84322-4205AbstractIn this paper, a color image segmentation approach based on homogram thresholdingand region merging is presented. The homogram considers both the occurrence of thegray levels and the neighboring homogeneity value among pixels. Therefore, it employsboth the local and global information. Fuzzy entropy is utilized as a tool to performhomogram analysis for �nding all major homogeneous regions at the �rst stage. Thenregion merging process is carried out based on color similarity among these regions toavoid oversegmentation. The proposed homogram-based approach (HOB) is comparedwith the histogram-based approach (HIB). The experimental results demonstrate thatthe HOB can �nd homogeneous regions more e�ectively than HIB does, and can solvethe problem of discriminating shading in color images to some extent.KeywordsHomogeneity, Color image segmentation, Fuzzy logic, Region merge, Color space, Thresh-olding.
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1 INTRODUCTIONImage segmentation is the �rst step in image analysis and pattern recognition. It is acritical and essential component of an image analysis and/or pattern recognition system,and is one of the most di�cult tasks in image processing, which determines the qualityof the �nal result of analysis.Color image segmentation attracts more and more attention. It has long been rec-ognized that the human eye can discern thousands of color shades and intensities butonly two-dozen shades of gray. The situation often occurs when the objects cannotbe extracted using gray scale information but can be extracted using color information.Compared to gray scale, color provides additional information to intensity. People realizethat color is useful or even necessary for pattern recognition and computer vision. Alsothe acquisition and processing hardware for color image become more and more availablefor dealing with the problem of computation complexity caused by the high-dimensionalcolor space. Hence, color image processing becomes increasingly prevalent nowadays.In most of the existing color image segmentation approaches, the de�nition of a regionis based on similar color. Monochrome image segmentation techniques can be extended tocolor image, such as histogram thresholding, clustering, region growing, edge detection,fuzzy logic and neural networks, by using RGB or their transformations (linear/non-linear) as shown in Fig. 1 [1].Monochrome segmentation methods can be directly applied to each component of acolor space, then the results can be combined in some way to obtain the �nal segmentationresults [2]. Generally speaking, monochrome image segmentation approaches are basedon either discontinuity and/or homogeneity of gray level values in a region. The approachbased on discontinuity tends to partition an image by detecting isolated points, lines andedges based on abrupt changes in gray levels. The approaches based on homogeneityinclude thresholding, clustering, region growing, and region splitting and merging, etc.2



A combination of these approaches is often utilized for color image segmentation [3 - 14].There are several survey papers on monochrome image segmentation [15 - 20], whichcover major image segmentation techniques available.Each color representation has its advantages and disadvantages. There is still no colorrepresentation that can dominate the others for all kinds of color images yet. Nonlinearcolor transformations such as HSI and normalized color space have essential singularitieswhich are non-removable, and there are spurious modes in the distribution of valuesresulting from the nonlinear transformations. The major problem of linear color spacesis the high correlation of the three components, which makes the three componentsdependent upon each other and associate strongly with intensity. Hence, linear spacesare very di�cult to discriminate highlights, shadows and shading in color images. UsingHSI can solve this problem to some extent except that hue is unstable at low saturation[21].In this paper, a color image segmentation approach based on homogram thresholdingand region merging in a color space is presented. The concept of the homogram wasdiscussed in [22], which is used to express the information of homogeneous propertiesamong pixels in an image. First, we use homogram analysis to �nd all major homogeneousregions. Then, the region merging process is carried out based on color similarity amongthese regions to solve the problem of oversegmentation.In the subsequent sections, we describes the proposed method in Section 2. Theexperimental results and discussions are in Section 3. Finally, conclusions are presentedin Section 4.2 PROPOSED METHODHistogram thresholding is one of the widely used techniques for monochrome image seg-mentation [24], but it is based on only gray level and does not take into account the3



spatial information of pixels with respect to each other. [22] proposed a fuzzy homo-geneity approach to overcome this drawback. The concept of homogram was de�ned toexpress the information of homogeneous properties among pixels in an image. In thispaper, we employ the concept of the homogram to extract homogeneous regions in a colorimage. The proposed method is divided into two stages. At the �rst stage, fuzzy homo-geneity approach is applied to three color components to �nd thresholds for each colorcomponent, then the segmentation results for the three color components are combinedto partition the color space into several clusters. Some of these clusters may only containtoo few pixels and should not be considered as proper clusters. Also there might be someclusters that are very close to each other, and they should be merged. This problem willbe solved at the second stage using the region merging approach.2.1 Homogram Thresholding Approach2.1.1 HomogramA general concept of the homogram is given in [22]. First, fuzzy homogeneity vector,which sums the degree of homogeneity occurring between the pixel with gray level t andits neighbors with di�erent angle � and neighboring distance d, is de�ned ash(t; �; d) = fX �z(jt� rj) j t = g(i; j); r = g(k; l);t; r 2 G; 1�i�M; 1�j�N; [(i; j); (k; l)]2(X�Y ) (1)�(X�Y ) j j(i; j)� (k; l)j = d along the � directiongwhere � 2 f0�; 45�; 90�; 135�; 180�; 225�; 270�; 315�g, G is the set of gray levels, and �z()is a Z-function, de�ned as:�z(x) = Z(x; a; b; c) = 8>>>><>>>>: 1 0 � x � a1� 2�(x�ac�a )2 a � x � b2�(x�cc�a)2 b � x � c0 c � x � L (2)4



where L is the maximum gray level, a = 0, b = L2 and c = L. Z-function is used as thefuzzy membership function to denote the degree of homogeneity between two pixels withgray levels g(i; j) and g(k; l), respectively.Then, based on fuzzy homogeneity vector, The homogram of an M � N image isde�ned as:H(t; d) = 14 [ h(t; 0�; d)(M � 1)N + h(t; 45�; d)(M � 1)(N � 1) + h(t; 90�; d)M(N � 1) + h(t; 135�; d)(M � 1)(N � 1) ] (3)In our experiment d = 1, since we want to consider the homogeneity in small regions.[22] discussed how to �nd the optimal value of d.2.1.2 Homogram ThresholdingMode method is one of the widely used techniques for image segmentation [24]. It as-sumes that images are composed of regions with di�erent gray level ranges, the histogramof an image can be separated into a number of peaks (modes), each corresponds to a re-gion, and there exists a threshold at the valley between any two adjacent peaks. Once thehomogram of an image is obtained, the mode method can also be applied to it similarly.The homogram considers both the occurrence of the gray levels and the neighboring ho-mogeneity value among pixels, while histogram-based approaches (HIS) do not take intoaccount any local information. Therefore, homogram thresholding approaches tend to bemore e�ective in �nding homogeneous regions than histogram thresholding approaches.Fuzzy entropy considers the fuzziness of the images based on information theory andfuzzy logic and it is used as a criterion to �nd thresholds automatically. In [22], thehomogram is used to �nd fuzzy region width and thresholds for segmentation. Themodi�ed entropy function under fuzzy set is computed based on the fuzzy region width,Shannon's function and the homogram. 5



Let F = ff1; f2; :::; fLg be a set of fuzzy membership values which are obtained byfuzzifying all of the gray values in G using the standard S-function and a suitable fuzzyregion width; fi = �s(gi), where gi is a gray in G and �s is a membership functionrepresented as: �s = S(g; a; b; c) = 8>>>>>>>>>><>>>>>>>>>>: 0 0�g�a2�(g�ac�a )2 a�g�b1� 2�(g�cc�a )2 b�g�c1 c�x�L (4)The degree of fuzziness of image I was usually measured by the entropy under fuzzyset F [23]: E(F ) = 1MN ln 2 MXx=1 NXy=1 Sn(�s(g(x; y))) (5)where Sn(�) is the Shannon's entropy function. For simplicity, we use � to represent�s(g(x; y)) and Sn(�) can be written as:Sn(�) = �� ln � � (1 � �) ln(1 � �) (6)The fuzzy entropy E(F ) can also be expressed as:E(F ) = 1MN ln 2 LXg=1Sn(�s(g))f(g) (7)where f(g) denotes the number of occurrences of gray g. It was claimed that the methodcould sharpen an input histogram by removing the local variations and ambiguities [23].This premise is not valid for the images where the existent objects cannot be describedsuitably by the histograms alone; i.e., the spatial dependencies among the pixels have tobe considered. Hence, we use H(g) instead of f(g)=MN , and rede�ne the E(F ) as:E(F ) = 1ln 2 LXg=1Sn(�s(g))H(g) (8)6



where H(g) is a homogram denoting the degree of homogeneity of the gray level g. InEq. 5, E(F ) 2 [0; 1], indicates the degree of ambiguity of image I.In our experiment, a is the grey level value corresponding to the leftmost peak ofthe homogram and c is the grey level value corresponding to the rightmost peak of thehomogram. c� a is the width of fuzzy region and b = c+a2 .We apply the fuzzy homogeneity approach to three components of a color image.Then, the segmented results of three components are combined to get all possible clusters.Assume the range of gray levels of color component i (i = 1; 2; 3) is [Li0; Li1], Cirepresents the number of thresholds (including Li0 and Li1) for color component i, thenthe set of thresholds for color component i, TSi, isTSi = fTi;jjj = 1; 2; : : : ; Cig; i = 1; 2; 3 (9)where Ti;1 = Li0 and Ti;Ci = Li1, and Ti;2; Ti;3; : : : ; Ti;Ci�1 are the thresholds obtained bythe above approach.Then we can partition the color space into several clusters byCLUSTERmnl = f(x; y) j gI1(x; y) 2 [T1;m; T1;m+1]; gI2(x; y) 2 [T2;n; T2;n+1]and gI3(x; y) 2 [T3;l; T3;l+1]g (10)where 1 � m � C1, 1 � n � C2, 1 � l � C3, (x; y) is the pixel at row x andcolumn y of a color image, and gI1, gI2 and gI3 are the three color component images.Each cluster is represented by its average color value.2.1.3 Color SpacesColor is perceived by human as a combination of tristimuli R(red), G(green), and B(blue)which are usually called three primary colors. From RGB, we can calculate di�erentkinds of color representations (spaces) by using either linear or nonlinear transformations.Several color spaces, such as RGB, HSI, CIE L*u*v*, etc, are employed for color imagesegmentation, but none of them can dominate the others for all kinds of color images.7



Selecting the best color space is still one of the di�culties in color image segmentation[1, 25].RGB is the most commonly used model for television system and pictures acquiredby digital cameras. Video monitors display color images by modulating the intensity ofthe three primary colors (red, green, and blue) at each pixel of the image [26]. The majordisadvantage of RGB and their linear transformations for color scene segmentation andanalysis is the high correlation among the R, G, and B components [24, 27]. By highcorrelation, we mean that if the intensity changes, all the three components will changeaccordingly.The HSI (hue-saturation-intensity) system is another commonly used color space inimage processing, which is more intuitive to the human vision [28 - 31]. The HSI systemseparates color information of an image from its intensity information. Color informationis represented by hue and saturation values, while intensity, which describes the brightnessof an image, is determined by the amount of the light. HSI color space can be describedgeometrically as in Figure 2 [32]. It is a cylindrical solid. The value range of the hueis from 0o to 360o, the saturation is a radial distance from the cylinder center, and theintensity is the height in the axis direction.The formulas for hue, saturation, and intensity are:Hue = arctan( p3(G�B)(R�G)+(R�B))Int = (R+G+B)3Sat = 1 � min(R;G;B)IntThe hue is unde�ned if the saturation is zero, and the saturation is unde�ned wheneverthe intensity is zero. One of the disadvantages of hue is that it has non-removablesingularities near the axis of the color cylinder, where a slight change of input R, G,and B values can cause a large jump in the transformed values. The singularities maycreate discontinuities in the representation of colors [33]. Hue value near its singularitiesis numerically unstable. That is why pixels having low saturation leave unassigned in8



many segmentation algorithms. In addition, if the intensity of the color lies close to whiteor black, hue and saturation slightly play a role in distinguishing colors.[34] showed that nonlinear color transformations such as HSI and normalized colorspace had essential singularities which were non-removable, and there were spuriousmodes in the distribution of values resulting from the nonlinear transformations. [34]suggested that linear spaces, such as YIQ, be used, rather than nonlinear spaces. Themajor problem of linear color spaces is the high correlation of the three components,which makes the three components dependent upon each other and associate stronglywith intensity. Hence, linear spaces are very di�cult to discriminate highlights, shadowsand shading in color images. Besides, if a linear color space is used, image segmentationhas to be performed in a 3D space, usually on one component a time, because it is di�-cult to combine the information inherent in these components. However, nonlinear colorspaces do not have such problems. In HSI space, hue can be used for segmentation whenthe saturation is not low, and certain types of highlights, shadows and shading can bediscounted [21].2.2 The Region Merging ApproachAt the �rst stage, �nding all major classes is essential to the �nal segmentation. There-fore, we have to select proper parameters for determining \peaks" of the homogram andfuzzy entropy of the image at the �rst stage. This might lead to oversegmentation, i.e.,homogeneous regions with narrow color transition might be split as separate regions, orvery small regions might be generated. Hence, the clusters achieved at the �rst stage arenot the �nal segmentation results. Some of these clusters may contain very few pixels andshould not be considered as proper clusters. Also there might be some clusters that arevery close to each other and they may need to be combined. We use the region mergingapproach to solve this problem. 9



2.2.1 The Region Merging CriterionOne problem with region merging is how to de�ne merging criteria. Incorporating speci�cknowledge of psychophysical perception is an ideal way, but this is not practical forapplication. Generally, region merging is based on both feature space and the spatialrelation between pixels simultaneously. In this paper, the de�nition of a region is basedon similar color. Hence, we only take into account color similarity when deciding if tworegions are to be merged.We select RGB as the color space to measure the distance between two clusters Cmand Cn: Dist(Cm; Cn) = max(jRm �Rnj; jGm �Gnj; jBm �Bnj) (11)where (Rm; Gm; Bm) and (Rn; Gn; Bn) are the average color values of cluster Cm andcluster Cn.2.2.2 Region Merging StrategyAnother problem with region merging is that the �nal segmentation is dependent on theorder in which regions are examined. The strategy in our method is: First, each clusterwhose number of pixels is less than a prede�ned threshold is merged into its closest clusteruntil no such clusters exist; then region merging is performed iteratively by combining thetwo closest regions each time until the distances of all the pairs of regions are greater thana speci�ed global threshold. The algorithm for the region merging process is describedas follows:Begin /* Region Merging Process *//* Merge those clusters with quite few pixels into their closest clusters */M := the number of all clusters;setOfInvalidCluster := all those clusters whose numbers of pixels are less than Ns;While setOfInvalidCluster is not EMPTY do f10



Find two clusters Cs and Ct satisfying:Dist(Cs, Ct) = min fDist(Ci, Cj) j 1 � i; j � M and at least one of Ci and Cjbelongs to setOfInvalidClusterg;Merge Cs and Ct into a new cluster Ck;M := M - 1;If the number of pixels of cluster Ck < N0Then Add cluster Ck to setOfInvalidClusterg /* Merge those closest pairs of clusters */Find two clustersCs and Ct satisfying: Dist(Cs, Ct) =min fDist(Ci, Cj) j 1 � i; j � Mg;While Dist(Cs, Ct) < Ds do fMerge Cs and Ct into a new cluster Ck;M := M - 1;Find two clustersCs and Ct satisfying: Dist(Cs, Ct) =min fDist(Ci, Cj) j 1 � i; j � Mg;gEnd /* Region Merging Process */Ns is the threshold for number of pixels in a cluster and Ds is the threshold for thedistance between two clusters. According to our experiments on more than 100 images,Ns = 10 and Ds = 20 are more appropriate.3 EXPERIMENT AND DISCUSSIONWe have done experiments on a variety of images to test the proposed approach. Weapplied the proposed approach to both RGB and HSI color spaces, and compared theresults with those obtained by using the histogram-based approach.11



3.1 Homogram vs. HistogramFigures 3 - 6 show the experimental results using RGB color space. Histogram-basedapproach (HIB) is similar to the homogram-based approach (HOB ) except the �rst oneuse histogram to segment the image. Table 1 and Table 2 list the results of Figs. 4-6using the HOB and HIB approaches with RGB representations, respectively.The original image, BUTTERFLY, is shown in Fig. 3(a). The entropies of its R, Gand B components by the HOB are shown in Fig. 3(b), Fig. 3(c) and Fig. 3(d), and theentropies of its R ,G and B components by the HIB are shown in Fig. 3(e), Fig. 3(f) andFig. 3(g), respectively. Fig. 3(h) and Fig. 3(i) are the resulting images by HOB , afterthe �rst stage and second stage, and Fig. 3(j) and Fig. 3(k) are the resulting images bythe HIB after the �rst stage and second stage, respectively. In Fig. 3(h), the wings ofthe buttery are clearly and homogeneously segmented, while in Fig. 3(j), some areason the upper left side and below the buttery are assigned the same color as the wings.The numbers of clusters generated by HOB and HIB are 74 and 72, respectively. Fig.3(i) is the result after merging operation on Fig. 3(h), and only 23 regions are left, butthe e�ect is still very good because main features are not a�ected.Figs. 4-6 are three more images selected to show the comparison between the twosegmentation approaches. In Fig. 4(h), the resulting image by the HOB, good e�ects areachieved, while in Fig. 4(j), the resulting image by the HIB, we can see that the bodyof the frog, the lower left corner of the image and the green triangle on the upper rightside are not properly segmented, The numbers of clusters generated by HOB and HIBare 40 and 33, respectively. Fig. 4(i) is the resulting image after merging operation onFig. 4(h) with fewer and much more homogeneous segments.Fig. 5(h) is much better than Fig. 5(j). In Fig. 5(j), the green beans, the yellowbeans and the background are incorrectly segmented, and many green beans are totallylost. We can also notice that Fig. 5(i), the result after merging of Fig. 5(h), still hasgood visual e�ect with only 14 clusters, while Fig. 5(h) has 30 clusters.12



Fig. 6(h), is much clearer than Fig. 6(j). The hair and skin of the girl and thebackground are not correctly segmented in Fig. 6(j), whereas they have no problemsin Fig. 6(h). The number of clusters is greatly reduced from 80 to 16 by the mergingprocess.Figures 7 - 10 show the results obtained using HSI color space, and the results ofsegmentation are listed in Tables 3 and 4 for HOB and HIB, respectively.In Fig. 7, the original image, RFLR, is shown in Fig. 7(a). The entropies of itsH, S and I components by the HOB are shown in Fig. 7(b), Fig. 7(c) and Fig. 7(d),and the entropies of its H, S and I components by the HIB are shown in Fig. 7(e), Fig.7(f) and Fig. 7(g), respectively. Fig. 7(h) and Fig. 7(i) are the resulting images by theHOB, after the �rst stage and second stage, and Fig. 7(j) and Fig. 7(k) are the resultingimages by the HIB, after the �rst stage and second stage, respectively. It is obvious thatFig. 7(h) is much more clearly and homogeneously segmented than Fig. 7(j). In Fig.7(j), the red parts and blue background are wrongly segmented. Fig. 7(i) is the resultafter merging of Fig. 7(h). Many isolated pixels and small clusters are merged into theirclosest clusters, so the number of clusters are reduced from 28 to 12. The image aftermerging has more homogeneous background and is more clear than that before merging.In Fig. 8, the hair and face of the girl are better extracted in the resulting imagesby the HOB (Fig. 8(c)) than that by the HIB (Fig. 8(e)). Fig. 9(c) is much closer tothe original image than Fig. 9(e). Many yellow areas in the original image are lost inthe resulting image by the HIB. Finally, in Fig. 10, we can easily see that the resultingimage by the HOB is much clearer and more homogeneous than that by the HIB . In Fig.10(b), the green stem, the violet ower and the yellow background are clearly extracted,and after merging, the resulting regions are more homogeneous than that before merging(see Fig. 10(c)), while in Fig. 10(d), all these regions are mixed up.As we can �gure out from the experimental results, the HOB works better thanthe HIB. The reason is that while the entropies are computed, the HOB considers both13



global and local information of an image, while HIB does not take into account the spatialdependencies among pixels.3.2 RGB vs. HSINon-removable singularity is one of hue's drawbacks that may create discontinuities andspurious modes in the representation of colors [33]. In an image with low saturation, huevalue near its singularity is numerically unstable, which makes homogeneity de�ned byEq. (1) unreliable. However, hue can be used to extract colors in a color image withhigh saturation, and may achieve better e�ects than RGB color space where the threecomponents are highly correlated. Here we select three images, GIRL (Fig. 8(a)), TREE(Fig. 9(a)) and VFLR (Fig. 10(a)) to illustrate such nature.The proposed method is applied to these images in both RGB and HSI spaces. Theresults of segmentation are listed in Table 3 and Table 5 for HSI and RGB, respectively.Fig. 11(b) is the resulting image by the HOB method using RGB color space. Thecolor of the skin and the lower part of the green clothes are not correctly extracted. InFig. 12(b), the orange color over the upper right part is not properly segmented, eventhough the number of clusters at �rst stage is 94. The number of clusters in Fig. 9(c)is only 53, but its e�ect is better than that in Fig. 12(a) because main features can beremained. Fig. 13 can also show the advantage of HSI over RGB. In Fig. 10(c), thegreen stem, the violet ower and the yellow background are clearly segmented, while inFig. 13(a), these colors are incorrectly segmented. Though these two approaches mayhave similar number of clusters, the results using the HOB with RGB color space areworse than using HSI due to the correlation among the color components.
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4 CONCLUSIONSWe have presented a color image segmentation approach based on homogram threshold-ing and region merging. The key point of this approach is that homogram analysis isused to extract all major homogeneous regions at the �rst stage and the region mergingprocess is performed iteratively based on color similarity among these regions to solvethe problem of oversegmentation. The experimental results show that the HOB tends tobe more e�ective to �nd homogeneous regions and to extract the homogeneous regionswith gradual shading in color images than HIB does.The proposed approach operates in RGB and HSI color spaces for comparison. Thenon-removable singularity of hue may create spurious modes in the distribution of valuesresulting from the nonlinear transformations, which makes the homogram of hue valueunreliable for segmentation. RGB color space does not have such a problem. But for acolor image with high saturation, segmentation using HSI can generate very good results,even better than that using RGB. The reason is that the three components R, G andB have high correlation which makes the three components depend on each other andassociate strongly with intensity.
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Table 1: Results of the HOB using RGB Color Space# of segments # of clustersName of Image R G B before merging after mergingBUTTERFLY 5 10 3 74 23FROG 3 4 5 40 18JELLY BEANS 3 6 3 30 14LIZI 8 8 4 84 16Table 2: Results of the HIB using RGB Color Space# of segments # of clustersName of Image R G B before merging after mergingBUTTERFLY 4 8 5 72 21FROG 3 3 5 33 12JELLY BEANS 3 4 3 22 9LIZI 5 6 4 40 14Table 3: Results of the HOB using HSI Color Space# of segments # of clustersName of Image H S I before merging after mergingRFLR 5 2 5 36 14GIRL 17 4 7 166 12TREE 3 4 6 53 22VFLR 3 4 4 33 1020



Table 4: Results of the HIB using HSI Color Space# of segments # of clustersName of Image H S I before merging after mergingRFLR 5 2 4 28 12GIRL 16 6 5 131 11TREE 3 4 4 33 13VFLR 3 3 3 22 9Table 5: Results of the HOB using RGB Color Space# of segments # of clustersName of Image R G B before merging after mergingGIRL 8 6 6 53 11TREE 3 4 17 94 25VFLR 3 3 2 14 7
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ColorSegmentationApproaches MonochromeSegmentationApproachesHistogram Thresholding;Feature Space Clustering;Region Based Approaches;Edge Detection Approaches;Fuzzy Approaches;NeuralNetworks;Physics BasedApproaches;Combinations of above: 9>>>>>>>>>>>>>=>>>>>>>>>>>>>;
Color Spaces8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>: RGB;YIQ;YUV;I1I2I3;HSI;Nrgb;CIE L�u�v�;CIE L�a�b�;Hybrid color space:Figure 1. Commonly used color image segmentation approaches [1]

Figure 2: HSI color space [32]22
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(h) (i)
(j) (k)Figure 3: (a) The original image BUTTERFLY. (b) R's entropy by HOB. (c) G's entropyby HOB. (d) B's entropy by HOB. (e) R's entropy by HIB. (f) G's entropy by HIB. (g)B's entropy by HIB. (h) Result after the �rst stage of the HOB (i) Final result of theHOB. (j) Result after the �rst stage of HIB. (k) Final result of the HIB.
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(h) (i)
(j) (k)Figure 4: (a) The original image FROG. (b) R's entropy by HOB. (c) G's entropy byHOB. (d) B's entropy by HOB. (e) R's entropy by HIB. (f) G's entropy by HIB. (g) B'sentropy by HIB. (h) Result after the �rst stage of the HOB (i) Final result of the HOB.(j) Result after the �rst stage of HIB. (k) Final result of the HIB.
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(h) (i)
(j) (k)Figure 5: (a) The original image JELLYBEANS. (b) R's entropy by HOB. (c) G's entropyby HOB. (d) B's entropy by HOB. (e) R's entropy by HIB. (f) G's entropy by HIB. (g)B's entropy by HIB. (h) Result after the �rst stage of the HOB (i) Final result of theHOB. (j) Result after the �rst stage of HIB. (k) Final result of the HIB.
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(h) (i)
(j) (k)Figure 6: (a) The original image LIZI. (b) R's entropy by HOB. (c) G's entropy by HOB.(d) B's entropy by HOB. (e) R's entropy by HIB. (f) G's entropy by HIB. (g) B's entropyby HIB. (h) Result after the �rst stage of the HOB (i) Final result of the HOB. (j) Resultafter the �rst stage of HIB. (k) Final result of the HIB.
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(h) (i)
(j) (k)Figure 7: (a) The original image RFLR. (b) H's entropy by HOB. (c) S's entropy byHOB. (d) I's entropy by HOB. (e) H's entropy by HIB. (f) S's entropy by HIB. (g) I'sentropy by HIB. (h) Result after the �rst stage of the HOB (i) Final result of the HOB.(j) Result after the �rst stage of HIB. (k) Final result of the HIB.
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