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Abstract—The aim of this work is to evaluate the scala- overhead bound analysis gives us the ability to check the
bility of methods applied to interconnect ad hoc networks to scalability of the discovery mechanisms and compare their
the Internet. We describe some of the solutions proposed for gaqree of scalability. We investigate absolute and weak relative

Internet connectivity in ad hoc networks. We define scalability lability fact f the di hani ith ¢
space, absolute, relative and weak relative scalability terms. The scalability Tactors of the discovery mechanisms with respec

scalability comparison of these mechanisms is presented by meansto (W.r.t) different parameters in Section IV. The results show
of analytical modelling with respect to different parameters such that the performance of the gateway discovery mechanisms
as number of mobile nodes, rate of link changes and rate of traffic varies in different scenarios. Therefore we propose an adaptive
sessions per each mobile node. To optimise the total amount Ofgateway discovery algorithm by optimising the frequency of
overhead generated by the discovery protocols, we propose a~ . dical adverti t d th fi f IGWs i
feedback control algorithm to adapt period and transmission perio 'C"f‘ adver |_semen S an e.proac |ye zone o " Sin
range of gateway advertisements. the hybrid IGW discovery protocol in Section V. Conclusions

are presented in Section VI.

INTRODUCTION

The main appeal of a mobile ad hoc network is its peer- I
to-peer communication capability in a dynamic environment
without any form of infrastructure support. However, the . . . .
recent widespread success of IEEE 802.11 WLAN technolo é?;g')sl z?/g?r?gégzgglgzggt:izf rg?]jl rzilzted works in ad hoc
in the consumer, enterprise and service provider markets _ y ysIS.
demonstrates that Internet connectivity remains the primary©Our main work references [3] and [4] model a number

application driver and so infrastructure support remains a k8j ad hoc routing protocols. In [3], a novel framework is
part of most wireless mobile networks. presented for the study of scalability in ad hoc networks. Using

In a multihop radio access network (MRAN), some inthis frameyvork, thg_first asymp.totic analysis is provided w.r.t
frastructure nodes, called internet gateways (IGWs), off8twork size, mobility and traffic for each fundamental class
internet connection to mobile nodes (MNs) reside in an ad hg@d hoc routing algorithms. Beside this paper, a report from
network. We address the problem where the nodes in an ad HYRIA also covers analytical model of proactive and reactive
network have to discover at least one of these IGWs: ad hoc routing protocols [5].

Reactive discovery mechanismsA MN broadcasts a mes- Most of the works on the overhead analysis focus on ad hoc
sage throughout the ad hoc network, soliciting for a connecti®gtworks stand alone. The only publication in hand related
to the Internet. An IGW receiving this message will reply td0 theoretical analysis of ad hoc networks connected to the
the MN offering its IP prefix address [1]. Internet is discussed in [6]. It is presented that in a wireless

Proactive discovery mechanismsAll IGWs periodically network, a relatively sparse fixed infrastructure is well suited
broadcast their IP prefix address throughout the ad hoc négt very populated regions, whereas pure ad hoc networking
work. When the MN is connected to an IGW and receives &&n be used for areas with a relatively low density of nodes.
advertisement that offers a better path (e.g. with lower numbdgwever, if in some regions the density is sub-critical, only
of hops), it will optimise the existing path [1]. cellular network can offer an acceptable connectivity.

Hybrid discovery mechanisms All IGWs periodically As many research papers present the scalability of a mecha-
broadcast their IP prefix address within a proactive zone. fism w.r.t a given parameter in a particular environment [7], it
MN out of one of the proactive zones should solicit for & necessary to say that a discovery mechanism is scalable w.r.t
connection [2]. a triple (environment, parameter, metric) space. “Independent

The aim of this work is to present a scalability evaluatioparameters” are parameters that can be freely varied, such
of methods to interconnect ad hoc networks to the Internes number of MNSs, traffic load and mobility rate. “Primary
Section | gives an overview of related works to measuraetrics” are performance quantities that are observed in the
ad hoc protocol overhead bounds and define scalability spastwork, such as throughput and delay in the network. Fi-
term. Modelling assumptions necessary for overhead analysaly, “environmental parameters” are parameters that define
are described and derived in Section Il. Section Ill of thithe operational conditions of the network, such as: network
paper presents the analysis of the total overhead generatedtgracteristics, node characteristics, traffic pattern, routing,
running each of the Internet connectivity mechanisms. Th&AC, PHY layer being used.

. RELATED WORKS



II. MODELLING PRELIMINARIES a4

This section presents the model assumptions and definition
of notations employed in our analysis. The total amount of
overhead generated in the ad hoc networks is a combination
of protocol dependent and protocol independent overhead. Pro-
tocol dependent overhead depends on the protocol parameter
settings, such as period between routing updates in a proactive
routing protocol. However a protocol independent overhead is
due to topology configurations of the ad hoc network, such as
the topology size and positioning of the MNs in the network.

The amount of overhead generated by the protocol depen-
dent section depends on several independent parameters that
models network, traffic and protocol features, as described
below:

Network model parametemre number of MNs«) in the
ad hoc network, number of IGWsn), average path length in
hops ), maximum expected path length,{..), the average
rate of link changesu as a result of mobility, power failure,...
for each active node area covered by, nodes @), network
average densityo() and neighbouring degree)((the degree
is the number of neighbours of a node).

Traffic model parameterare the average rate of new ses-
sions generated by each nodg @and the average traffic rate
for each node(). It is also important to know the number
of active sessions per node (s), which depends on the session
duration and the traffic distribution, to calculate the expected

number of nodes engaged with already started sessions.

Protocol dependent parametesse the average signalling

packet size lzkreg, lrrEP, (RERR, IP) In bits, the rate of
periodical IGW advertisement (IGW-ADV) message$, @nd

the number of hops the signalling packets are forwardgd (
i.e. TTL of the packets. The model assumptions and definitions
employed in our analysis are as follows:

a.l

a.2

a.3

We assume that as the network size increases, the
average neighbouring degrek remains constant [3].
Imposing a fixed neighbouring degree in a network is de-@.5
sirable, because allowing the density to increase without
bound jeopardizes the achievable network throughput.
This is as a result of applying a power control mecha-
nism that reduces the transmission range of each node.
On the absence of a power control mechanism, the
number of neighbours to maintain connectivity in an
ad hoc network is proved to b@(logn) in [8].

Let A be the area covered hy nodes of the network,
ano = % be the network average density. Then, the
expected average number of nodes inside an arga

is approximatelyoc A; [3]. For example, it is expected
that half the area covered by the network contains
approximately one half of the nodes in the network.

The number of nodes that are at distancekadr less
hops away from a source nodgincreases as [3]:

i, = O(dk?) )

Therefore number of hops within distankéops of the
node that broadcast a message can be modelled. by

1An active node is either a source, intermediate or destination of an ongoing
2See [9] for a tighter bound analysis of path length in ad hoc networks.

traffic

One important factor in our analysis is the source to
destination node distribution. In the presented analysis,
all source nodes send packets to IGWSs. Therefore,
the destination nodes are not equally probable. This
feature makes the analysis of IGW discovery different
from ad hoc routing protocols. In the reactive discovery
approach, discovery of at least one of the IGWs

is desired. However in a reactive routing protocol, all
the n nodes in the network can be the destination
nodes. In proactive discovery approach, omlynumber

of IGWs broadcast their advertisements through the
network, while in a proactive routing protocol, all nodes
broadcasts their information periodically.

To find an IGW reachability condition for nodes in an
ad hoc network, we define a “reachability zone” for each
IGW. A reachability zone is the area within which source
MNs can connect to the Internet through an IGW. The
concept of reachability does not necessarily show the
connectivity. Once a node is connected, it is reachable,
but when it is reachable it is not necessarily connected
as there may not be any on going session, due to policy,
security or QoS requirements.

Assumel GW{ be a set of IGWs that can be discovered
by nodeS, considering that each IGW covers an average
ny nodes (assumption a.3) and that each node is covered
directly or in a multihop manner by at least one IGW.
This yields that adding up the number of nodes covered
by all IGWSs results in a number greater than

(Z IGWHn, >n

Therefore to maintain the reachability:

)

m=0(-")
The path length (in hops) among nodds) n a con-
nected subset dfn) nodes both increase &%(,/n)°.
Assuming that IGWs are all located in the centre of
topology and each IGW can be reached by=
nodes. Thus average path length can be defined as
L=06(/1).

The question is how many hops connects a source node
S within the reachability zone of an IGW in worse
case Lqz)- In the proactive discovery approach, IGW-
ADV messages broadcast fo nodes withTTL = 7.
Therefore the maximum number of hopg#) is the
total number of hops that may forward a packet to
reach to an IGW. In the reactive approach we con-
sider expanding ring search mechanism with TTL set
to k;, € {ki,k2, .., EThreshoid, 7). AS we do not
consider either the intermediate nodes’ reply on behalf
of IGWSs, or the local route repair mechanism, the
maximum path length is bounded ig. For the hybrid
discovery approach, the path length depends on the size
of the proactive and reactive zones. If we consider IGWs
broadcasts their IGW-ADV witd'T'L = k., for MNs



reside in the proactive zone, thdn,.q, = kpro. FOr If £ > L and equation 2 are fulfilled, IGWSs that receive
MNSs outside this zone, the path length depends on théire route request messages send a RREP message back to the
distance to the border nodes in the proactive zone asdurce nodeS that generates additional overhead in addition

Loz = kre + kpro Wherek,., < Vi — kpro- to the RREQ messages. However these messages will unicast
To summerise: to the source MNs. Assuming that the IGWs receives all the
route request messages, the total amount of RREP overhead
Vi Proactive is equal toLadmlrrrp (Wherelgrrp is the average size

of reply packets to the route request in bits). RREP messages
unicast to the source nodes, considering that source nodes are
kre + Epro Hybrid at the farthest distance from a reachable IGW, the amount of
a.6 Average traffic injected per node depends on the rate @ferhead will be forwarded oveff,,,, = min(v/7, k;) hops
each session}, number of simultaneous active route§wherei = {ki,k, .., krnresnota, 2} is the expanding ring
per node §) and rate of new sessions initiated per nod@ze) that results i, iAmirrep bits of overhead. Thus,
(\). Thus the average traffic injected per node is;  total amount of IGW discovery proces§'gp) is:

Lmaw = {kla k27 (X3} kThresh,old; ﬁ} Reactive (3)

A

T = %Zrisi (4) CRD = @(ﬁ/\(nkiZRREQ —l—min(\/ﬁ, k‘i)mZRREp)) (5)
= wheren\ is the number of new sessions, aidis the ring
[1l. OVERHEAD DEFINITION AND ANALYSIS size that the RREQ message is reached by an IGW.
Measuring only the control packets generated by a discovery

mechanism does not provide enough information regarding the Ng, = Z O(dk;?),

total amount of overhead since there are other factors, such as ki€{k1,kas. kT hreshotd,P}

route sub-optimality that may become more relevant as traffic _

or network size increases. For example, the discovery mech- {k1} ki > f

anism that produces less control overhead may be forming ¢ = { {k1,k2} k1 <L <ky

longer paths than necessary. This may not be an issue at low {k1, ko o, kThresholds 7} KThreshola < L

traffic rate, but as the traffic rate increases the extra hops may
be comparable to, or even greater than, the control overheadf @ MN broadcasts a request message per second and only

There is an inherent trade-off between control overhead afge IGW receives it, there will be only one reply message per

sub-optimal routing cost. second sent back. However if more than one IGW receives the
The different sources of overhead that contribute to tfgoadcast message, the maximumnofreply messages will

total overhead may be grouped and expressed in termsP8fSent back per second. This results in maximuri. i

route discovery and maintenance, and sub-optimal routiHgicast messages forwarded viein(v/7, ;) hops.

overheads. The total overhead is a combination of all of them.2) Route maintenance overheadh mobile ad hoc net-

In this section, we present the analysis of overhead for reacti¥rks, paths are established not only due to new flows but also
proactive and hybrid discovery approaches. due to number of link failures in an already active path. The

link failures can result from relative mobility of active nodes,
A. Overhead in the reactive discovery mechanism channel degradation, or node power failure. Note that a link
' break is harmless when no route uses that link. The overhead

‘The reactive overhead of a protocol is the amount of banglanerated by re-establishing an existing path is almost the
width consumed to build paths from a source to a destinatiQQ ;o a5 establishing a new path with different rate in link

after a traffic flow to that destination has been generated nges «) of active sessions per node)(With the same

the source. The reactive overhead is a function of both traf['ggic for Cp, the bound for the route maintenance overhead

and topology changes. We describe all means of overheaddil 4t is generated as the result of active link breaks is:
the reactive discovery mechanism as follows:

1) Route discovery overheadirp presents the maximum
amount of s_ignalling overhead generated due to solicitationscr,,  — O (vsi(ng, lrreo +min(Va, k)mlrrep))  (6)
for discovering a route towards the Internet for each new ses-
sion per node per second)( Each RREQ message broadcast 3) Sub-optimal routing overheadThe reactive discovery
to the entire network withl"'T'L = k. Therefore route requestapproach maintains the same path to the same IGW as long
messages are retransmitted for all the nodes thatcarel as it is possible, regardless of the route optimality. Therefore,
hops away from the source nodes S. According to assumptighen the optimal path length betwegmand its serving IGW
a.3, number of hops within distance bhops of a nodes(.) is L, the length of an suboptimum path caniké > L). Since
increases on average @gd(k — 1)?)) = ©(dk?). an averagesn data packets are generated every second, the
If ¥ < L whereL is the distance between source node &dditional bandwidth required for transmission of all packets
and an IGW, the expanding ring search technique is appliesl(l — L)7sn (bps). For the case of no local route repair and
and this will be the only reason for overhead when the rout® routing cache capability in intermediate nodes, maximum
request messages do not reach to any IGWSs. number of sub-optimal hops isin(v/%, k;) — 1. Hence,



1) Hybrid discovery overhead in the proactive zorikthe
Crs = O(ATs min(\/ﬁ k:)) 7 MN resides in the proactive zone, then the total overhead will
’ be equal to the total overhead of the proactive approégh (
Thus, suboptimal routing overhead increases with sessfepnsidering TTL of the IGW-ADVs as,,, instead ofr.
duration and decreases with mobility that results in active link

. . . . pro __
changes. In our analysis, we do not consider optimisation of Ciip = CPp li=n,
a rediscovered path as a result of failure of an active route for oo — ¢
HS — YPS |ﬁ:nk,

simplicity. By adding up the three equations (5), (6) and (7),
the total amount of overhead”’g) in the reactive approachwheren; = @(dkgm).
can be achieved by: 2) Hybrid discovery overhead in the reactive zoriéthe
MN resides outside the proactive zone, the total overhead
®) will be aggregation of the overhead in the proactive and the
reactive zones. Therefore number of the MNs outside this
zone isf,;. = 1 — ny |k=,,,. Considering a uniform traffic
B. Overhead in the proactive discovery mechanism distribution, the probability that a source node resides in the
_ _ reactive zone iy = 1 — "’”"”%"P
The _proactlve overhead of a protoc_:ol is the amount of MNs broadcast a request message WithL = k.., where
bandV\_ndth consumed by_ t_he protocol in order to propaga,gge < Vi — k,vo. Therefore for the case of expanding ring
route information before it is needed. search, the maximum value to forward the RREQ message to

1) Discovery routing overheadThe overhead in the proac-pe reached by a MN in the proactive zone will Y& — &
tive approach depends on the number of IGW8g,(the hop Hence k" = (k1. ko, .,

ey e}
limit of the periodical advertisementg)( the period between ;
updates ;) and the size of the periodical messaghs).(

As the rate of IGW periodical updates increases

Cr=Cgrp+ Crym + Crs

pro-

Chp =Crp |k:khy

(p = %ps*l), the overhead flooding to the ad hoc fringe City = Crm \k:kfy
also increases. So on average periodical messages are cre _ o
generated at any given second. Each periodical message is Hs = CRs la=n,.

retransmitted at least once per each nodesfdimes. This  The total amount of the hybrid discovery approach is:
induces an overhead &f7 bits. Thus the periodical overhead

per second is: Cr=a(Crp+Cuyu+Crs)+(1—a)(Cyp + CHSgirzo)
When k,,, = 7 and thereforex = 0 the analysis is for a

Cpp = O(mplp) © proactive approach.

2) Sub-optimal routing overheadAlthough higher fre-
guency of IGW-ADVs increases the overheaddp, it op-
timises routes more frequently that consequently minimisesThe importance of being able to determine the scalability
the sub-optimal routing overhead. Length of suboptimal rouéé & method lies in the fact that different methods may
within % seconds depends on the applied mobility pattérn §cale differently. Performance bounds of overhead, derived in
presents an upper bound for this value). Therefore the sdgction lll, gives us the ability to check the scalability of the
optimal overhead is: discovery mechanisms and compare their degree of scalability.

IV. SCALABILITY ANALYSIS

nrip

) (10) A. Absolute scalability

A mechanism is termed absolutely scalable w.r.t a given

Thus the total amount of overhead's) in the proactive Scalability space, if the efficiency of the network does not van-
approach can be achieved: ish as the independent parameter tends to infinity. Efficiency of
a network is said to vanish as an independent parameter tends
to infinity if any of the primary metrics becomes arbitrarily
large. It should be noted that although in some cases the
efficiency does not vanish, it is possible that the primary
metrics are finite, but very large [7].

To evaluate whether or not a method is absolutely scalable,

The overhead in the hybrid discovery approach depenpiecise definition of the primary metric, e.g. overhead, is
on the location of the MN. MNs within the proactive zoneessential. The total amount of bandwidth consumption in a
receive IGW-ADV messages transmitted witl¥'L = k,,,. network is equal to a protocol dependent factor (total amount
MNs outside this zone should broadcast a RREQ messagkthe overhead consumed by running the IGW discovery ap-
The closed MN in the border of the proactive zone will replproach) plus an independent protocol factor (minimum traffic
back with its IGW information. load).

Cps = O(

Cp =Cpp +Cps (11)

C. Overhead in the hybrid discovery mechanism



The minimum traffic loadof a network is the minimum  Thus, for the class of network under study, according to
amount of bandwidth required to forward packets over thexjuation (14) a mechanism X is said to be absolutely scalable
optimal paths available, assuming all the nodes have instanr.t the number of nodes, mobility rate, traffic rate, new
taneous a priori full topology information of the networksession generation rate, rate of periodical updates and the
This definition is independent of the routing protocol appliethnge of advertisement transmission if and onlyJf < 0,
in the network; therefore it does not include the protocett < —1,pX < 0,p% < 1,p¥ < 1,p¥ < 1,
overhead [3]. pr < 1,pF < 1,andpf < 0 respectively.

In order to quantify scalability, we use the concept of By replacing equations (8), (9), (12) in equation (15),
minimum traffic load defined in [3] for the network scalabilityabsolute scalability results can be derived. A summary of
factor as follows: absolute scalability of all the discovery mechanisms are shown

in table 1. “+” and “-” show that the approach is absolutely

Up £ lim M (13) scalable and absolutely unscalable respectively.
P—oo logP As there is no periodical advertisement from IGWSs in re-
whereT,.(Py, P, ...) the minimum traffic load experiencedactive mechanism, it is absolutely scalable w.r.t the periodical
by a network under independent parametgsp, ... . update rate and number of IGWs. The proactive discovery is

To quantify a discovery mechanism’s scalability, the respegbsolutely scalable w.r.t the rate of new session generation,
tive scalability factor is defined based on the total overheatiration of traffic sessions and number of link failures. The

concept, as: hybrid approach is absolutely scalable w.r.t to the parameters
that both zones are absolutely scalable w.r.t them. Therefore
pX 2 lim log Ox (P) (14) all the discovery mechanisms are absolutely scalable w.r.t the

P—oo  log P rate of data traffic and the new session generation rate

wherepy is the respective IGW discovery scalability factor,
Cx is the total amount of overhead generated by the IGW. Relative scalability
discovery protocol and X is the IGW discovery aftis the
independent parameter.

A mechanisnC'x is absolutely scalable if and only if, when
P — o, the total amount of overhead generated to route a

mamtgm the traffic is less t.ha_m the number of bits a net\_/vo erator’s interest to verify the cost of each mechanism to
can simultaneously transmit in a second, i.e. the capacity

the network [3]. P ovide a service and how many services can be provided in

Thus. the rate of bandwidith tion i labl g each mechanism. The entire scalability vectors should be
us, the rate of bandwidih consumption in an scalablé n nsidered, but for simplicity we evaluate the total overhead

work caused by protocol depeno_lent overhead sh(_)uld incre%ﬁ?ﬂponent only. We aim to compare the scalability of the
slower than the rate of protocol independent section: discovery mechanisms w.r.t different independent parameters
in this part of the paper. A discovery mechanisiris more
scalable than discovery mechanishw.r.t P, if

p% shows the rate of overhead generated due to increase of
P and V¥ p shows the rate of increase in the capacity network Yp £ lim M —0
w.r.t the independent parameter P—oo f(f)

The network scalability factorl(») is a number that asymp-  where P is an independent parameter afith) and f(0)
totically relates the increase in network load to the differeghow the rate of growth of the measuring metric (i.e. overhead
network parameters. For the class of mobile ad hoc networisthis work) of the discovery mechanismasand 3 respec-
under assumptions in subsection Il, each notegenerates tively. If relative scalability factor,) is a positive constant,

r bits per seconds that must be retransmittetimes (hops). thena and 3 are equally scalable.

Thus, each node induces a loadrdf that after adding all the  However it may be possible that a parameter grows large
nodes results in &, (r,v,n) = X2, As we assumed neitherin an ad hoc network, but cannot grow arbitrarily large. For
caching nor route repair mechanisms, the model for minimuimstance, the traffic ratein the network cannot increase above
traffic load considering equations 3 and 4 will be simplifiethe capacity of the links or TTL of signalling messages can

Although a network using a method may not be abso-
lutely scalable [7] w.r.t particular independent parameters, one
method may be more scalable than another. Even when for a

tric both mechanisms are absolutely scalable, it is of the

py < VUp (15)

to: be set to a maximum value of. Setting this value to larger
N value thann will result to unnecessary overhead. Therefore,
i o . L .
T (r,v,7) = 727%81. (16) it might be |mp053|ble/|mpract|cgl for a parametgr to grow
m = larger than some valud3,,..... In this case, we consider only

. . an interval[B,,in, Bimaz|, WhereB,,;, is the minimum value
Thsrefore, achrdlng toiaquatlon (333“ = O’E’T = 1(,:1 of the parameter and,,,... is its maximum value.
Uy = 0¥ = LV = 1% =1% =0an As defined in [7], a methody is termed more weakly
U = — L scalablethan another metho@ w.r.t (E, P, M) triple, if the
3This is the reason for the logarithmical equations (13) and (14) to expreré'%te of grow.th of the metr'c measuring f(a), is slower than
the rate of the entities w.r.t a specific parameter that of metric measuring, f(3).



Therefore, by the fundamental law of calculus, the discovergduces its coverage range to the maximum number of hop
mechanisma: is more weakly scalabléhan the discovery count of the data it has received within the monitoring window
mechanismg w.r.t the metricM and the parameteP over duration.
the rang€B,,in, Bmaz|, if We also propose to optimise the frequency of IGW-ADVs

(p) to adapt the routing accuracy in this mechanism. The
i packet delivery ratio can increase by advertising more fre-
fa|Bya.) = F(@Bpin) < F(B1Bpas) = F(B |Bin) quently for a high traffic load. This on the hand can inject

Similarly, for the equality case, them and 3 are equally high amount of overhead once it is not required. Therefore we

scalablew.r.t the metric)/ and the parameteP over the Propose to adapt the frequency of IGW-ADVs according to the
range [Bumin, Bmaz)- In table | “Pro”, “Re”, “Hy” and “Eq” traffic load received by each IGW. As the cost of signalling

present that the proactive, the reactive, the hybrid approaéierhead is relative to successfully delivered data, for higher
or all approaches equally scalable respectively. data rates increasing the rate of IGW-ADVs do not affect the
overhead as much as in a light traffic scenario.

Absolute P s v | r | p| k| n |m For these purposes we apply a feedback controller algorithm
Reactive + - R - - in [10] to the hybrid IGW discovery mechanism. Traffic
Proactive + + + + - + - - . .
Hybrid + i . . i i . load and active node hop count are the input parameters for
Weak /Relatve| » | s | v [+ o | & | » [ m optimisation decision of frequency and TTL of the IGW-
Re vs. Pro Pro | Pro| Pro | Eq | Re | Pro | Pro | Eq ADVs.
Hy vs. Pro Pro | Pro | Pro | Eq | Eq | Pro | Pro | Eq
Hy vs. Re Hy | Hy | Hy | EQ | Re | Eq | Hy | Eq VI. CONCLUSIONS

TABLE |

In this paper, we have considered Internet connectivity
of ad hoc networks via internet gateways. We compared
proactive and reactive internet gateway discovery approaches

We discuss some of the results shown in table I. As t@galytically. We defined the scalability space and relative

number of IGWs increases the multihop routing changes §8alabi!ity terms. We mpdelled total overhead generated by_
single hop routing. Therefore the performance of all th ach Q|§covery mec_hamsm and analysed and compared their
discovery mechanisms improves. In the proactive discove?calalblllty degree. Finally, we propose to adapt the frgquency
mechanism, number of nodes sending unnecessary period (i' TTL of the gateway advertisements to adapt the discovery

advertisements increases. Whereas in reactive approach hanism according to the traffic load and distance of the

number of IGWs send back replies to every RREQ messa%':et've nodes to the gateways.

and causes high amount of overhead. The hybrid approach
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