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A b s t r a c t 

Exp lana t ion is an interact ive process, requir
ing a dialogue between advice-giver and advice-
seeker. Yet current expert systems cannot par
t ic ipate in a dialogue w i t h users. In par t icu lar 
these systems cannot c lar i fy misunderstood ex
planat ions, elaborate on previous explanat ions, 
or respond to fo l low-up questions in the con
tex t of the on-going dialogue. In th is paper, 
we describe a reactive approach to explana
t ion - one tha t can par t ic ipate in an on-going 
dialogue and employs feedback f rom the user 
to guide subsequent explanat ions. Our system 
plans explanat ions f r om a r ich set of explana
t ion strategies, recording the system's discourse 
goals, the plans used to achieve them, and any 
assumptions made whi le p lann ing a response. 
Th is record provides the dialogue context the 
system needs to respond appropr iate ly to the 
user's feedback. We i l lustrate our approach 
w i t h examples of d isambiguat ing a fo l low-up 
question and produc ing a c lar i fy ing elaborat ion 
in response to a misunderstood explanat ion. 

1 I n t r o d u c t i o n 

Explanat ion requires a dialogue. Users need to be able 
to ask fo l low-up questions if they do not understand an 
explanat ion or want fur ther e laborat ion. Answers to 
such questions must take in to account the dialogue con
text . Studies of advisory consultat ions between humans 
bear out th is observat ion, showing tha t explanat ion is 
an interact ive process between explainer and advice-
seeker [Pollack et a/., 1982]. S tudy ing student-teacher 
interact ions, we found tha t advice-seekers frequently did 
not fu l ly understand the inst ructor 's response. They 
frequent ly asked fo l low-up questions requesting clar i f i 
cat ion, e laborat ion, or re-explanat ion. In some cases, 
fo l low-up questions took the fo rm of a wel l -ar t icu lated 
query; in other cases, the fo l low-up was a vaguely art ic
ulated mumble or sentence f ragment. Often the instruc-
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tor d id not have much to go on , but s t i l l had to provide 
an appropr iate response. 

Unfor tunate ly , current expert systems cannot par t ic i 
pate in a dialogue w i t h users. In par t icu lar these systems 
cannot clari fy misunderstood explanat ions, elaborate on 
previous explanat ions, or respond to fo l low-up questions 
in the context of the on-going dialogue. In par t , the 
explanat ion components of current expert systems are 
l im i ted because they are qui te simple. However, even 
the more sophist icated generat ion techniques employed 
in computa t iona l l inguist ics are inadequate for respond
ing to fo l low-up questions. The prob lem is tha t both 
expert system explanat ion and natura l language gener
at ion systems view generat ing responses as a one-shot 
process. T h a t is, a system is assumed to have one op
po r tun i t y to produce a response tha t the user w i l l f ind 
satisfactory. 

Th is one-shot approach is clearly inconsistent w i th 
analyses of natura l ly occurr ing advisory dialogues. 
Moreover, if a system has only one oppor tun i t y to pro
duce a text tha t achieves the speaker's goals w i thou t 
over- or under- in forming, bor ing or confusing the listener 
then tha t system must have an enormous amount of de
tai led knowledge about the listener. Th is has led to a 
view tha t improvements in exp lanat ion w i l l come f rom 
improvements in the user model and considerable effort 
has been expended in representing a detailed model of 
the user - inc lud ing the user's goals, what the user knows 
about the domain , how in fo rmat ion should be presented 
to that user, and so fo r th [Appe l t , 1981, McCoy, 1985, 
Paris, 1988, Kass and F i n i n , 1989]. However, fo l lowing 
Sparck Jones [Sparck Jones, 1984], we question whether 
it w i l l be possible to bu i ld complete and correct user 
models. Further, by focusing on user models, researchers 
have ignored the r ich source of guidance tha t people use 
in producing explanat ions, namely feedback f rom the lis
tener [Ringle and Bruce, 1981]. By th row ing out the 
one-shot assumpt ion, we can make use of tha t guidance. 

Thus , a reactive approach to explanat ion is required -
one in which feedback f r om the user is an integral par t 
of the explanat ion process. A reactive explanat ion fa
c i l i ty should include the ab i l i t y to : 1) accept feedback 
f r om the listener, 2) recover if the listener indicates he 
is not satisfied w i t h the response, 3) answer fo l low-up 
questions tak ing in to account previous explanat ions, not 
as independent questions, 4) offer fur ther explanations 
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even if the user does not ask a wel l - formulated fo l low-up 
quest ion, and 5) use in fo rmat ion in a user model if it 
exists, bu t not require i t . 

2 L imi ta t ions of Current Systems 
There are three ma in reasons why current systems can
not par t ic ipate in a dialogue w i t h their users. F i rs t , to be 
able to clar i fy a misunderstood explanat ion or respond 
to a fo l low-up question in context , a speaker must under
stand the explanat ion he has produced. Unfor tunate ly , 
current expert systems produce explanat ions by f i l l ing 
in templates or using canned tex t and thus have l i t t le or 
no "unders tand ing" of their own explanat ions. They do 
not represent the goal of the exp lanat ion, what rhetor i 
cal purposes are served by ind iv idua l clauses in the text , 
or what assumptions about the listeners knowledge may 
have been made. 

Second, current systems always interpret questions in 
the same way. For example, when a user types "why?" 
in response to a quest ion, M Y C I N assumes that the user 
is asking what higher domain goal gave rise to the cur
rent one. Subsequent "whys" retrieve in format ion about 
s t i l l higher level domain goals tha t posted the ones jus t 
described. As we describe later, th is single interpreta
t ion fai ls to take in to account the dialogue context and 
can be unna tu ra l . 

The t h i r d prob lem w i t h current systems is that they 
typ ica l ly have only a single response strategy associated 
w i t h each question type. Mak ing oneself understood of
ten requires the ab i l i t y to present the same in format ion 
in mu l t i p le ways or to provide different in format ion to i l 
lustrate the same po in t . W i t h o u t mu l t ip le strategies for 
responding to a quest ion, a system cannot offer an al
ternat ive response even if it understands why a previous 
explanat ion was not satisfactory. 

We have bu i l t an explanat ion component for an expert 
system which addresses these problems. To provide the 
capabi l i t ies described above, we: 1) p lan responses such 
tha t the in tent iona l s t ructure of the responses is expl ici t 
and can be reasoned about , 2) keep track of conversa
t iona l context by remember ing not only what the user 
asks, bu t also the p lann ing process tha t led to an ex
p lana t ion , 3) taxonomize the types of ( fo l low-up) ques
t ions tha t are asked and understand their relat ionship to 
the current context , and 4) provide flexible explanat ion 
strategies w i t h many and varied plans for achieving a 
given discourse goal . 

3 System Descript ion 
Our exp lanat ion generat ion fac i l i ty is par t of the Ex
plainable Exper t Systems (EES) f ramework [Neches et 
a/., 1985]. When an expert system is bu i l t in EES, an 
extensive development history is created tha t records the 
domain goal s t ructure and design decisions behind the 
expert system. Th i s s t ructure is available for use by the 
exp lanat ion fac i l i ty . 

We have used EES to construct a pro to type expert sys
tem, the Program Enhancement Advisor ( P E A ) [Neches 
et a/., 1985], which we are using as a testbed for our work 
on exp lanat ion generat ion. PEA is an advice-giving sys

tem intended to aid users in improv ing their Common 
Lisp programs by recommending t ransformat ions that 
enhance the user's code.1 The user supplies P E A w i t h 
the program to be enhanced. P E A begins the dialogue 
w i th the user by asking what characteristics of the pro
gram he would l ike to improve. The user may choose to 
enhance any combinat ion of readabi l i ty, main ta inab i l i ty , 
and efficiency. P E A then recommends transformations 
tha t would enhance the program along the chosen d i 
mensions. Af ter each recommendat ion is made, the user 
is free to ask questions about the recommendat ion. 

An overview of the explanat ion generation faci l i ty 
(and its relat ion to the PEA expert system) is shown 
in Figure 1. The text planner is central to the explana
t ion faci l i ty. The planner uses a top-down hierarchical 
expansion p lanning mechansism. When a discourse goal 
is posted, the text planner searches its l ibrary of expla
nat ion strategies looking for strategies tha t can achieve 
i t . A strategy is selected and may in tu rn post sub-
goalc for the planner to refine. P lanning continues in 
this fashion un t i l the entire plan is refined in to pr im i t i ve 
operators, i.e., speech acts such as INFORM, RECOMMEND. 
As the system plans explanat ions, it keeps track of any 
assumptions it makes about what the user knows as well 
as al ternat ive strategies that could have been used to 
achieve the discourse goals. The result is a text plan 
for achieving the or iginal discourse goal. Th is text plan 
is recorded in the dialogue history and passed to the 
Penman text generation system [Mann and Matthiessen, 
1983] for t ranslat ion in to Engl ish. 

A discourse goal may be posted as a result of reasoning 
in the expert system or as a result of a query f rom the 
user. User queries must first be interpreted by the query 
analyzer. Even though we assume the user poses queries 
in a stylized nota t ion , 2 ambiguit ies may st i l l arise. An 
example of an ambiguous fol low-up question and the pro
cess we use to disambiguate it appears in Section 4 .1 . 

Input to the query analyzer may be a fo l low-up ques
t ion (e.g. " W h y ? " , " W h a t is a generalized-variable?"), 
an indicat ion that the user does not understand the 
system's response ( "Huh? " ) , or an indicat ion that the 
user understands and has no fol low-up question ( "Go 
Ahead" ) . The query analyzer interprets this feedback 
and either returns control to the expert system, or for
mulates the appropr iate discourse goal and passes it to 
the text planner to produce a response. 

If the user asks a fol low-up question or indicates that 
he does not understand the explanat ion, the system ex
amines the dialogue history. The in format ion contained 
there concerning the goal structure of the explanat ion, 
assumptions made dur ing its generation, and alterna
t ive strategies, is necessary in d isambiguat ing fol low-up 
questions, selecting perspective when describing or com-

1PEA recommends transformations that improve the 
"style" of the user's code. It does not attempt to understand 
the content of the user's program. 

2To avoid the myriad problems of parsing English-input, 
we require that the user's questions be posed in a stylized 
language. We have also provided a "mouse" interface that 
allows a user to point to parts of the system's explanations 
that he doesn't understand or has questions about. 

Moore and Swartout 1505 



par ing objects, and c lar i fy ing misunderstandings. 

4 Examples 
Consider the sample dialogue w i t h our system shown 
in Figure 2. Wh i le enhancing main ta inab i l i ty , the sys-
tem recommends tha t the user per form an act, namely 
replace s e t q w i t h s e t f . 3 The user, not immediate ly 
convinced tha t this replacement should be done, asks 
"why? " . The query analyzer interprets this question and 
posts the goal: (PERSUADE S H (GOAL H Even tua l l y (DONE 
H r e p l a c e - 1 ) ) ) where S is the speaker, H is the hearer, 
and rep lace -1 is the act of replacing se tq w i t h s e t f . Th is 
is a goal to persuade the user to per form r e p l a c e - 1 . Dis
course goals are represented in terms of the effects tha t 
the speaker intends his utterance to have on the hearer.4 

When a discourse goal is posted, the text planner 
searches for operators capable of sat isfying i t , i.e., all 
operators whose Effect matches the goal. Each plan op
erator also contains a Constraint l is t , which l im i ts the 
appl icabi l i ty of the operator; a Nucleus, which is a dis
course goal for the main topic to be expressed; and op
t ional ly , a l ist of Satellites which are discourse goals tha t 
express addi t iona l in fo rmat ion needed to achieve the Ef
fect of the operator. 

One of the plan operators tha t matches the current 
goal is shown in Figure 3.5 In formal ly , this plan op-

In many instances PEA is capable of performing the 
transformation. In such cases, while the actual replacement 
is done by the system, the user's approval is required. 

4 Following Hovy [Hovy, 1988], we use the terminology for 
expressing beliefs developed by Cohen and Levesque in their 
theory of rational interaction [Cohen and Levesque, 1985]. 
Space l imitations prohibit an exposition of their terminology 
in this paper. We provide English paraphrases where neces
sary for clarity. 

5(BMB S H x) should be read as "S believes that S and 

erator states that if an act is a step in achieving some 
domain goal(s) that the hearer shares, then one way to 
persuade the hearer to do the act is to mot ivate the 
act in terms of those goals. More formal ly , this opera
tor 's constraints require tha t there be a ?domain-goal 
such tha t : ?domain-goal is a goal of the expert sys
tem, rep lace -1 is a step in achieving ? domain-goal, and 
the speaker and hearer mutua l l y believe that ?domain-
goal is a goal of the hearer. In order to b ind ?domain-
goal, the text planner examines the expert system's goal 
structure. The system assumes tha t the user shares its 
top-level goal, enhance-program, since he is using the 
system to perform tha t task. Furthermore, since the 
system asks what characteristics the user would like to 
enhance, the system can assume tha t the user shares 
the goal of enhancing those characteristics; in this case, 
e n h a n c e - m a i n t a i n a b i l i t y . The in format ion tha t the 
user shares these two domain goals is included in the user 
model. In order to avoid expla in ing parts of the reason
ing chain that the user is fami l iar w i t h , the more specific 
goal is chosen. In this example, once the constraints have 
been satisfied, the only possible b ind ing for the variable 
?domain~goal is e n h a n c e - m a i n t a i n a b i l i t y . 

Once a plan operator has been selected, the planner 
instantiates i t by post ing i ts Nucleus and required Satel
l ites as subgoals to be refined. In th is case, since there 
is only one b ind ing for ?domain-goal, the single sub-
goal (MOTIVATION rep lace -1 enhance-ma in ta inab i l i t y ) 
is posted. One strategy for sat isfying this goal , shown in 
Figure 4, is to in fo rm the hearer of the goal the system 

II mutually believe x." Our plan language makes use of 
Rhetorical Structure Theory [Mann and Thompson, 1988], 
a descriptive theory characterizing text structure in terms of 
the relations (e.g. MEANS, MOTIVATION) that hold between 
parts of a text. A detailed description of the plan language is 
beyond the scope of this paper, see [Moore and Paris, 1989]. 
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is t r y i ng to achieve (the Nucleus) and then to establish 
tha t the act in question is par t of the means for achiev
ing the goal ( the Satel l i te). These subgoals are eventu
al ly refined to speech acts. The f inal text p lan, shown in 
Figure 5, is added to the dialogue history and passed to 
the generator which produces response (5) in the sample 
dialogue. 

5 Disambiguat ing Fol low-up Questions 

After this response is presented, the user asks "why?" 
a second t ime. At th is po in t , there are several possible 
interpretat ions of this question, inc lud ing: 

I I : Why are you trying to enhance the maintainability 
of the program? 

12: Why are you trying to enhance the maintainability 
of the program by applying transformations that 
enhance maintainability? (as opposed to enhancing 
the program via some other method) 

13: Why are you applying transformations that enhance 
maintainability? 

14: Why is setq- to-set f a transformation that en
hances maintainability? 

Recall tha t in cases such as this, M Y C I N always as
sumes that "why" is asking why the system is t r y ing 
to achieve the higher-level domain goal, corresponding 
to interpretat ion I I . Th is in terpretat ion is often inap
propr iate. Users are frequently asking for just i f icat ion of 
factual statements made in the explanat ion, correspond
ing to 14. Even if M Y C I N could recognize the mul t ip le 
interpretat ions, i t could not decide among them because 
it does not main ta in a dialogue history and does not 
understand the responses it generates. 

Resolving ambigu i ty requires: 1) ident i fy ing candidate 
interpretat ions, and 2) choosing among them. Whi le 
these tasks are conceptually d is t inct , our system inter
leaves them to increase efficiency. It generates the most 
l ikely interpretat ions f irst, and then uses heuristics to 
rule them out . I f an in terpretat ion cannot be ruled out , 
it is chosen as the in terpretat ion of the user's question 
and a response is generated. If the in terpretat ion is in-
correct, the user can st i l l recover by asking a fol low-up 
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quest ion. 
O u r system uses the fo l l ow ing heurist ics to ident i fy 

and choose among m u l t i p l e in te rp re ta t ions : 

H i : Follow immediate focus rules (continuing on the same 
topic is preferred over returning to a previously men
tioned topic, [Sidner, 1979, McKeown, 1982].) 

H2: Don' t tel l the user things he already knows. 

H3: Don' t tel l the user things you've already said. 

We have f ound t h a t focus of a t t en t i on ( H I ) is a pow
er fu l heur is t ic for o rder ing the generat ion o f l ike ly i n 
te rp re ta t ions . In the current example , the most re
cent focus of a t t en t i on ( ind ica ted by the * local-context*) 
i s the s ta tement S e t q - t o - s e t f i s a t r a n s f o r m a t i o n 
t h a t enhances m a i n t a i n a b i l i t y . T h e system thus 
infers t h a t the quest ion concerns the ra t iona le beh ind 
th is s ta tement (14), unless H2 or H3 rules t h a t inter
p re ta t i on ou t . For example , t h a t i n te rp re ta t i on could 
be ru led ou t by 112 i f the user mode l ind icated t ha t the 
user knew why s e t q - t o - s e t f enhances ma in ta i nab i l i t y . 
In our example , n o t h i n g rules ou t 14, so the system ex
p la ins w h y s e t q - t o - s e t f enhances ma in ta i nab i l i t y . 

I f the f i rs t i n te rp re ta t i on is ru led ou t , the system uses 
the next most recent focus of a t t e n t i o n 6 to f o r m the 
next possible i n t e rp re ta t i on . In th is example, t ha t focus 
refers to the m e t h o d the system is app l y i ng to achieve 

6 The text plan records the order in which topics appear 
in the explanation. This information is used to derive foci 
of attention in order. In choosing interpretations of "Why?" , 
the system skips over certain rhetorical relations in the text 
plan that are considered to be purely presentational in na
ture, e.g., ELABORATE, BACKGROUND. 

a goal ( i .e. , a p p l y i n g t r a n s f o r m a t i o n s t h a t enhance 
m a i n t a i n a b i l i t y ) . T h i s leads to i n te rp re ta t i on 13. Th i s 
i n te rp re ta t i on w i l l be ru led ou t by H3 because f r om 
the semantics of the rhe tor ica l re la t ion MEANS, we deter
m ine tha t we have j u s t t o l d the user t h a t the system is 
us ing the m e t h o d o f a p p l y i n g t r a n s f o r m a t i o n s t h a t 
enhance m a i n t a i n a b i l i t y in order to achieve the goal 
enhance m a i n t a i n a b i l i t y . 

T h e next most recent focus refers to the means 
by wh ich the enhancement is be ing achieved ( i .e., by 
a p p l y i n g t r a n s f o r m a t i o n s t h a t enhance m a i n t a i n 
a b i l i t y ) . T h i s leads to i n te rp re ta t i on 12. I f t h a t inter
p re ta t ion were also ru led ou t , the system wou ld cont inue 
in th is fashion u n t i l i t f ound an acceptable in te rp re ta t ion 
or reached the g lobal con tex t , wh i ch , in th is case, is the 
top node in the tex t p l an . 

I t is in terest ing to note t h a t the focus of the user's 
quest ion is der ived f r o m the system's s ta tement , not the 
user's. T h e user s imp ly types " w h y ? " in his f i rs t two 
queries in the d ia logue; contex t comes f r o m the response 
generated by the system. U n t i l now, much work has con
centrated on bu i l d i ng discourse models t h a t keep t rack 
of the user's goals and plans - b o t h doma in goals [Car-
berry, 1983, M c K e o w n et al, 1985] and discourse goals 
[ L i t m a n , 1985]. L i t t l e work has been done on keeping 
t rack of the system's discourse goals and the plans i t uses 
to achieve t h e m . 7 As our example i l lus t ra tes , conversa
t i ona l context must inc lude the system's s tatements. 

Recent work by Grosz and Sidner addresses this issue for 
the purposes of analyzing dialogues [Grosz and Sidner, 1986]. 
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6 A n s w e r i n g a Vague ly A r t i c u l a t e d 
F o l l o w - U p Ques t ion 

The user then asks the quest ion, " W h a t is a 
general ized-variable?". The query analyzer interprets 
the question and posts the discourse goal (BMB S H 
(KNOW H g e n e r a l i z e d - v a r i a b l e ) ) , i.e., the speaker wishes 
to achieve the state where the speaker and hearer 
mu tua l l y believe tha t the hearer knows the concept 
g e n e r a l i z e d - v a r i a b l e . 

The system has several p lan operators for achieving 
such a goal. It may describe a concept by describing its 
a t t r ibutes and i ts parts, by drawing an analogy w i t h a 
s imi lar concept, by g iv ing examples of the concept, or 
by generalizing a concept the user is fami l ia r w i t h . The 
plan operator for the lat ter is shown in Figure 6. 

To choose f r om among these candidate plan operators, 
the planner has several selection heuristics, inc luding: 

SHI : Prefer operators that require making no assump
tions about the hearer's beliefs. 

SH2: Prefer operators that make use of a concept the 
hearer knows. 

SH3: Prefer operators that make use of a concept men-
tioned in the dialogue history. 

In th is case, the user model indicates tha t the hearer 
knows the concept s i m p l e - v a r i a b l e . Hence the oper
ator in Figure 6 requires mak ing no assumptions about 
the hearer's knowledge, makes use of a concept the user 
knows, and uses a concept previously mentioned in the 
dialogue. Thus it is ranked highest by the plan selection 
heuristics. The f inal text plan for this example first de
scribes s i m p l e - v a r i a b l e s and then abstracts this con
cept to int roduce g e n e r a l i z e d - v a r i a b l e s . Th is pro
duces the response shown in the sample dialogue. 

The user then indicates tha t he does not understand 
th is exp lanat ion w i t h the vaguely-art iculated fo l low-up, 
" H u h ? " . F rom our analysis of na tura l l y occurr ing d i 
alogues, we devised a set of recovery heuristics for re
sponding to such a quest ion. These include: 

R H l : If the discourse goal is to describe a concept, give 
example(s). 

RII2: If the discourse goal is to describe a concept, and 
there is an analogous entity that the hearer knows, 
draw an analogy to the familiar concept. 

RH3: Expand any unexpanded optional satellites in pre
vious plan operators.8 

RH4: If another plan exists for achieving the discourse 
goal, t ry i t . 

8Plan operators may contain optional satellites which the 
system may decide to leave unexpanded during planning. 

RH1 and RH2 apply in the context of a part icular dis-
course goal, namely describing a concept, whi le the other 
heuristics are more general. The system tries to apply its 
most specific knowledge f irst. In this case, RH1 applies 
and the explainer recovers by g iv ing examples. 

As i l lustrated in Figure 6, constraints on plan op
erators often refer to the state of the hearer's knowl
edge. The user model includes the domain concepts and 
problem-solving knowledge, i.e., domain goals and plans, 
assumed to be known to the current user. However, the 
system does not require tha t th is model is be either com-
plete or correct. Therefore, the user model may contain 
concepts the user does not actual ly know or omi t con
cepts the user does know. To satisfy a constraint on 
an operator, the system may assume tha t a concept is 
known to the user even if it is not indicated in the user 
model . As described above, when such an assumption is 
made, the selection heuristics give the operator a lower 
ra t ing. If the operator is selected, the fact tha t an as
sumpt ion was made is recorded in the plan structure. 
The system must keep track of such assumptions be
cause these are l ikely candidates if a misunderstanding 
occurs later. Th is leads to another recovery heuristic: 

RH5: If any assumptions were made in planning the last 
explanation, plan responses to make these assump-
tions true. 

For example, in producing response (7) in Figure 2 the 
system assumed (erroneously) tha t the user knew what 
generalized-variables were and s imply used it w i thou t 
defining i t . In (8), the user asked expl ic i t ly for a defini
t i on . I f he had jus t typed "Huh?" instead, the system 
would have examined its assumptions and used RH5 to 
plan a response defining generalized variables. 

7 C u r r e n t Status and Conclusions 

The expert system and explanat ion fac i l i ty described are 
implemented. There are approximately 75 plan opera
tors, 5 plan selection heuristics, and 5 recovery heuris
tics. The system can produce the text plans necessary 
to part ic ipate in the dialogue shown and several others 
that are simi lar. 

In summary, current expert systems fa i l to support 
explanat ion as a dialogue. The i r unnatura l , one-shot 
approach to explanat ion depends cr i t ica l ly on the qual
i ty of the user model and is seriously degraded if that 
model is incomplete or incorrect. Because they fa i l to 
support dialogue, these systems cannot clari fy misunder
stood explanations, elaborate on previous explanations, 
or respond to fo l low-up questions in the context of the 
on-going dialogue. 

As an al ternat ive, we proposed a reactive model of 
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exp lanat ion - in wh ich the system can employ feedback 
f r om the user and par t ic ipate in a dialogue. Our ex
p lanat ion generat ion fac i l i ty plans explanat ions f rom a 
r ich set of strategies, keeping track of the system's dis
course goals, the plans used to achieve them, and any 
assumptions made whi le p lann ing a response. Our sys
tem mainta ins a recorded history of the text plans used 
in produc ing responses so tha t it can later reason about 
i ts own responses when feedback f rom the listener i n 
dicates tha t an explanat ion was not understood. Our 
system can employ in fo rmat ion in a user model when 
it is avai lable, bu t is not cr i t ica l ly dependent on tha t 
i n fo rmat ion . 
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