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Chemical expansion and its dependence on the host
cation radius

Dario Marrocchelli,*abc Sean R. Bishopad and John Kilnerde

The defect-induced lattice expansion (chemical expansion), and corresponding relaxation patterns around

oxygen vacancies, were examined as a function of host cation radius for HfO2, ZrO2, CeO2, UO2, ThO2, and

Bi2O3 fluorite-structured oxides. Analysis of data from the literature, combined with new molecular

dynamics simulations, found a maximum in the effective radius of an oxygen vacancy (related to the

lattice contraction around a vacancy) for a host cation size close to that of cerium. In other words, ceria

shows the highest chemical expansion, whereas the other studied materials, with either smaller or

bigger host cations than Ce, undergo smaller chemical expansion. Significant asymmetric lattice

relaxation around a vacancy for smaller cations and 2nd nearest neighbor cation relaxations around a

vacancy for larger cations play a strong role in forming the maximum. The impact of this vacancy

relaxation on ionic conductivity is discussed, and through careful analysis of the vacancy–anion radial

distribution functions, an estimate of a critical vacancy concentration (c* ¼ 0.025%), above which

vacancy interactions exist, was derived.
Introduction

Fluorite structured oxides are used in many high temperature
energy applications such as electrodes and electrolytes for solid
oxide fuel cells (SOFCs)1,2 and oxygen permeation membranes, as
well as oxygen storage materials for gas conversion/reformation
catalysis3–6 and thermochemical water splitting.7 The above
applications typically rely on rapid oxygen exchange with the
atmosphere and diffusion in the material. For electrodes and
oxygen storagematerials, the kinetics for exchange of oxygen with
the atmosphere in the former, and oxygen storage capacity in the
latter, is enhanced by using materials displaying large oxygen
deciencies (non-stoichiometry), facilitated by the presence of a
redox couple, such as Ce4+/3+, resulting in mixed ionic and elec-
tronic conductivity.1,7 Conversely, in electrolyte applications
where only ionic conductivity is desired, acceptor dopants with
xed valence (e.g. Gd3+ in CeO2 or Y

3+ in ZrO2), charge compen-
sated by the formation of oxygen vacancies, are added. These
cation and anion point defects result in signicant changes in
lattice dimension, known as chemical expansion. Indeed, many
high performance SOFC electrodes and electrolytes exhibit
signicant oxygen stoichiometry uctuations with changes in
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atmosphere (oxidizing to reducing) and temperature, thus
resulting, inter alia, in signicant mechanical stresses, followed
by mechanical failure, from chemical expansion.8 Additionally,
local strain (in combination with electrostatic) effects near defects
play a signicant role in decreasing ionic mobility, having thus
led to the formulation of a critical acceptor dopant radius in ZrO2

and CeO2 SOFC electrolytes.9 Other examples of this phenom-
enon are the dramatic electrode expansion in Li-ion batteries
during Li intercalation (sometimes termed electrochemical
shock10–13) and the strain-induced metal to insulator transitions
in superconductors with relaxation of ions around point defects.14

In our prior investigation, a combination of computational
techniques (Density Functional Theory and Molecular Dynamic
calculations) and experimental data provided a detailed
understanding of the atomistic factors responsible for chemical
expansion in uorite structured ceria and zirconia. Chemical
expansion was found to be the result of two competing
processes: (1) lattice contraction around an oxygen vacancy
(primarily due to electrostatic interactions) and (2) lattice
expansion or contraction from the change in the cation radius
(primarily due to steric effects).15,16 Oen the latter quantity is
much larger (e.g. reduction of Ce4+ to Ce3+, or Gd3+ or La3+

doping in CeO2), resulting in a net expansion. To describe the
contraction in the former process, the radius of a vacancy, an
empirical parameter describing lattice relaxation, was intro-
duced and shown to be smaller than that of an oxygen ion.
Interestingly, the magnitude of relaxation around a vacancy was
found to be larger in zirconia than in ceria, and solid solutions
of the two were subsequently demonstrated as a novel method
for reducing chemical expansion of ceria.17 In order to provide a
J. Mater. Chem. A, 2013, 1, 7673–7680 | 7673
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better physical understanding of the relaxation around the
vacancy and thus to correlate the relaxation to structural and
electrical properties, the present manuscript explores, on the
atomic level, several uorite structured oxides (ZrO2, HfO2,
CeO2, UO2, and Bi2O3). We used a meta-analysis of available
experimental data combined with new modeling data derived
from state-of-the-art molecular dynamics simulations. Three
key observations are discussed: the drive for monoclinic trans-
formation for small host cations (i.e. Zr and Hf) is readily
observed by asymmetric distortions in lattice relaxation; with
increasing host cation size, an observed increase in relaxation
around vacancies is related to decreasing long range repulsion
of cations; examination of the strain relaxation over several unit
cells demonstrated that oxygen vacancies will interact with each
other over <10 Å distance. Additionally, the role of vacancy
relaxation on energy of vacancy migration is discussed.
Methodology

As performed in the authors' earlier work,16 the chemical
expansion coefficient for the materials studied was extracted
from the literature using lattice parameter data as a function of
trivalent dopant content (either xed valent [e.g. Y3+] or multi-
valent [e.g. Ce4+/3+]). In this work, the chemical expansion
coefficient, aC, of a general oxide of chemical formula
AxB1�xO2�x/2 (where B is a tetravalent cation and A a trivalent
acceptor dopant), is dened via the following relationship:

3 ¼ (a � a0)/a0 ¼ aCx, (1)

where 3 is the lattice parameter expansion or chemical expan-
sion, a and a0 are the lattice parameters of the stoichiometric
oxide, BO2, and the nonstoichiometric one, AxB1�xO2�x/2. The
chemical expansion coefficients obtained from the literature
data on different uorite-structured oxides are reported in Table
1, along with their standard deviation. The effective radius of an
oxygen vacancy, rV, was calculated from aC using the equations
derived in our previous work:16

rV ¼ rO + 4(rh + rO)(aC � aM) ¼ rO + 4(rh + rO)aV, (2)

where rO and rh are the radius of the oxygen ion (1.38 Å) and the
host cation, taken from Shannon.18 aM is the cation chemical
expansion coefficient, dened as:

aM ¼ (rs � rh)/(rh + rO), (3)
Table 1 Vacancy chemical expansion coefficient, aV, and vacancy radius, rV,
extracted from experimental data. The last column reports the references from
which the experimental data were obtained

Host cation rh (Å) aV rV (Å) Reference

Hf 0.83 �0.058 0.87 � 0.03 32–34
Zr 0.84 �0.044 0.99 � 0.04 16
Ce 0.97 �0.022 1.17 � 0.06 16
U 1.00 �0.040 1.00 � 0.07 35 and 36
Th 1.05 �0.020 1.18 � 0.02 37 and 38
Bi 1.17 �0.050 0.87 � 0.00 39 and 40

7674 | J. Mater. Chem. A, 2013, 1, 7673–7680
where rs is the radius of the dopant cation, A. We also remind
the reader of the relationship linking the chemical expansion
coefficient to the cation (aM) and vacancy (aV) chemical expan-
sion coefficients:

aC ¼ aM + aV. (4)

Molecular Dynamics (MD) simulations were performed to
complement and interpret the experimental data. The interac-
tion potential used for the molecular dynamics simulations of
CeO2 and ZrO2 is known as the DIPole Polarizable Ion Model
(DIPPIM) and includes a pair potential (a Buckingham-like term
plus Coulombic interactions), together with an account of the
polarization effects that result from the induction of dipoles on
the ions.19–22 This reads:

V ¼
X

i# j

qiqj

rij
þ
X

i# j

Aijea
ij rij

rij
þ Vdisp þ Vpol ; (5)

where Vdisp and Vpol are the dispersion and polarization terms
and are described in ref. 22. The parameterization and testing of
this model for CeO2 and ZrO2 were reported in previous publi-
cations.15,23 The accuracy of this model was found to be similar
to that of DFT calculations, and the lower computational cost
allows the performance of longer simulations on bigger
systems. The lattice parameters for the studied systems were
obtained by performing molecular dynamics simulations with
4 � 4 � 4 supercells (�768 atoms) in an NPT ensemble, at the
required temperatures. The host and dopant cations were
randomly distributed. While there is experimental evidence of
cation clustering in some of these materials,24–26 these tenden-
cies are usually linked to the size mismatch between host and
dopant cation, which, in this case, is zero (see below). An
isotropic barostat and thermostat were used as described by
Martyna et al. and the external pressure was set to zero.27,28 The
isotropic barostat (NPT) was preferred to the anisotropic one
(NST) because it is more robust (stable) and therefore more apt
to simulate these high temperature materials. The isotropic
barostat therefore enforced a cubic uorite symmetry to the
simulation box, though local, lower-symmetry relaxations
around a vacancy can still be observed (see below). The lattice
parameters were usually averaged over long trajectories
(<0.1 ns), at high temperature (1000 K). Running these calcu-
lations at high temperature has a series of advantages. First of
all, defect ordering (especially vacancy ordering29,30) is expected
to be minimal at these temperatures, a desirable feature since
ordering is known to affect the lattice parameter.31 Second, high
temperature (and the isotropic barostat) stabilize (at least
partially) the uorite structure for those compounds (such as
HfO2 and ZrO2) that are not uorite-structured at low temper-
ature. All these calculations were performed with an in-house
code called PIMAIM. The DIPPIM potential has also been
recently implemented in the freely available CP2K code.58

In addition to CeO2 and ZrO2, we also studied other
compositions in which the host cation had a different radius to
that of Zr or Ce. This ranged from a value smaller than Hf
(0.79 Å) to one comparable to Bi (1.17 Å). This was achieved by
This journal is ª The Royal Society of Chemistry 2013

http://dx.doi.org/10.1039/c3ta11020f


Table 2 Vacancy chemical expansion coefficient, aV, and vacancy radius, rV,
extracted from MD calculations

rh (Å) aV rV (Å)

0.79 �0.061 0.84 � 0.03
0.84 �0.058 0.86 � 0.03
0.89 �0.048 0.94 � 0.03
0.97 �0.032 1.08 � 0.03
1.02 �0.035 1.04 � 0.03
1.07 �0.037 1.02 � 0.03
1.12 �0.039 0.99 � 0.03
1.17 �0.041 0.96 � 0.03
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manually modifying the host cation–anion short-range inter-
action parameters of the potentials, i.e. both Aij and aij, which
are directly related to the cation size. We note here that, while
this procedure yields cations with radii similar to known
compounds, such as Bi2O3, the interaction potential is not fully
representative of these compounds because other parameters,
such as the polarization and dispersion coefficients, have been
le unchanged. Also, we warn the reader that there is more than
one combination of Aij and aij that can give a certain ionic radius
(and lattice parameter) and that these might predict different
out-of-equilibrium properties of the material (such as elastic
constants). In the present study, only equilibrium is of concern,
thus the above consideration can be safely ignored. As
demonstrated below, the validity of this approach is conrmed
by comparison with experimental data.

The procedure to obtain the vacancy radius was as follows:
rst, the host cation–oxygen interaction parameters (taken from
either the CeO2 or ZrO2 potential) were scaled in order to change
the host cation radius to the desired value (0.79, 0.89, 1.02, 1.07,
1.12, 1.17 Å). This was conrmed by monitoring changes in the
cation–anion bond distance obtained from the radial distribu-
tion functions.16 Once the host cation had the desired radius,
the dopant cation–anion short range parameter was scaled so
that now the dopant cation radius was the same as the host
cation. In the cases of CeO2 and ZrO2, these dopant cations are
the so-called “equal-radius” Ce3+ and “equal-radius” Y3+ cations
introduced in our previous work.16 Similarly, for the other
compounds in this study, the dopant cations are treated as a
trivalent acceptor with a radius that is equal to the host cation.
The resulting lattice parameters were used to calculate the
chemical expansion (3) of this material and, by plotting 3 vs.
dopant concentration (x), we extracted aC (see eqn (1)). The
vacancy radius was then calculated from aC using eqn (2) and
the fact that aM ¼ 0 in these materials (because the dopant
cation has the same radius as the host cation).16 These data are
reported in Table 2. An error of �0.03 Å for rV from the
computational calculations is estimated from the statistical
error when deriving aC from a linear t.
Fig. 1 Experimental (black squares) and simulated (red points) vacancy radius
(a measure of lattice relaxation around a vacancy) as a function of the host cation
radius. The black line is a guide to the eye and the blue dashed line is the oxide ion
radius (1.38 Å).
Results

Table 1 shows the experimentally derived (see eqn (2)) lattice
relaxation around an oxygen vacancy for a series of uorite
structured oxides, quantied by the chemical expansion
This journal is ª The Royal Society of Chemistry 2013
coefficient for a vacancy (aV) and its corresponding effective
radius in the lattice (rV), with the latter plotted in Fig. 1. With
increasing host cation size, the magnitude of expansion goes
through a minimum, and the corresponding rV goes through a
maximum (though with a value consistently below the radius
for an oxide ion ¼ 1.38 Å, as shown by the blue dashed line),
both indicating that relaxation around a vacancy is least near Ce
and largest near the Hf and Bi end members. Some deviation
from the indicated trend in Fig. 1 is observed for the experi-
mental data, particularly for UO2 and ThO2, and most likely
reects the relatively small amount of available experimental
data as compared to, for example, CeO2, where more than ten
independent measurements were averaged. In Table 2, and
plotted in Fig. 1, the same data are reported as derived from
simulations. The results from the MD simulations agree quite
well with the experimental data, as they also show, quite clearly,
a maximum in rV for rh � 1 Å. The agreement is not always
quantitative, but this is expected considering the spread
observed in the experimental data (chemical expansion coeffi-
cient can sometimes differ by more than 50%, see ref. 16) and
the semi-empirical approach used to change the host cation
radius in the MD simulations (which, for instance, does not
take into account changes in the cation polarizability).

In addition to predicting the above macroscale properties
(veried by experiment) an advantage of computational tech-
niques is their insight into the local atomic structure, such as
the relaxation pattern of ions around defects.5,16,17 The relaxa-
tions of ions around oxygen vacancies are reported in Fig. 2, for
three host cation radii (rh¼ 0.79, 0.97 and 1.17 Å, denoted Small
Cation [SC], Intermediate Cation [IC], and Large Cation [LC],
respectively). The positions of ions close to a vacancy (black
cube) are shown, with blue [green] arrows indicating anion
[cation] displacements greater than 0.14 Å with respect to the
perfect crystal (obtained from a structure optimization at 0 K).
As expected, anions move towards the vacancy and cations are
repelled (with oxide ions displaced along the (100) or equivalent
J. Mater. Chem. A, 2013, 1, 7673–7680 | 7675
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Fig. 2 Local relaxations around a vacancy (black cube) in BO2 oxides, with rh¼ 0.79 Å (a), 0.97 Å (b) and 1.17 Å (c). Red and grey spheres are oxygen and cerium atoms,
respectively. The blue (green) thick arrows indicate the anion (cation) displacements greater than 0.14 Å, with the arrow length corresponding (for clarity's sake) to four
times the displacement of the ion.
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directions and cations displaced along the (111) direction for IC
and LC), as discussed in the introduction.41 Interestingly, the
relaxation pattern for SC (Fig. 2a) exhibits lower symmetry than
for both IC and LC, indicating that vacancies not only lead to a
relaxation, but that the relaxation conguration depends on
host cation size (a nding also discussed in ref. 17).

From the atomic arrangements shown in Fig. 2, the radial
distribution functions (g(r)), a measure of the probability of
nding an atom at a distance r away from a given reference
atom for different ion/vacancy pairs were calculated, as shown
in Fig. 3 and 4 (see ref. 21,42–45 for an explanation of how g(r) is
calculated and examples of their uses in solid state chemistry).
In Fig. 3a and b and 4a, the g(r) for oxygen ions paired with a
Fig. 3 Vacancy–oxygen and oxygen–oxygen radial distribution functions (g(r))
extracted from the ionic positions shown in Fig. 2 for SC (a) and IC (b).

7676 | J. Mater. Chem. A, 2013, 1, 7673–7680
central oxygen ion as well as the same oxygen ions paired with a
central vacancy for the SC, IC, and LC, respectively, are shown.
Clearly, in each case the presence of an oxygen vacancy leads to
a relaxation of oxygen ions towards the vacancy, with the
displacements from the ideal structure extending to at least the
4th nearest neighbor oxygen shell (corresponding to the 4th peak
in the g(r), indicated by the blue arrow in Fig. 3a and high-
lighted in Fig. 2a by a black circle). The distortions in the crystal
caused by the presence of a vacancy only begin to die out at long
distances, as exemplied by the overlap of the V–O and O–O g(r)s
for distances greater than �5 Å. Additionally, while the g(r)s for
Fig. 4 Vacancy–oxygen and oxygen–oxygen radial distribution functions (g(r))
extracted from the ionic positions shown in Fig. 2 for LC (a). Vacancy–cation and
oxygen–cation g(r)s are shown for IC and LC in (b). The distance, r, of the radial
distribution functions was rescaled by the lattice parameters of thematerial (aIC or
aLC), to facilitate the comparison.

This journal is ª The Royal Society of Chemistry 2013
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IC and LC present sharp peaks at distances expected for the
respective coordination shells in the uorite structure, the SC
material exhibits broader peaks, occasionally split into doublet or
triplet sets of peaks (see black circle in Fig. 3a).

Fig. 4b shows the vacancy–cation g(r)s for the IC and LC
materials as well as a reference anion–cation g(r) for ICmaterial.
The distance, r, in the LC and IC g(r)s was divided by the lattice
parameter of their respective materials, to allow for comparison
between materials with different lattice parameters. As expec-
ted, the rst peak in the vacancy–cation g(r) of both materials
(solid and dashed black lines) is signicantly shied to longer
distance as compared to the reference anion–cation g(r) (red
line), conrming that the cations displace away from the
vacancy as discussed in the introduction. However, turning to
the second peak, the LC material exhibits little to no displace-
ment from the reference, whereas the IC material presents a
signicant displacement away from the vacancy. The impact of
this and the above results on understanding lattice relaxations
in these materials is discussed in the next section.
† In fact, the size mismatch is between the dopant radius and a critical radius,
slightly larger than the host cation size (see corresponding citations for more
details).
Discussion

In Fig. 1, the vacancy radius clearly exhibits a maximum as a
function of the host cation radius at approximately rh � 1 Å (i.e.
near CeO2 and ThO2). This behavior is analogous to the (strain
driven) critical dopant radius for minimal vacancy – substitu-
tional cation binding energy, observed in ceria and
zirconia.9,46,47 However, the relaxation patterns in Fig. 2 only
exhibit an obvious change from SC to IC, with similar behavior
shown in Fig. 3 for IC and LC. Substantial, asymmetric anion
relaxations are observed for SC (�0.3 Å for the six nearest
neighbor oxygen ions) and rather small cation relaxations – only
two of the four nearest neighbor cations present displacements
greater than 0.14 Å. The structure of this material appears to
locally relax to a non-cubic crystalline structure, with a subse-
quent signicant contraction around the vacancy, which leads
to a very small value of the vacancy radius. Due to their size,
such small host cations prefer a coordination number smaller
than 8 (e.g. ZrO2 and HfO2) and it is therefore expected that the
SC exhibits such asymmetric relaxation patterns. Indeed, a
geometrically based rule of thumb is that the cubic uorite
structure is stable for rh/rO > 0.7, which corresponds approxi-
mately to the Ce4+ cation. Therefore, the distortion trends in
Fig. 1–3 with cation sizes below that for Ce4+ are primarily
associated with this cubic structure instability.

Turning now to the IC and LC materials, one nds the oxide
ion displacements as shown in Fig. 3b and 4a are very similar,
and seemingly counterintuitive, since, as shown in Fig. 1, the
vacancy radius changes quite substantially (�0.12 Å) between
the two. However, upon examination of Fig. 4b, one nds that
for IC, larger cation displacements are observed as compared to
those for LC, meaning that larger cations relax less and there-
fore, for similar anion displacements, LC exhibits a smaller
vacancy radius. Two factors probably contribute to this effect.
First, from a steric perspective, the larger cation radius of LC
will make it harder for the second shell of cations to displace
away from the vacancy. Second, the Coulombic repulsion that
This journal is ª The Royal Society of Chemistry 2013
drives the cation displacements in the second shell will be
smaller because of the greater initial distance between the
vacancy and these cations in LC (again a consequence of the
larger cation radius in LC). The displacements observed, in IC,
for the second shell of cations around the vacancy are not very
large (�0.05 Å) but there are 12 second cation nearest neighbors
compared to only 4 in the nearest neighbor position, meaning
that the overall effect is signicant.

It is stimulating at this point to make a comparison of the
trend in Fig. 1 with activation energy for ionic conduction.
Considering that ionic conduction proceeds via oxide ion
hopping through vacancies (introduced by acceptor doping), it
would come as no surprise that a lower amount of relaxation
(i.e. larger vacancy radius) should yield a lower barrier towards
migration. Indeed one typically observes higher oxygen migra-
tion energies for ZrO2 (SC material) as compared to CeO2 (IC
material) based ionic conductors.48,49 The energy barrier to
oxygen migration consists of two parts: an intrinsic contribu-
tion and an association, or trapping, term, with the latter
dependent on the acceptor dopant type and concentration.9,50

For the cubic ionic conductors ZrO2, HfO2, and CeO2, the
intrinsic barrier is approximately equal (EA ¼ 0.64–0.68 eV),
reecting little impact of the lattice parameter on the migration
energy.51–56 On the other hand, the association term varies
considerably with dopant cation (EA � 0.1 to 1 eV) and is largely
attributed to a size mismatch between host† and dopant
cation.29,30,46,47,57–59 Since a larger number of acceptor dopants
with radii comparable to Ce are available, as compared to Zr,
oen lower association energies are observed for CeO2.60 The
role of lattice relaxation around oxygen vacancies, as studied
here, on association energy has previously not been explicitly
considered. One can imagine that a distortion in the lattice
created by a dopant will serve to trap a vacancy when that
vacancy creates a large distortion in the lattice as well. On the
other hand, for a vacancy which creates minimal distortion in
the lattice, on a strain basis, there is little difference between a
vacancy and the oxide ion and therefore less drive to trap the
vacancy. The oxygen vacancy migration is schematically shown
in Fig. 5 for SC and IC cases. The intrinsic migration energy (Hi)
remains constant for the two materials, but the association
energy (Ha) is larger for the SC case where there is greater
relaxation around a vacancy. Therefore, in CeO2, where lattice
relaxation around a vacancy is smaller as compared to ZrO2, the
impact of dopant-host size mismatch should also be smaller.
Though further work is required to validate this theory, this
result indicates that relaxation around vacancies plays a
signicant role in ionic conduction. Indeed, overcoming lattice
volume relaxation around defect clusters containing vacancies
has been suggested to be the primary reason for the increase in
ionic conductivity of tensile strained ionic conductors.61 Lastly,
the small ion migration energy observed for the LC material,
which would correspond to d-Bi2O3 (Hi � 0.2 to 0.4 eV), as
compared to the IC group of materials, is a result of a lone pair
J. Mater. Chem. A, 2013, 1, 7673–7680 | 7677
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Fig. 5 Schematic of oxygen vacancy migration in an ionic crystal indicating the
potential increase of association energy (Ha) with increased lattice relaxation
around a vacancy in SC material as compared to IC material.
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of electrons leading to highly polarizable cation in the material
with a consequent disordered, “liquid-like” anion sub-
lattice.62–70 For ThO2 and UO2 there is insufficient ionic
conductivity data in the literature to make similar comparisons.

The nding that lattice distortions induced by vacancies are
fairly long-range, and that they die out only at distances greater
than the critical value (r* � 5 Å), merits further discussion.
Indeed, there is much interest, in the solid state ionics eld, in
determining the conditions at which defects start interacting
with each other, since this can signicantly affect the conducting,
structural and mechanical properties of these materials.71–74

Fig. 3 shows that a vacancy signicantly affects the positions of
neighboring anions up to the fourth coordination shell. There-
fore vacancies will begin to “sense”, or interact with, each other at
a distance smaller than twice r*. Assuming vacancies are
randomly distributed (though interactions with dopant cations
may lead to a non-random distribution, particularly for high
concentrations17,23,25,26,29,30,45,75–77), the probability of a vacancy not
having another vacancy within a radius equal to 2r* is given by

pð%Þ ¼ 100
Y12

i¼1

ð1� cÞXi

where c is the vacancy concentration and Xi the number of ith

nearest neighbors.75 In this case the product runs up to the 12th

neighbor shell, corresponding to a vacancy–vacancy distance of
approximately 10 Å. The probability values for different vacancy
concentrations are reported in Table 3. It can be seen that even
Table 3 Probability for different vacancy concentrations that two vacancies are
not within �10 Å of each other, and therefore interacting by strain

c (%)
Probability
(%)

0.015 97
0.025 95
0.05 90
0.1 82
0.5 36
1 13
2.5 0.57
5 0.003

7678 | J. Mater. Chem. A, 2013, 1, 7673–7680
for a 1% vacancy concentration there is already an �87%
probability that two vacancies will be closer than �10 Å.
Dening a critical vacancy concentration, c*, by a two standard
deviation criterion (i.e. a probability >95% that vacancies are
non-interacting), we obtain c* ¼ 0.025%. This concentration is
more than two orders of magnitude smaller than that used to
obtain necessary levels of ionic conductivity, for example, in
solid oxide fuel cell materials such as ceria and zirconia. This
conrms the experimental ndings that defects interact very
strongly in these materials.
Conclusions

The chemical expansion coefficient and the relaxation patterns
around an oxygen vacancy, in uorite-structured oxides, was
studied as a function of the host cation radius. This was done by
combining an analysis of data from the literature with new
molecular dynamics simulations. A trend was observed in the
effective radius of an oxygen vacancy which presents a
maximum for a value of the host cation close to that of cerium
(rh ¼ 0.97 Å). The observed behavior was divided into two
regimes. For host cations smaller than Ce4+, i.e. rh/rO < 0.7, the
uorite structure was found to be unstable and the relaxations
around a vacancy present an asymmetric relaxation pattern,
that leads to a signicant contraction of the lattice (in agree-
ment with the very small vacancy radii). When the host cation
radius is equal or greater than that of Ce4+, the uorite structure
is stable and the relaxation pattern around a vacancy has a cubic
symmetry. In this regime, the vacancy chemical expansion
coefficient, aV, decreases as the host cation radius is increased,
though rather slowly. This behavior has been ascribed to
differences in the relaxation pattern of the second shell of
cations. Additionally, increased lattice relaxation around
vacancies is suggested to result in increasing vacancy–dopant
association energy (with corresponding increases in vacancy
migration energy). Finally, a careful analysis of the vacancy–
anion radial distribution functions of these materials provided
insight onto the spatial extension of the relaxations around a
vacancy and allowed an estimate for a critical vacancy concen-
tration, c* ¼ 0.025%, above which vacancies start interacting.
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