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ABSTRACT We have developed a method to
both predict the geometry and the relative stability
of point mutants that may be used for arbitrary
mutations. The geometry optimization procedure
was first tested on a new benchmark of 2141 ordered
pairs of X-ray crystal structures of proteins that
differ by a single point mutation, the largest data set
to date. An empirical energy function, which in-
cludes terms representing the energy contributions
of the folded and denatured proteins and uses the
predicted mutant side chain conformation, was fit
to a training set consisting of half of a diverse set of
1816 experimental stability values for single point
mutations in 81 different proteins. The data in-
cluded a substantial number of small to large resi-
due mutations not considered by previous predic-
tion studies. After removing 22 (�2%) outliers, the
stability calculation gave a standard deviation of
1.08 kcal/mol with a correlation coefficient of 0.82.
The prediction method was then tested on the re-
maining half of the experimental data, giving a
standard deviation of 1.10 kcal/mol and covariance
of 0.66 for 97% of the test set. A regression fit of the
energy function to a subset of 137 mutants, for
which both native and mutant structures were avail-
able, gave a prediction error comparable to that for
the complete training set with predicted side chain
conformations. We found that about half of the
variation is due to conformation-independent resi-
due contributions. Finally, a fit to the experimental
stability data using these residue parameters exclu-
sively suggests guidelines for improving protein
stability in the absence of detailed structure infor-
mation. Proteins 2004;57:400–413.
© 2004 Wiley-Liss, Inc.
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INTRODUCTION

The theoretical prediction of the structure and stability
of proteins is a fundamental goal in molecular biology. A
more tractable version of this problem is to predict changes
in structure and stability induced by point mutations.
Even this more modest goal has immediate application in
computational protein design.1–7 The energy functions
and methods used for these predictions also have applica-
tions in protein–protein docking,8 structure prediction9

and structure validation,10 as well as providing insight
into the energetic factors contributing to protein folding.

Although free energy simulations have been used to pro-
vide accurate predictions of the relative stabilities of point
mutants,11–15 they are presently too computationally inten-
sive to test the large number of mutations studied in protein
design applications. Optimization of a physical force field
energy is also used to estimate the stability. One study16

used a simplified energy function with only van der Waals
(vdW) and side chain torsion potentials to predict the stabili-
ties of the � repressor protein for mutations involving only
hydrophobic residues. A subsequent work17 with an improved
optimization method also demonstrated better prediction
accuracy for continuously flexible side chain angles as com-
pared to discrete side chain angles from a rotamer library.

Another approach is to use statistical potentials derived
from geometric and environmental propensities and correla-
tions of residues in X-ray crystal structures. A statistical
potential for contacting residues was used in Ota et al.17 to
calculate the stabilities of ribonuclease H1 mutants. Zhou
and Zhou19 introduced an improved reference state for the
statistical potential that yielded more accurate stability
predictions for 895 mutants and demonstrated that the
correlation between predicted and experimental stability is
significantly lower for surface residue mutations. Potentials
derived from substitution and occurrence frequencies for
amino acids in different structural environment classes, such
as main chain conformations and solvent accessibilities, have
also been used to calculate the stability differences induced
by point mutations.20,21 Finally, statistical potentials that
use higher order residue correlations have been applied to
stability predictions22 in order to overcome possible limita-
tions in pairwise residue statistical potentials.23,24

Empirical potentials, in which free energy differences
are calculated using a combination of physical energy
terms, statistical energy terms and structural descriptors
with weight factors scaled to fit experimental data, is an
approach that will be used in this paper. A weighted sum of
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physical energy terms, local secondary structure and
cavity volume with parameters derived from human ly-
sozyme mutants was used in Funashi et al.25 to predict
stability changes in T4 lysozyme mutants. Only mutants
with available X-ray crystal structures were considered in
this analysis. Another study in Guerois et al.26 used a
weighted combination of physical energy terms, including
van der Waals, solvation, hydrogen bonding, electrostatic,
entropic and water bonding terms to predict the stabilities
of a large set of 1088 mutants. The mutant structures were
modelled by either deleting atoms or changing atom types
while inheriting the atomic coordinates of the native
structure, followed by hydrogen bond network optimiza-
tion. This simple modelling procedure limited the applica-
bility of the method to only large to small residue muta-
tions.

We have developed a method to calculate the relative
stabilities of mutants, which employs global optimization
of a realistic energy function to predict the mutant struc-
ture based on the native structure and so allows predic-
tions for arbitrary mutations. The only previous study
using a detailed empirical energy function and tested on a
data set of comparable size could only be used with large to
small residue mutations.26 Our method uses an empirical
energy function that includes a parameter for each amino
acid in order to account for the free energy difference of the
denatured states, a contribution that is often neglected.
We have also collected a data set of 2006 pairs of available
X-ray crystal structures of proteins that differ by a single
point mutation and used this database to optimize and test
the modelling procedure for the mutant structures. A data
set of 1816 experimental ��G values was compiled for
single point mutations with available X-ray crystal struc-
tures of the native proteins. The optimization method was
then used to predict the mutant protein conformation
based on the native protein structure, and an energy
function was fit to a training set consisting of half of the
data and tested on the remaining data. A subset of 137
mutants also had X-ray structures for the mutant protein
so the same energy function was fit to this data in order to
determine the effects of the mutant geometry prediction on
calculated ��G values.

We also fit a simple empirical energy function that
includes only conformation-independent residue energy
parameters to the experimental ��G data (see “Predicting
the Stabilization Effect of Mutations Without Structure”).
Although this function is less accurate in predicting pro-
tein stability changes than the one mentioned above, it
may be used to suggest stabilizing mutations in the
absence of detailed structure information.

Protein Stability Measurements

The change in stability of a protein after site-directed
mutagenesis is quantitatively described by ��G with

��G � �Gmutant
F � �Gnative

F (1)

and the Gibbs free energy of folding defined by

�GF � Gfolded � Gunfolded (2)

Reversible denaturation of the protein is usually accom-
plished by either increasing the temperature or adding
urea or guanidinium hydrochloride (GmCl) as a denatur-
ant. In the latter case, a linear dependence of �Gmeas

F on
denaturant concentration,

�Gmeas
F � �GH2O

F � m [denaturant] (3)

is often assumed. The extrapolated value at zero denatur-
ant concentration, �GH2O

F , is then used in Eq. (1). The free
energy of folding is calculated from the temperature or
denaturant concentration at which half of the protein is
denatured, assuming a two-state model of unfolding, with
no stable intermediates.27 The most common methods of
measuring the denatured fraction are circular dichro-
ism,28–30 intrinsic fluorescence, and differential scanning
calorimetry.31

Because of the lack of adequate experimental or theoreti-
cal information about the ensemble of denatured states, its
contribution to �G is usually either ignored or included
implicitly by fitting only properties of the folded state to
experimental free energy differences. The characterization
of the denatured state may be further complicated by
residual local structure.32–38 Because of these difficulties,
most calculation methods do not explicitly include the free
energy difference between the unfolded states of the native
and mutant proteins in the calculation of ��G. One
exception is the study by Lee,39 in which the denatured
state was modelled as an extended peptide chain. Here we
include an explicit term for the denatured state in the
expression for ��G that is based on a simple energetic
model in which the contribution of the unfolded states to
the free energy difference is represented by EX

U–EX�
U for the

mutation X 3 X�, where EX
U and EX�

U are adjustable
empirical parameters.

MATERIALS AND METHODS
Mutant Geometry Prediction
Single Mutant Structure Database of 2006 Pairs

We believe that an accurate calculation of ��G in the
general case requires an accurate prediction of the mutant
protein conformation. In order to study and optimize the
method for predicting the mutant conformation using the
native conformation, a set of all protein pairs, that differ
by a single amino acid substitution and have structures in
the Protein Data Bank40 (PDB) was compiled. The best
resolution structures for each protein were used, and only
proteins with more than 20 residues were included. Un-
matched end residues were ignored, and only X-ray struc-
tures with resolutions of less than 3.0 Å were included. In
addition, for pairs in which one of the structures had
missing residues nearby (within two residues along the
chain) any of the residues sampled in the Monte Carlo
(MC) simulation were removed, because the absence of
neighboring residues may affect the energy function and
hence the simulation results. This initial set contained
2006 structure pairs with an average resolution of 1.9 Å.
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Selection of Structures for Modelling and
Comparison

Simulations were performed starting with both struc-
tures in each pair, because the identity of the wild type
protein is unimportant for the purpose of studying the
conformation prediction accuracy. This effectively doubled
the number of predictions to compare to the X-ray struc-
tures. The appropriate residue was modified, and biased-
probability Monte Carlo simulations41 (BPMC) were per-
formed, as described in the following section.

In order to compare the MC prediction to the correspond-
ing X-ray structure, the C� CO and N atoms of the
backbone for all residues within the 4.0 Å region around
the mutated residue, defined in the following section, were
aligned in order to minimize their root mean square
(RMSD) distance. The positions of the amino acid side
chains were then compared.

One difficulty of the structural comparison arises when
one protein in the pair has undergone large structural
changes, due to the binding of a small molecule ligand, the
binding of another protein, different crystal contacts or a
change in chemical conditions such as pH and not due to
the effect of the mutation itself. For example, there are
X-ray structures of maltodextrin in both the open conforma-
tion, with either no bound ligand42 or bound �-cyclodex-
trin43 as well as a structure in the closed conformation
with bound maltose.44 We also removed those protein
pairs in which the RMSD deviation of the backbone atoms
of neighboring residues (within 5 Å), after structural
alignment, was shown to be greater than 0.5 Å. This is
because, using only structural information it is difficult to
automatically determine whether a large structural move-
ment is due to the mutation or to other factors. This
eliminates only about 12% of the pairs. The RMS backbone
deviation of the remaining pairs was as low as 0.21 Å.

Since we considered each protein as an isolated mono-
mer, and modelled them as such, X-ray structures in which
nearby protein molecules interact with the mutated resi-
due should be not be used to compare with simulation
results. Thus, cases in which the X-ray structure used for
comparison had at least one atom of a different protein
molecule within 3.0 Å of any atom in the mutated residue
were not considered in the analysis. Because molecules
that are crystallographic symmetry partners may also
strongly interact with the mutated residue and thus affect
their conformation, symmetry-related molecules in sur-
rounding unit cells were included in this calculation by
applying the appropriate crystallographic symmetry trans-
formations. Structures that had missing atoms within 3 Å
of any atom in the mutated residue were also removed.
This left 2798 ordered structure pairs that differed by a
single point mutation. The mutated residue in the first
structure was changed to that in the second one, an MC
simulation was performed, and the lowest energy conforma-
tion was compared to the second structure, after the
backbone superposition procedure described above.

Uncertainties in the atomic positions due to thermal
oscillations or disorder within the crystal are reflected in
the crystallographic B-factors. The prediction of a unique

conformation of a residue with a high average B-factor is
expected to be difficult, since presumably there are many
similar conformations of similar energy. Therefore all
cases in which the mutated residue in the X-ray structure
used for comparison had a normalized average B-factor
Bnorm � (Bres � Bave)/Bave, 	 0.1, with Bave the average
B-factor for the structure, were also removed from the
analysis. There were then 2141 ordered structure pairs
remaining for conformation prediction and analysis (see
Table I for a summary of the selection criteria). This
benchmark is currently the largest mutation geometry
benchmark and is provided as Supplementary Material.

Structure Prediction Using BPMC Optimization

The X-ray structures were first regularized in order to
make a model with idealized covalent geometry, with bond
lengths and angles defined by the ECEPP/345–47 force
field. This procedure consists of constructing a peptide
structure with the same amino acid sequence and ideal-
ized covalent geometry, defining a quadratic constraint
potential between equivalent atoms in the X-ray structure,
and iteratively performing local minimization of the con-
straint potential in torsion angle space while gradually
reducing the constraint potential strength to zero. All
protein modelling calculations were performed using the
ICM 3.0 program.48

The mutated residue was changed in the regularized
native protein structure, followed by conjugate gradient
minimization of the side chain 
 angles for all residues
with side chain non-hydrogen atoms within 4.0 Å of any
side chain non-hydrogen atoms in the the mutated residue.
An energy function in internal coordinate (torsion angle)
space that combines electrostatic, vdW, hydrogen bonding
and torsional terms from the ECEPP/3 force field with
solvation and entropic terms was used.41 The electrostatic
term was calculated using the Coulomb energy with a
distance dependent dielectric ε � 4r to roughly include
dielectric screening. The 6–12 vdW energy term

Evw
0 � �

j

�
Aij

Rij
6 �

Bij

Rij
12 (4)

was smoothed by introducing a cutoff value49 Evw
max of 7.0

kcal/mol, such that

TABLE I. Criteria for Selection of 2141 Ordered X-ray
Structure Pairs in Single Mutant Structure Database

Resolution � 3.0 Å
Number of residues 	 20
Neighboring residue backbone atom RMSD between native and

mutant structures � 0.5 Å
No other protein molecule within 3.0 Å of mutated residue

(including symmetry-related molecules)
Bnorm � 0.1
No missing atoms within 3.0 Å of mutated residue side chain
No missing side chains within two residues along the main chain

from neighboring residues
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Evw � �
Evw

0 if Evw
0 � 0

Evw
0 Evw

max

Evw
0 � Evw

max otherwise
(5)

A cutoff somewhat reduces the sensitivity of Evw to the
molecular conformation and also speeds up convergence of
local optimization of the energy. The solvation term

Esolv��
i

�iAi (6)

is a sum of terms proportional to the solvent accessible
surface area (SASA) Ai of atom type i with solvation
parameters �i from Wesson and Eisenberg.50 Finally, the
side chain entropic free energy was �TS with T � 300K
and entropy (S) proportional to the SASA of reference
atoms in the residue, S � Smax  A/Amax, with the
maximum SASA, Amax, calculated with the extended resi-
due between two glycine residues and the reference en-
tropy, Smax, calculated using approximate rotamer distri-
butions.41

The BPMC method41 is used to optimize the energy
function in internal coordinates. Each iteration of the
procedure consists of a random MC move that is biased to
sample conformations that are are prevalent in experimen-
tal protein structures. If the move is accepted according to
a constant temperature Metropolis criterion, it is followed
by local minimization. A stack of lowest energy conforma-
tions within different conformation space regions is used
to guide sampling away from highly visited or unfavorably
high energy regions.51

If the mutated residue is not alanine, glycine or proline,
a BPMC simulation with temperature 700K was then used
to sample its 
 angles. Each accepted Monte Carlo move
was followed by up to 2000 steps of conjugate gradient
minimization of the neighboring residues, as described
above. A stack of 50 of the lowest energy conformations
that differ by at least 15° RMSD in torsion angle space was
used to prevent oversampling certain regions of conforma-
tional space. The simulation was terminated after 105

function calls, and only the lowest energy conformation
was used for subsequent calculations. The average compu-
tation time for a simulation was 12 min on a 1.3 GHz
Athlon processor.

Mutant Stability Prediction
Database of Experimental Stability Changes for
1816 Single Point Mutants

A total of 3793 experimental ��G values of single point
mutants for which X-ray crystal structures are available in
the PDB and the pH lies in the range 5.0 � pH � 9.5 was
collected from the PROTHERM database52 and refs. 26,53–
62. Database errors, such as missing or incorrect PDB
entry names and ��G values and incorrect residue num-
bers, were corrected. The pH limits were chosen to be
outside the pKa values for isolated glutamic acid (4.1) and
lysine (10.5) side chains; however, no attempts were made
to calculate the pKa shifts or predominant protonation
states at the experimental pH value, which are particu-
larly important for histidine and cysteine as well as buried

residues that are charged in the denatured state. Data for
proteins that form stable multimers, such as ketosteroid
isomerase, or membrane proteins, such as FepA, were also
not included in the data set. In cases where more than one
measurement was available for the same protein and
mutation, the most recent one was used. Next, the amino
acid sequences for the proteins from the original PDB
entries were used to search for other proteins in the PDB
with identical sequences in the overlap region of the
alignment. The best resolution structures from this search
were then used for all subsequent modelling. All data for
which there was a break within two residues along the
chain in the X-ray structure were eliminated, as in the
geometry predictions described in ‘Single Mutant Struc-
ture Database of 2006 Pairs.’ The final data set contained
��G values for 1816 mutants and 81 proteins and is
provided as Supplementary Material. Half of these entries
(908) were then randomly selected for the training set to be
used for parameter fitting, and the remaining half com-
prised the test set to be used for validation.

RESULTS AND DISCUSSION
Mutant Geometry Prediction
Analysis of Conformation Prediction Results

The average RMSD values of the side chain atoms of the
mutated residue and surrounding residues, whose confor-
mations were sampled in the simulation, are given in
Table II. The average fractional SASA is also shown. This
quantity is calculated by dividing the SASA for the mu-
tated residue by the SASA of the same residue in an
extended conformation and surrounded by glycine resi-
dues. The SASA is defined by the center of a sphere of
radius 1.4 Å, the vdW radius of a water oxygen atom,
touching the vdW surface of the molecule. The averages in
Table II show that comparing the predicted geometry only
to X-ray crystal structures in which the mutated residue
has a low normalized B-factor, Bnorm � 0.1, significantly
improves the agreement between the conformations. Be-
cause the B-factors of surface residues are, on average,
larger than buried residues, this cut also reduces the
average fractional SASA. One might conclude that the
improvement in the prediction is due to the fact that there
are more buried residues in the set. However, if a cut is

TABLE II. Prediction Accuracy of Mutant and
Surrounding Residue Conformation for Entire Set of

Structure Pairs and Sets in which Mutated Residue has a
Normalized B-factor Less Than 0.1 or a Fractional SASA

Less Than 0.55

Set
Number of
Structures

Mutant
Residue

RMSD (Å)

Neighbor
Residues

RMSD (Å)
Fractional

SASA

All 2798 0.87 0.72 0.26
Bnorm � 0.1 2141 0.76 0.66 0.20
Fractional SASA

� 0.55
2436 0.84 0.70 0.20

The fractional SASA cutoff value was chosen such that the average
fractional SASA was the same as for the set with the B-factor cutoff.
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made by requiring that the fractional SASA be less than
0.55, a value chosen so that the average SASA is the same
as that for the B-factor cut set, the RMSD for both the
mutated residues and neighbor residues is higher. There-
fore the improvement in the agreement between the MC
geometry prediction and the X-ray crystal structure may
be attributed to the removal of structures for which the
mutated residue does not have a well-defined unique
conformation.

Next we compare the prediction accuracy for small to
large residue mutations and large to small mutations for
both buried and surface residues. Predicting conforma-
tional changes for small to large residue mutations was
expected to be more difficult. The analysis was performed
on the set with Bnorm � 0.1. Mutated residues in the
structure compared to MC simulation results that have
fractional SASA of less than 0.05 were classified as buried,
and the remainder were classified as surface residues.
These results are shown in Table III. By this criterion, the
set with all mutations has almost twice as many surface
exposed residues as buried ones, and, as expected, the
prediction results are more accurate for the buried resi-
dues. In other words, the structures in the set are biased
toward the more difficult to predict surface residue muta-
tions. Also large to small residue mutations are found to be
more accurate than small to large ones, based on the
neighbor residues RMSD. It is not meaningful to compare
the mutated residue RMSD, since alanine and glycine do
not have any conformational degrees of freedom that are
sampled in the MC calculation. However, the larger confor-
mational space available to large residues combined with
inherent errors in the energy function lead to reduced
prediction accuracy for the surrounding residues’ conforma-
tion.

Mutant Stability Prediction
Empirical Energy Function Fit to Stability Data
Using Predicted Mutant Conformations

Starting from the X-ray crystal structure of the native
protein, the mutated residue side chain was changed and
the same BPMC procedure described above for conforma-

tion prediction was used. Again, only the lowest energy
conformation was used to model the mutant protein.

Linear regression analysis without a constant term was
then used to fit the following empirical energy function to
the experimental data:

��Gcalc�X3 X�� � wel�Eel � wvwto��Evw � �Eto� � whb�Ehb

� wen�Een � whp�Ehp � EX�
U � EX

U (7)

with

�Ei � Ei,X� � Ei,X, i � �el,vw,hb,en,hp,to} (8)

representing the difference in the corresponding energy
terms between the predicted mutant structure and native
structure and X and X� the mutated residue types in the
native and mutant proteins, respectively. The electrostatic
(Eel), van der Waals (Evw), hydrogen bonding (Ehb) and
torsional (Eto) energies were calculated with the ECEPP/3
force field in internal coordinates using the boundary
element method63 with an internal dielectric constant of 4
and solvent dielectric constant of 78.5 for Eel. The trun-
cated van der Waals potential of eq. (2.5), with Evw

max � 4.0
kcal/mol for Evw, constant surface tension � � 12 cal mol�1

A�2 hydrophobic term (Ehp) and entropic term (Een) from
Abagyan and Totrov,41 as described in ‘Structure Predic-
tion using BPHC Optimization’ was employed. Een was
calculated using the experimental temperature or 300K if
unspecified. Only the interaction energy between the
mutated residue and the whole protein molecule was
calculated for the pairwise energy terms, Eel, Evw, and
Ehb, and only the contribution from the mutated residue
itself was included in Een, Ehp, and Eto. EX

U and EX�
U are

parameters that represent the unfolded state free energy
contributions of the native and mutated residues, respec-
tively. They depend only on residue type, and these 20
parameters are fit, along with the weight parameters wel,
wvwto, whb, wen and whp, in the regression analysis.

The energy function in eq. (7) was calculated using the
X-ray crystal structures for the native protein and the
conformations predicted by the BPMC simulations for the
mutant structures. Linear regression analysis was then
used to determine the parameters in eq. (7) that minimize
the RMSD between the calculated and experimental ��G
values. An arbitrary constant shift of the residue energies,
EX

U, in the empirical energy function was chosen so that
the lowest value was zero. The initial fit to the data yielded
a correlation coefficient of 0.79. Next, 22 outliers with
�residual� 	 3.1 kcal/mol (� 2.5�) were removed, and the
linear regression fit was repeated. The resulting fit had a
correlation coefficient of 0.82 and a standard deviation of
1.08 kcal/mol. The values and standard errors for these
best fit parameters are given in Table IV, a list of outliers
is given in Table V, and a plot of experimental versus
calculated ��G values for the training set is shown in
Figure 1(a). These best fit parameters were then used to
calculate ��G for the remaining 908 mutants in the test
set and compared to the experimental values. The covari-
ance between ��Gcalc and ��Gexp was 0.59, with a stan-
dard deviation of 1.28 kcal/mol. After removing 26 outliers

TABLE III. Prediction Accuracy of Mutant and
Surrounding Residue Conformation

Set
Surface or

Buried
Number of
Structures

Mutant
Residue

RMSD (Å)

Neighbor
Residues

RMSD (Å)

All buried 795 0.66 0.56
surface 1346 0.82 0.71

Large3 small buried 159 - 0.46
(non-AG3

AG)
surface 322 - 0.54

Small3 large buried 138 0.89 0.63
(AG3

non-AG)
surface 195 0.97 0.74

Data are divided by size of the mutated residues and the surface
accessibility of the original residue. Alanine and glycine are classified
as small residues, and residues with fractional SASA � 0.05 are
denoted as buried.
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with �residual� 	 3.1 kcal/mol, the covariance increased to
0.66 and the standard deviation was 1.10 kcal/mol. A list of
the test set outliers is shown in Table VI and a plot of
experimental versus calculated ��G values for the test set
is shown in Figure 1(b).

Training and Test Set Outliers

Many of the outliers in Tables V and VI whose ��G
values were measured using a chemical denaturant have
large differences of 11–151% between the slopes m appear-
ing in eq. (3) for the mutant and the native compounds.
Only values of m that differ by more than 10% are shown
in Tables V and VI. Theoretical and experimental evidence
suggests that such differences in m are due to differing
degrees of residual structure in the denatured state en-
sembles for the mutant and native proteins 32,64–66 which
may cause ��Gcalc to deviate from the experimental value,
since the former only accounts for the denatured state
implicitly through structure-independent parameters fit to
experimental data.

A higher proportion of outliers had native proteins with
disulfide bonds (21%) compared to the entire data set
(11%). In one case, that of the training set outlier 3LZT,
with mutation C94A, the mutated residue forms a disul-

fide bond in the native protein. Unless reducing agents are
added, disulfide bonds in the native structure remain
intact in the reversible denaturation experiments used to
measure ��G. This may cause the average environment of
nearby residues in the denatured protein to differ from

TABLE IV. Best Fit Parameters and Standard Errors for
the Empirical Potential of Eq. (7)

Parameter Value
wel 0.00297 � 0.00221
wvwto 0.105 � 0.00604
wen 1.33 � 0.206
whb 0.153 � 0.0271
whp 3.08 � 0.237
EA

U 0.958 � 0.0734
EC

U 0.859 � 0.255
ED

U 0.695 � 0.161
EE

U 1.10 � 0.172
EF

U 2.44 � 0.140
EG

U 0.0 � 0.104
EH

U 1.41 � 0.173
EI

U 3.06 � 0.111
EK

U 1.11 � 0.198
EL

U 2.65 � 0.117
EM

U 2.52 � 0.206
EN

U 1.21 � 0.172
EP

U 2.38 � 0.180
EQ

U 0.676 � 0.214
ER

U 2.19 � 0.239
ES

U 0.261 � 0.136
ET

U 1.18 � 0.117
EV

U 2.34 � 0.0913
EW

U 2.27 � 0.297
EY

U 3.16 � 0.164

The parameters were calculated using a linear regression fit to 886
experimental ��G values in the training set remaining after removing
the 22 outliers in Table V.

Fig. 1. Experimental ��G versus values calculated using eq. (7) with
the parameters in Table IV for (a) the training set of 908 mutants and (b)
the test set of 908 mutants. Outliers are shown with � symbols. The
experimental ��G values shown in (a) were used to fit the parameters in
eq. (7) (correlation coefficient of 0.82). Even though the experimental data
in (b) were not used in fitting the empirical energy function, they still had a
high covariance (0.66) with the predicted ��G values. A surprising yet
correctly predicted point with (��Gexp, ��Gcalc) � (10.98, 9.33) is not
shown in (b).
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residues of the same type in proteins without disulfide
bonds and thus cause large errors in the calculated values
of ��G, since the denatured state contribution to the
empirical energy function depends on residue type only.

Several of the outliers had either confirmed or probable
large changes in the backbone conformation of the mutant
protein. The predicted value of ��G would then be inaccu-
rate, since the calculation assumes that the backbone
conformations of the native and mutant proteins are
identical. Also, several of the mutant proteins in the
outliers were so unstable that the unfolded fraction was
more than 50% even in the absence of denaturant so
ammonium sulfate was added as a renaturant. It may be
difficult to extrapolate ��G to its value in pure water for
these measurements. In addition, some of the outliers had
large electrostatic interactions involving the mutated resi-
due and in one case a large pKa shift of a nearby side chain.
The large errors for these mutants is likely due to the
small value of wel, as discussed above. Finally two of the
test set outliers had ��G values that were calculated
using different relations than eq. (3), which may have
given different values.

Empirical Energy Function Fit to Stability Data
Using Both Native and Mutant X-ray Structures

X-ray crystal structures are available for both the native
and mutant structures for 137 (� 7.5%) of the experimen-

tal ��G values. A linear regression fit of eq. (7) was
performed using these structures in order to investigate
how much errors in the predicted mutant protein conforma-
tion affect the accuracy of ��Gcalc. Both the native and
mutant structures were first subjected to 104 steps of local
minimization using the same energy function as for the
geometry prediction. Next the energy terms described in
the previous section were calculated for the native and
mutant structures, and the parameters in eq. (7) were fit to
the experimental ��G values using linear regression
analysis. EW

U was not included, since there were not any
mutations involving tryptophan in the data set. The
correlation coefficient for the fit was r � 0.78, and the
standard deviation was 1.25 kcal/mol. These fit statistics
are essentially equal to those obtained in the fit to the
complete training set before removing outliers. This result
implies that, in the usual situation, in which X-ray crystal
structures for both the native and mutant proteins are
unavailable, the prediction accuracy is reasonably good,
even with a BPMC simulation prediction of the mutant
protein conformation.

Empirical Energy Function Fit to Stability Data for
Large Residue to Alanine Mutations

We also performed a fit to the empirical energy function of
eq. (7) to only ��G data for large residue (excluding glycine)
to alanine mutations. A fit to all such mutants in both the

TABLE V. Training Set Outliers with �Residual� > 3.1 kcal/mol

PDB Entry Mutation ��Gexp [Reference] ��Gcalc (Residual) Comments

2TRX D26A �3.7 [79] 0.127 (3.83) disulfide bond present; electrostatic destabilization of
native protein through pKa shift of Asp75

3LZT C94A 4.78[80] 0.506 (�4.27) residue forms disulfide bond in native protein; no
quantitative data in reference

1FVK H32Y �6.8 [82] �0.335 (6.47) nearby disulfide bond; possible electrostatic
interactions in native or mutant

1ART C401A �3.2 [82] 0.630 (3.83) mmutant � 3.87, mnative � 2.56
5PTI G12D 4.3 [83] 0.636 (�3.66) 3 disulfide bonds present; possible buried charged

residue in mutant
1DDS G121Y 0.2 [84] �3.26 (�3.46) mmutant � 2.16, mnative � 1.96; probable large

backbone movement
1FRD H42R �4.0 [85] 0.797 (4.80) mmutant � 2.7, mnative � 2.0
1HMK T29I �4.4 [86] �1.24 (3.16) 4 disulfide bonds present; mmutant � 2.6, mnative � 2.2
1HFZ Y103P 0.22[87] 6.43 (6.21) 4 disulfide bonds present; possible structural changes
1LVE V27bL �1.8 [88] 1.34 (3.14) disulfide bond present
1SHF E107L 3.02[55] �0.280 (�3.30) mmutant � 1.83, mnative � 1.50
1STN D95F 5.3 [89] 1.19 (�4.11) in loop; mmutant � 3.89 (lowest value), mnative � 6.60
1STN G107A 4.4 [90] 0.309 (�4.09)
1STN G55V 1.8 [91] 5.70 (3.90) mmutant � 5.89, mnative � 6.85
1STN L108A 5.8 [92] 2.49 (�3.31) mmutant � 5.27, mnative � 6.85
1STN L108G 7.2 [92] 3.88 (�3.32) unstable, ammonium sulfate added
1STN N100A 5.2 [91] 1.46 (�3.74) mmutant � 5.48, mnative � 6.85; unstable, ammonium

sulfate added
1STN V74S 5.4 [93] 2.24 (�3.16) unstable, ammonium sulfate added
1WEJ P30A 5.39[94] 1.50 (�3.89) mmutant � 0.70, mnative � 1.21
1HMT T40Q 4.38[95] �0.0120 (�4.39) mmutant � 5.3 (lowest value), mnative � 7.6
4LZM L66P 12.23[96] 6.88 (�5.35) mmutant � 1.708, mnative � 3.065
5PTI L29A �1.65[97] 2.57 (4.22) 3 disulfide bonds present; mmutant � 2.77,

mnative � 1.11

Units for ��G and m are kcal/mol and kcal/(mol M), respectively.
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training and test sets (635 values) yielded a correlation
coefficient of 0.85, which increased to 0.88 with a standard
deviation of 0.92 kcal/mol after removing 17 outliers with
�residual� 	 2.7 kcal/mol (� 2.5�). A plot of the experimental
versus calculated ��G values is shown in Figure 2.

The quality of this fit is significantly better than for the
fit to the training set data without outliers. This cannot be
explained by differences in the average relative SASA of
the mutated residue, since it is approximately the same for
the data with mutations to alanine as for the complete
data (0.28). One possible explanation for the increased
prediction accuracy is the reduced error in the coordinate-
dependent energy terms for the small alanine side chain.
As seen in the last section, even small errors in the X-ray
crystal structure atomic coordinates apparently leads to
errors in the energy function comparable to those for the
BPMC-predicted structures. However, there is no tor-
sional freedom, beyond a methyl group rotation, since
alanine and electrostatic and hydrogen bonding interac-
tions are essentially absent, thus reducing the error in
these terms.

Energy Component Weights in the Empirical Energy
Function

The values and uncertainties of the best fit parameters
in Table IV may be explained in terms of physical energy

Fig. 2. Experimental ��G versus values calculated using eq. (7) for
625 non-AG 3 A mutants. Outliers are shown with � symbols. The fit
correlation coefficient was 0.88 after removing outliers.

TABLE VI. Test Set Outliers with �Residual� > 3.1 kcal/mol

PDB Entry Mutation ��Gexp [Reference] ��Gcalc (Residual) Comments

3LZT K13D 6.7 [80] 0.942 (�5.76) 4 disulfide bonds present; no quantitative data in reference
1AKE G85V 2.4 [98] �1.39 (�3.79) probable large backbone movement and intermolecular

interactions
1B8E W19Y 6.91 [99] 1.51 (�5.40) disulfide bond present; nonstandard calculation of �GH2O

1A2P D75N 4.8 [100] 0.0845 (�4.72) buried salt bridge (Asp75-Arg83) in native; mmutant � 1.69,
mnative � 1.93

1A2P F7L 4.6 [101] 0.646 (�3.95)
1A2P T6P 3.08[102] �0.516 (�3.60)
3CHY D57A �3.3 [103] 0.879 (4.18) buried salt bridge Asp57-Lys109 in native; m unknown
1FMK Y136A �0.23 [58] 3.92 (4.15) ��G assumed independent of [GuHCl]
1LW9 M102K 6.9 [104] 1.32 (�5.58) buried charged residue Lys102 in mutant
1PUC P90G �1.33[105] 2.26 (3.59) probably large structural change
1QLP F51C �3.01[106] 2.57 (5.58) 2 disulfide bonds present; native and mutant may have

residual structure; m unknown
1SHF E107P 1.71 [55] 7.53 (5.82) mmutant � 1.77, mnative � 1.50
1SHF E107R 3.38 [55] �0.173 (�3.55) mmutant � 1.88, mnative � 1.50
1STN A132V 4.8 [91] 0.985 (�3.82) mmutant � 5.89, mnative � 6.85; unstable, ammonium

sulfate added
1STN A60V 2.8 [91] �0.542 (�3.34) mmutant � 6.03, mnative � 6.85
1STN G96V 3.7 [91] 0.114 (�3.59)
1STN L36I 3.1 [107] �0.202 (3.30)
1STN L38G 0.5 [90] 3.97 (3.47)
1STN P117G �1.6 [108] 1.55 (3.15)
1STN V104G 6.5 [92] 3.32 (�3.18) mmutant � 5.62, mnative � 6.85
1STN V74G 6.6 [92] 3.21 (�3.39)
1STN Y93A 6.5 [92] 3.26 (�3.24)
1STN Y93L 4.5 [93] 1.13 (�3.37) unstable, ammonium sulfate added
1YCC C102T �4.09[109] 0.0799 (4.17) mmutant � 1.79, mnative � 0.908
1HMT F16Y 3.44 [95] �0.267 (�3.71) mmutant � 1.51, mnative � 1.82
1HMT T40E 3.28 [95] �0.350 (�3.63) mmutant � 1.51, mnative � 1.82

Units for ��G and m are kcal/mol and kcal/(mol M), respectively.
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components and uncertainties in their values. The small
values of wel and wvwto, and to a lesser extent whb are
likely due to their sensitivity to small conformational
changes and the absence of Boltzmann-weighted conforma-
tional averaging. The electrostatic weight term, wel, is so
small compared to its standard error that it does not
appreciably contribute to the fit. The neglect of protona-
tion equilibria for ionizable residues and the simple electro-
statics model also contribute to this error. However, the
electrostatic energy appears to make a small but signifi-
cant contribution to ��G in the fit to data using mutant
protein structures described previously. In that case, wel

� 0.061, with a T-statistic p-value of only 6.2  10�7,
indicating that this value is significant. This is confirmed
by the fact that removing the electrostatics term causes
the correlation coefficient to decrease to 0.71 and the
standard deviation to increase to 1.40 kcal/mol. Even
though there is a cutoff on pairwise vdW energies, Evw is
large for many native and mutant conformations, so this
term’s weight must be decreased in order to reduce the
large errors in ��Gcalc that would result with a larger
weight. The weight whp effectively redefines the surface
tension parameter to be 37 kcal mol�1 Å�1.

Effects of Varying Experimental Conditions

Any differences in the experimental conditions for mea-
suring ��G, such as pH, temperature, and denaturation
method, may affect the measured free energy values. The
predominant charges of ionizable residues and hence the
electrostatic contribution to ��G depends on the pH. This
is unaccounted for in the energy function of eq. (7), since
residue charges are fixed at their value for an isolated
amino acid at pH � 7.0. Although the side chain entropic
term Een is evaluated at the experimental temperature,
the surface tension in Ehp is assumed to be temperature
independent. Including temperature dependence of the
microscopic surface tension would probably not signifi-
cantly improve the accuracy of this simple model for hy-
drophobic free energy. Evidence from several studies67–69

also indicates that free energy of folding measurements
may depend on whether thermal, urea, or GmCl denatur-
ation is used. This may be due to alteration of the
thermodynamic properties of the folded and denatured
states in the presence of high denaturant concentrations,
which affects the folding free energy extrapolated to zero
concentration using eq. (3). For example, GmCl, but not
urea, has a strong charge screening effect.

Contribution of Structure-Dependent Parameters to
the Stability Change Prediction

It is interesting to examine the relative contributions of
the residue energy parameters EX�

U , which are independent
of the folded protein structures, and the remaining struc-
ture dependent terms to the total ��Gcalc. If the structure-
dependent terms were unimportant, then the stability
changes could be accurately predicted without any struc-
tural information. The RMS ratio of the contribution of the
structure-independent terms to the contribution of the
structure-dependent terms for the training set fit was 1.09,

indicating that each set of terms contributes approxi-
mately equally. A fit to the training set without outliers,
using only the residue energy parameters, gave a consider-
ably lower correlation coefficient of 0.61 and a higher
standard deviation of 1.40 kcal/mol. This further confirms
the importance of including physical energy terms and
quantities depending on the mutated residue’s structural
environment in the empirical energy function in order to
obtain an accurate stability change prediction.

Predicting the Stabilization Effect of Mutations
Without Structure

It is useful to also predict protein stability changes even
when atomic level structural information is unavailable
for the protein under study. A simple energy function,
��G � EX� � EX for the mutation X 3 X�, was fit to the
entire data set excluding outliers (1768 values) for this
purpose. This data set was then divided into those with
buried mutated residues (native residue fractional SASA �
0.05; 399 values) and the remainder with surface exposed
mutated residues. The results of fitting the residue energy
parameters EX to these data sets are given in Table VII. A
graph of the best fit parameters for the buried and surface
mutated residues is also shown in Figure 3.

The correlation coefficients (standard deviations) were
0.71 (1.21 kcal/mol), 0.55 (1.15 kcal/mol), and 0.57 (1.18
kcal/mol) for the buried residue, surface residue and
combined sets, respectively. As expected, these fits have
larger errors than those using the empirical energy func-
tion of eq. (7) that includes conformation dependent terms.
Because ��G values are, on the average, of lower magni-
tude for surface residues, the standard deviation of the fit
to surface residue data is smaller than that for the buried
residue data, even though the correlation coefficient is
lower. The standard errors in energy parameters for
hydrophilic residues such as R, K, and Q are large in the fit
to the buried residue set because of their relative scarcity
in protein interiors (only 2, 3, and 4 ��G values, respec-
tively).

The stability change of a point mutation may be pre-
dicted using the parameters in Table VII when no detailed
structural information is available. Of course, if an X-ray
crystal structure is available, the empirical energy func-
tion of eq. (7) will yield a more accurate prediction. The
relative values of the residue parameters are qualitatively
similar for buried and surface residues, except for isoleu-
cine, leucine, and methionine, which are more stabilizing
on the surface. This is probably due to steric constraints on
buried residues with large side chains. Residues with
small side chains, glycine, serine, and alanine, are the
most destabilizing. Comparison with the EU parameters in
Table IV reveals that the destabilizing effect of alanine
depends on its structural context since EA

U is considerably
higher than EG

U and ES
U. The most stabilizing amino acids

are tyrosine, isoleucine and leucine. This is in agreement
with their high frequency of occurrence in � sheets70. This
same paper also found glycine, the most destabilizing
residue in our study, to be one of the most destabilizing
residues in �-sheets. Stabilization of the denatured state
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from increased backbone solvation71 and larger backbone
entropy for glycine as compared to other residues72,73 may
explain its destabilizing effect.

Zhou and Zhou74 describe a similar least squares fit of
conformation-independent residue energy parameters to
1023 experimental ��G values, but only for large to small
residue mutations. Although the seven most destabilizing
residue energy parameters agree in rank with our results,
there are considerable differences in the order of the most
stabilizing residue parameters. For example, the most
stabilizing residue in Zhou and Zhou74 is tryptophan,
whereas it is the fifth most stabilizing residue in our fit.
This difference may be due to the large variance in EW

because of the small number of ��G values for this
residue. Also, the most stabilizing residue from our analy-
sis, tyrosine, is only the fifth most stabilizing in their
study, and the second most stabilizing residue in their
study, phenylalanine, is only the seventh most stabilizing
residue in our fit. The magnitudes of residue energy
parameters in their paper are also generally larger than
for our parameters. As the values in Table VII demon-
strate, residue energy parameters are larger in magnitude
for buried residues, so this difference may be caused by a
larger bias in their set towards buried residues, perhaps
because of the neglect of small to large mutations. Zhou
and Zhou74 also demonstrated a strong correlation be-
tween residue energies and the corresponding octanol-
water transfer free energies for hydrophobic but not
hydrophilic residues. We also find a strong correlation for
hydrophobic residues (r � 0.96) and effectively no correla-
tion for hydrophilic residues (r � 0.048). Furthermore, the
correlation is slightly higher for buried residues (r � 0.99)
than for surface residues (r � 0.96), and the magnitude of
the slope is closer to one for buried residues (0.77) than for
surface residues (0.37). Because surface residues are not
completely desolvated, the contribution of the solvation
free energy should be smaller, and consequently the
regression slope should be lower. Almost complete solva-
tion of the mutated residue in the denatured state, com-
bined with the relatively homogeneous environment of the
protein interior for a hydrophobic residue, after thermal
averaging, may explain the high correlation of buried

Fig. 3. Residue stability parameters, EX, for buried and surface
mutated residues. Parameter values are shown in Table VII. The change
in the folding free energy, ��GX3X�, can be calculated as EX� � EX.

TABLE VII. Structure Independent Residue Stability Parameters and
Their Standard Errors From a Fit to ��G Data Without Conformation

Dependent Energy Terms

Amino Acid

Residues

buried surface all

A 4.28 � 0.112 1.75 � 0.0455 2.21 � 0.0439
C 3.17 � 0.426 1.52 � 0.277 1.75 � 0.235
D 3.75 � 0.462 1.26 � 0.140 1.67 � 0.142
E 1.79 � 0.682 0.647 � 0.115 0.962 � 0.124
F 1.25 � 0.294 0.711 � 0.120 0.862 � 0.115
G 5.28 � 0.250 2.15 � 0.0762 2.62 � 0.0774
H 3.66 � 0.766 0.972 � 0.162 1.38 � 0.170
I 1.58 � 0.172 0.0616 � 0.132 0.251 � 0.107
K 2.27 � 1.07 1.06 � 0.107 1.44 � 0.117
L 1.48 � 0.184 0.160 � 0.129 0.300 � 0.107
M 2.54 � 0.488 0.131 � 0.247 0.670 � 0.227
N 2.80 � 0.631 1.12 � 0.161 1.47 � 0.167
P 2.40 � 0.505 1.33 � 0.167 1.58 � 0.167
Q 3.15 � 0.956 1.27 � 0.152 1.63 � 0.163
R 1.56 � 1.30 0.512 � 0.163 0.867 � 0.175
S 3.73 � 0.264 1.78 � 0.140 2.18 � 0.127
T 3.23 � 0.239 0.862 � 0.107 1.34 � 0.101
V 2.10 � 0.124 0.680 � 0.102 0.800 � 0.0812
W 0.738 � 0.610 0.662 � 0.296 0.697 � 0.274
Y 0.0 � 0.326 0.0 � 0.139 0.0 � 0.132

Parameters were fit to three data sets: all data without outliers (1768 values), data with
buried mutated residues (399 values) defined by fractional SASA � 0.05, and data with
surface mutated residues (1369 values). The correlation coefficient for the fit to all ��G
data, 0.57, is worse than that presented in Table IV, 0.82. The arbitrary constant shift of
the parameters is chosen so that the lowest value is zero.
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hydrophobic residue energies with octanol-water transfer
free energies. On the contrary, the interior environment
for a buried hydrophilic residue is likely heterogeneous,
even after thermal averaging, due to conformation-
dependent short-range electrostatic and hydrogen bonding
interactions with nearby atoms.

The frequencies of residue substitutions in thermophile
proteins versus their mesophile homologues is also corre-
lated with residue stability differences.75–78 This is be-
cause evolutionary selection is thought to favor stabilizing
residue substitutions in order for thermophile proteins to
function at higher temperatures than their mesophile
counterparts. The most common substitution in meso-
philes compared to thermophiles,77 K 3 R, supports this,
since it is also stabilizing according to the parameters in
Table IV. It is interesting that McDonald et al.77 also found
that serine, one of the most destabilizing residues found in
our study, had the lowest substitution asymmetry. Since
both lysine and arginine are charged residues that usually
occur on protein surfaces, the effects of structural context
may be small, thus making K 3 R substitutions a good
choice for engineering a more stable protein.

Future Directions

A straightforward extension of this method would be to
apply it to calculating the binding free energy of protein–
protein complexes, as was done in Zhou and Zhou74 and
Guerois et al.26 It would also be interesting to use our
method to calculate the stability changes due to multiple
point mutations, particularly for neighboring mutation
sites in which the residues strongly interact and an
all-atom representation of the surrounding side chains is
important. However, as the number of mutation sites
increases, the prediction error would increase correspond-
ingly. Although we validated the method using only mono-
meric proteins, it could also be applied to multimeric
proteins by using the structures of the native protein
complexes.

A number of improvements to the method are possible to
increase both its speed and accuracy. First, rather than
using a fixed number of MC steps for each simulation, the
relation between the number of free torsion variables and
the number of MC steps necessary to achieve convergence
could be estimated and used to reduce the average compu-
tational time. Also pKa shifts of ionizable side chains could
be calculated and the contribution of protonation equilib-
ria included in the free energy calculation. This, along with
conformational averaging, may increase the accuracy of
the electrostatic and vdW terms and thus give a more
accurate ��Gcalc. In addition, other terms representing,
for example, secondary structure type or cavity size, could
be added to the energy function to improve its accuracy,
although care must be taken to maintain the manifest
symmetry of the empirical energy function under ex-
change of the native and mutant residues. Finally, allow-
ing limited backbone flexibility in certain regions, such as
in loops, may improve the mutant conformation prediction.

CONCLUSIONS

In this paper, we (1) presented an algorithm to predict
mutant geometry, (2) showed how use this geometry for
improved stability prediction and (3) derived the rules to
predict the stabilization effects of mutations without any
structures.

Comparison of predicted structures for 2141 single point
mutants to X-ray crystal structures demonstrated that
short BPMC simulations yield reasonably accurate confor-
mations. As expected, predicted geometry was less accu-
rate for small to large mutations, surface residues and
residues with high B-factors. The prediction of the mutant
geometry is important, since an X-ray crystal structure is
usually unavailable, and we found that about half of the
contribution to the predicted ��Gcalc is from structure-
dependent energy terms.

An empirical energy function containing both physical
energy terms for the folded state conformation and residue
energy terms for the unfolded state was fit to half of a large
set of 1816 experimental ��Gcalc values using the X-ray
crystal structure of the native protein and the predicted
structure of the mutant protein. Even with the inclusion of
the more difficult small to large mutation data, the prediction
accuracy was approximately 1 kcal/mol. Furthermore predic-
tions for the remaining half of the data using this energy
function demonstrated its transferability. Most outliers had
either large differences in the slope, m, of eq. (3), attributable
to differences in the native and mutant protein denatured
states, disulfide bonds that constrain the denatured state
conformations, or large backbone conformational changes.
The strongly conformation-dependent electrostatic energy
term, and to a lesser extent the vdW and hydrogen bonding
terms, had small weights, probably due to the large variance
in their predicted values.

A simple, conformation-independent energy function con-
sisting of residue energies was also fit to the entire set of
experimental ��Gcalc values without the outliers. Although
the fit accuracy is lower than for the complete empirical
energy function, these values should be useful in suggesting
stabilizing mutations when no structure is available. Resi-
dues with small side chains, glycine, alanine and serine, were
the most destabilizing, and tyrosine, isoleucine, and leucine
were the most stabilizing. We also found that the residue
energies for hydrophobic residues are strongly correlated
with octanol-water transfer free energies, whereas the resi-
due energies for hydrophilic residues are not, in accordance
with the results of Zhou and Zhou74. However, the depen-
dence is weaker (i.e. the magnitude of the slope smaller) for
surface residues. The residue energies also predict that the
residue change K 3 R is stabilizing, in agreement with its
high frequency of occurrence in aligned mesophile and ther-
mophile protein homologues.
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