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ABSTRACT

Existing multi-channel protocols have been demonstrateibnif-
icantly increase aggregate throughput compared to stigdenel

protocols. However, we show that despite such improvemiants

aggregate throughput, existing protocols can lead to flavwation
in a multi-hop network, a phenomenon that also occurs withlsi
channel protocols. In this paper, we devise Asynchronoui-Mu
channel Coordination Protocol (AMCP), a distributed mediac-
cess protocol that not only increases aggregate throughiinore
importantly, addresses the fundamental coordinationlpnab that
lead to starvation. Based on AMCP’s counter-starvationfraec
nisms, we analytically derive and experimentally validateap-

proximate lower bound on the throughput of any flow in an arbi-

trary topology. We also demonstrate that AMCP can delivgmi§i

icantly higher per-flow throughput than both IEEE 802.11 erd
isting multi-channel solutions. In addition to its perfante prop-
erties, AMCP is both simple in that it operates using the ftives

of IEEE 802.11 DCF, and cost-effective in that it require$yamn
single half-duplex transceiver and no infrastructure supp
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1. INTRODUCTION

Distributed CSMA-based random access protocols such & IEE
802.11 DCF are well known to produce unfairness or even flow

starvation when applied to multi-hop wireless networkse Tirain
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reason is that in multi-hop settings not all transmittes \&ithin
range of each other and hence may have a different view of the
channel state.

Starvation can be addressed by appropriately schedulieg-in
fering transmissions over multiple orthogonal channatsleed, if
every node were equipped with a large number of channels and
transceivers, the access problem would be eliminated amdast
tion would not occur. However, most commercially availalvlee-
less cards have a single transceiver and support a limitetheu
of orthogonal channels.

Scheduled access methods [7, 16, 19, 25, 27, 29, 31] cantepera
under transceiver and channel constraints and can addeega-s
tion by coordinating transmissions across multiple chin(ee it
time slots, frequency bands, or spread spectrum codes) apan
timal manner. However, such techniques typically requicbal
knowledge of topology and traffic requirements as well asesom
form of infrastructure support: either global time slot slgroniza-
tion (TDMA) or pre-distribution of codes (CDMA). Such opera
tional requirements cannot be easily supported in theiloligad ad
hoc network setting.

In this paper we utilize multiple channels to mitigate stdion
under the constraint of a single half-duplex radio at eaaerand
the absence of centralized knowledge or infrastructurpatipOur
solution, called Asynchronous Multi-channel Coordinat®roto-
col (AMCP), uses the simple distributed access primitifdE&E
802.11 DCF and provides analytical minimum rate guarantee f
each flow in the network. Despite its simplicity, AMCP is dpsd
to address the root cause of starvation of CSMA protocolmigle-
channel multi-hop wireless networks as well as the dualdioar
tion problems that arise by the introduction of multiple whels.
While previous multi-channel MAC protocols [1, 2, 18, 24, 36]
have been shown to increase aggregate network throughputlo
not provide mechanisms that prevent starvation in mulg-ire-
less networks. We show that without proper coordinatiorrarig-
missions, the aggregate throughput may increase with thieu
of channels, but certain flows may still receive zero thrgugh

We first present that starvation in single-channel CSMAayst
arises due to misaligned transmissions, which either catiss-
mitter of a flow to defer through carrier sense for extendeteti
periods, or cause collisions at the flow's receiver. Multaanel
wireless technologies have the potential to address si@mvhy
moving the misaligned interfering transmissions to défgrchan-
nels. Still, achieving this goal is challenging, espegialthen each
node can transmit or receive on only a single channel anddink
a time. Although packets can be transmitted on differentobbs,
transmissions in a multi-channel system are still not a&éyrThis
results in the following generic multi-channel coordioatiprob-
lems: 1) Control packets sent on a certain channel fail torinf
neighboring nodes currently communicating on a differé@nmel
and 2) Control packets intended for a certain receiver mipda
cause the receiver is currently on a different channel. &lpesb-



lems may also lead to starvation if not addressed apprefyiat

In light of the above coordination problems we revisit theiba
design principles of multi-channel MAC protocols. A fundamtal
design choice is whether to use a dedicated control chantralns-
mit both control and data information on all channels. AMGP u
lizes a dedicated control channel to address both singarei and
multi-channel coordination problems and effectively ék¢e star-
vation in a multi-hop wireless network. To combat the baoitiek

based access is used in a multi-hop environment. Here we illu
trate these coordination problems that cause starvationgh two
characteristic examples.

Information Asymmetry (1A). The IA problem arises when the
senders of two contending flows are not within radio range and
have an asymmetric view of the channel state. Fig. 1(a) isxan e
ample topology of the IA problem ([3]), where the transmitBof
flow Bb is within radio range of the receiver of flow Aa not in

caused by the control channel, we compute the maximum numberrange of transmitteA. If both flows are backlogged, flo®b will

of data channels that can be supported by the control chasresl
function of the protocol parameters. This allows one to ¢jtean
tively perform appropriate sizing on the control channgdazity.

Next, we derive an approximate lower bound on the throughput
of any AMCP flow in an arbitrary topology. The basic technique

is to construct a hypothetical, low-throughput scenariahencon-
trol channel and to model the impact of the aggregate chédmupel
ping pattern of the interfering flows. The lower bound dezeod
system parameters and the number of interfering nodesnatitiei

neighborhood of each flow. Therefore, it can be computedgusin

only local information.
Through extensive simulations we demonstrate the praseofi

receive significantly higher throughput than flota. This is be-
cause the transmitté® of flow Bb knows exactly when to contend
for the channel (through the control packets sent by thewecef
flow Aa). On the other hand, senddrcannot sense the activity
of flow Bb and has to discover an available time slot only through
random back-off. Since for efficiency purposes the ratio athd
transmission interval to the idle slot size is usually langest of
these random attempts occur during the transmission of Bow
and result in collisions at receiver. Repeated collisions trigger
timeouts at sended, which repeats doubling its contention win-
dow. As a result, the collision probability of flowa is close to 1,
while the collision probability of flowBb is close to 0. Figure 1(b)

AMCP in both single-hop and multi-hop networks. We show that shows the channel state experienced by flow

the throughput achieved by AMCP can approach the approgimat

lower bound in highly congested contention regions whilendgpe
much higher in multi-hop scenarios. We design experimenitso:
late and expose each fundamental single- and multi-chawoet

dination problem and show how AMCP addresses the issue and

describe why existing multi-channel solutions do not. As @M
switches channels at packet level, we evaluate via sinonlsitihe
performance degradation of AMCP due to channel switchitayde

The remainder of the paper is organized as follows. In Sectio

2 we present the coordination problems that result in stiarvan
single channel systems, then point out the issues involveehw
multiple channels are used to address starvation. In $eBiimd 4
we present and analyze AMCP. In Section 5 we evaluate thermperf
mance of AMCP through simulations. Related work is discdisse
Section 6 and Section 7 concludes.

2. MOTIVATION AND PROTOCOL DESIGN
ISSUES

In this section, we first present Information Asymmetry (b&d
Flow-in-the-Middle (FIM), two coordination problems thhave
been shown to cause starvation in single-channel CSMA #hafti
wireless networks [12]. We then show that multiple chanwels
be used to address starvation and compare two broad cldss®es o
lutions. Then we study two generic coordination problenheient
in a multi-channel system, namely the Multi-Channel Hidden-
minal problem identified in [30] and the Missing Receiverlgem
which we identify in this paper. These multi-channel copation
problems manifest in both classes of solutions and may qaerse
formance degradation if not addressed properly.

2.1 Starvation in CSMA single-channel multi-
hop wireless networks

When all transmitters are within range of each other it can be

shown that CSMA protocols provide fair access opportusitie
all flows. Unfortunately, in a multi-hop topology where ndt a
nodes are within range of each other, such protocols do mfutrpe
well, even if coordination enhancements such as RTS/CT8alon
packet exchanges [3] are used. More specifically, througtiisu
tributions arise in which a few flows capture all bandwidthilerh

many other flows get very low or even zero throughput. Suah sta

vation phenomena are not merely due to having a differentream
of contenders for each flow, which is natural in a multi-hopdie

ogy; rather, they are due to coordination problems when CSMA
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(b) Flow activities: FlowBb does not experience colli-
sions. The random attempts of nodeo find an idle in-
terval within the transmissions of flo®b result in RTS
failures and exponential back-off.

Figure 1: Information Asymmetry (IA) example

Flow-in-the-Middle (FIM). The FIM problem arises when the
sender of a flow senses the activity of neighboring nodesateat
not within range with respect to each other. This behavial-is
lustrated in the three-link scenario of Fig. 2. If all flows drack-
logged, the middle flowBb will receive very low throughput, while
the outer flows fa and Cc) will receive maximum throughput.
This is not due to high loss probability, but rather to thekla¢
transmission opportunities for the middle flow. More speaifyy,
when one of the outer flows (say flota) captures the medium,
the transmitter of the middle flowb will sense and defer but the
transmitter of the other outer flo@c will continue contending and
initiate transmission. When flowta ends transmission, it will con-
tend and initiate transmission, while flo®b now defers due to
flow Cec. Fig. 2(b) shows that the misaligned concurrent transmis-
sions of the outer flows may be sensed by the transnfitef the
middle flow for extended periods of time. The middle flow has a
chance to access the medium only wibeth outer flows are in the
back-off phase (the vertical lines interval in Fig. 2(b))nfortu-



nately, such occurrences become increasingly rare edpesahe
ratio of data transmission interval to the back-off intémareases.
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(b) Channel activity sensed by the middle
flow.

Figure 2: Flow In The Middle (FIM) example

Both IA and FIM problems are not specific to the 802.11 DCF
access mechanism. They are generic coordination probleats t
arise due to the asymmetry of the multi-hop topology and dtled
use of carrier sense. In a general topology the starving feoyps-
rience the combined effect of both IA and FIM problems andrthe
throughput may even reach zero. For an analytical modebofat
tion phenomena in single-channel CSMA multi-hop netwosles
[12].

For convenience, in the rest of the paper we use the term “ad-
vantaged flows” to refer to flows with geometry advantagel{as
flow Bb in Fig. 1(a) and the outer flowda andCc in Fig. 2(a))
and the term “disadvantaged flows” to refer to flows with getsyne
disadvantage (such as flav in Fig. 1(a) and flowBb in Fig.
2(a)). We also maintain the convention of using capitakletbr
the transmitter and lowercase letter for the receiver of é@ev.

2.2 Starvation avoidance through multiple chan-
nels

In both the IA and FIM starvation scenarios, the disadvaedag
flow is unable to identify an idle interval because transioissare
generally misaligned and their durations are much largan the
back-off interval.

Clearly, starvation would be eliminated if all transmissiac-
curred on orthogonal channels. Potential solutions candssie
fied into two approaches, as exemplified in Fig. 3 for the cdse o
two flows. In the first approach, the entire transmissionlitic
ing control and data transmissions) of each flow is schedoited
different channel (Fig. 3(a)). The reason this approachavenid
starvation is straightforward: an advantaged flow will niairge a
disadvantaged flow because they both transmit on differean-c
nels. In the second approach, control packets are traeshatt a
separate control channel and data packets of different toavdis-
tributed to different data channels (Fig. 3(b)). This apgioalso
alleviates starvation: as the data packets have moved feratit
channels, contention occurs only on the control channebdsst
short control packets, whose length is comparable to thk-bfic
interval.
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Figure 3: The use of multiple channels to address starvation

Each approach has its advantages and disadvantages. Hme adv
tage of the first approach is that it does not require the @aatiof a
dedicated channel for control messages and can potengalice
the contention between the advantaged flows and the dis@dyeh
flows to zero. However, it can lead to logical partition whexe
nodes within range are unable to communicate. This is afsigni
icant challenge, especially when a node has only one travesce
and can only transmit or listen to one channel at a time. Irséwe
ond approach nodes immediately return to the control cHaxfites
finishing their data transmissions. The advantage of thisagth
is that nodes have a common channel (but not time) reference t
coordinate their transmissions. The downside is that acdesti
control channel introduces overhead, which can be signififés
capacity is not appropriately designed.

2.3 Multi-channel coordination problems

Regardless of the solution approach, it is challenging todie
nate transmissions over different channels in an asynolset-
ting where each node has a single radio transceiver. Tragagms
occurring on different channels can still be misaligned. eWla
node communicates on a channel, it is not aware of the state on
other channels. Hence, when it finishes communication it atay
tempt to exchange information with its neighbors while tleeg
currently on other channels. To design an efficient protacel
must be able to accurately characterize this lack of coatitin.
We investigate two generic coordination problems, classifiith
respect to their effect on the intended actions of controkpts.

In theMulti-channel Hidden Terminal Problem, control pack-
ets sent on a certain channel fail to inform neighboring reoder-
rently communicating on a different channel

An instance of this generic problem was first identified in][30
To illustrate this problem we use a “naive” protocol that &raight-
forward extension to IEEE 802.11 DCF for a multi-channetisgt
The RTS/CTS control packets are exchanged on a dedicatémicon
channel and reserve data channels for data packets. Nddes re
to control channel immediately after they finish their dagasmis-
sions.

Now we consider again the two-flow topology of the IA scenario
in Fig. 1. In this example, we assume that the protocol operat



with two data channels. As shown in Fig. 4, a control packet ex
change of disadvantaged flahs may occur when the advantaged
flow Bbtransmits on data channel 2. Suppakeselects data chan-
nel 1 and initiates a transmission. When flelw transmits, flow
Bb will return to the control channel. Since it has not heard the
reservation of FlowAa, it may select data channel 1. In this case,
flow Aa will experience a collision, while the transmission 8
succeeds. Flowda can be starved if there are many advantaged
flows within its radio range.
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Data Channel 2 i

DATA(B)+ACK(b)

DATA(A)+ACK(a)
Data Channel 1 | x t

RTS(AI:’EI’S(a)RTS(B)C:TS(b)
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Figure 4: The Multi-Channel Hidden Terminal Problem.

Although in this example we used a naive protocol where all
control messages are exchanged in a dedicated control ehdnn
is evident that the problem is also present when control agess
are transmitted on different channels. The multi-chanmeddn
terminal problem limits the ability of control packets tabk in-
terfering flows. If no proper measures are taken it may reaault
very poor performance.

TheMissing Receiver Problemarises whemontrol packets sent
on a certain channel to access an intended receiver fail beeshis
node is currently on a different channel (acting either amsmitter
or receiver)

To illustrate the problem, we consider the simple threeensk-
nario of Fig. 5, where nodél transmits to nodeB and nodeB
transmits to node&”. We first consider the naive protocol version
where all control messages are transmitted on differentra¢la. In
Fig. 5, an access attempt dffor B on channel 1 will fail if B is
on channel 2. Then nodé will perform random back-off and retry
on channel 1. Unless proper measures are taken, this pratilem
cause large packet delay for floB and decrease its throughput.

A Channel 1 B Channel 2 c

O e ) (@]

Figure 5: Missing Receiver Problem.

The problem also persists with a protocol that separatesahe
trol channel from data channels. Suppesstarts contending for
B andB starts contending faf' on the control channel. As long as
one of them wins the contention, the other node will be abkyto
chronize and resume contention at the end of the data tras&mi
Unfortunately, synchronization is lost when the nodes talavn
simultaneously. In this case, both nodes will not be ableear h
each other's RTS while they transmit. Therefore the RTS ff@m
to C succeeds, while the RTS frorh to B fails. After this point,
node A will try to discover nodeB using random back-off. This is
difficult to occur sinceA will need to find a short interval wher8
returns for its own back-off on the control channel. It is mbkely
for B to contactA when it contends in the control channel for the
next packet forC. In this case,A synchronizes with the end of
transmission ofB but it will already have a large back-off interval
and will not be able to compete fairly fd. Hence flowAB will
starve if no proper measures are taken.

It is evident that similar inefficiencies arise in the othersion
of the Missing Receiver Problem, where ndéects as receiver on
link BC.

Note that the Missing Receiver Problem does not exist inglesin
channel system becaugecan carrier sense the data transmissions
of B and immediately defer until the end &fC transmission.

3. ASYNCHRONOUS MULTI-CHANNEL CO-

ORDINATION PROTOCOL (AMCP)

We first illustrate the basic principles of AMCP and then pres
its implementation. Finally, we show how it addresses thdtimu
channel coordination problems.

3.1 Overview

Following the second approach of Section 2.2, AMCP uses a
dedicated control channel on which nodes contend to reskatee
channels by exchanging RTS/CTS packets according to S@XEL
Upon successful control packet exchange, both the sendethan
receiver switch to the reserved data channel, denoted, tand
transmit a data packet. After a data packet is successfalhst
mitted on channet, the sender and receiver return to the control
channel and set all channels as unavailable exeepthey may
contend for data channelimmediately or contend for other data
channels after the timers of these channels expire.

The RTS/CTS control packets serve a dual purpose: first, they
aid two link endpoints to negotiate on commonly availabléada
channels; second, they inform neighboring nodes to setuibe o
heard data channels piggy-backed in RTS/CTS as unavailable
an entire data transmission interval. However, a node eagihg
an RTS/CTS will not always defer for the entire data transioig
under certain conditions, it may initiate contention aftez over-
heard RTS/CTS.

The exact deferring rules (described in Section 3.2) implem
an efficient coordination scheme where nodes stay on theatont
channel long enough to learn about which channels to compete
while at the same time not always waiting for the entire datzkpt
transmission, thus increasing throughput. We proceed gorithe
the exact protocol operations.

3.2 Protocol Description

3.2.1 Structures and variables

We assume one control channel aNddata channels, indexed
from 1toN. All channels are orthogonal with respect to each other.
Each node has a single transceiver, hence it can eitheniitaos
listen, but not both. Also it can listen to or transmit on oharmnel
at a time. To execute AMCP, each node maintains the following
structures and variables:

e Alocal N-entryChannel TableEach table entry corresponds
to a data channel and consists of a bit ca#ledil_bit indicat-
ing channel availability, and a timer calledail_timer indi-
cating the remaining time a channel is not available. Each
time the channel becomes unavailabédil_bit = 0), its
timer is set to expire after a data transmission durationeitVh
the timer expires, the corresponding channel becomes avail
able @vail_bit = 1). By default, when a node joins the net-
work all its avail_bits are set to zero.

e An integerprefervariable takes values from 0 f§. If non-
zero, this variable indicates that a node prefers to compete
for the data channel indexed pyefer. If zero it indicates no
preference.



3.2.2 Reservation/transmission cycle

Initially all nodes reside on the control channel. We nowctiee
the protocol actions that occur when nadiédas a packet intended
to nodea. We denote a neighboring node 4for a as nodeC.

Step 1: Channel selection. Node A selects a data channel by
inspecting its channel table. Among the available data rwbian
the channel indexed byreferis selected ipreferis non-zero and
available. Otherwise one of the available data channetidamly
chosen. If no data channel is available, the node waits anyilof
theavail_timers expires.

Step2: Channel contention.Suppose that data channels se-
lected. NodeA inserts the index to its RTS packet and contends
on the control channel using the 802.11 DCF CSMA/CA mecha-
nism. In AMCP, a control channel’s NAV interval expires at gnd
of a RTS/CTS transmission, rather than the end of a DATA/ACK
transmission as in IEEE 802.11.

Step 3: Channel negotiation. When nodeu receives the RTS
packet, it inspects the status of chanmeh its channel table. If
x is available, node replies toA with a Confirming CTSacket
containing indexz. Then, it switches to data channelnd waits
for a DATA packet. If channet is not available, node replies to
A with aRejecting CT$acket containing index 0 and a list of its
available data channels, and remains on the control channel

If node A receives a Confirming CTS, it switches to channel
and transmits the DATA packet to If A receives a Rejecting CTS,
it randomly selects a channel available in both its charatgétand
the channel list included in the CTS packet, then it insérsndex
of this channel in a RTS packet and begins a new contentide cyc
on the control channel.

Step 4: Data transmission. Upon reception of the DATA
packet, nodex responds with an ACK on data channel then
switches back to the control channel. Upon reception of t6& A
packet, A also switches back to the control channel. The packet
transmission has completed successfully.

Step 5: Setting channel availability. After A returns to the
control channel it sets ifsrefervariable tar; A also sets thavail_bit
unavailable and staressail_timerfor all other data channels except
. Nodea sets itsprefervariable andChannel Tablén the same
way. NodeA restarts step 1 if there is a packet in its transmission
queue.

We note that errors in the transmitted control and data packe
handled with timeout mechanisms similar to 802.11. If a tote
occurs while a node resides on a data channel, the nodeseturn
the control channel, sets iefervariable to 0, sets thavail_bit
unavailable and startsvail_timer for all data channels.

3.2.3 Overhearing nodes’ deferral rules

Let C be a neighbor of eithed or a. WhenC overhears an RTS
packet, it first updates its channel table by settinguitsil_bit(x) =
0 and setsavail_timer(z) to expire at the end the full data packet
transmission (for a duration equal to CTS + DATA + ACK). When
nodeC hears a Confirming CTS, it sets i&wvail_bit(z) = 0 and
startsavail_timer(z) in the same way. When it hears a Rejecting
CTS, no action is needed. Note that this deferring rule ig with
respect to channel. NodeC' can compete for other available chan-
nels after deferring for the duration of an RTS/CTS exchange

There is only one exception to the above deferring rules. Whe
C wants to transmit tod and hears an RTS from, intended taz,
it will defer until the end of the entire transmission of flobw, and
set its contention window size to the minimum value. Sinhylar
whenC wants to transmit ta and hears a CTS from intended
to A, it will defer until the end of the entire transmission of flow
Aa and set its contention window size to the minimum value. This
scheme provides an opportunity fétrto address the Missing Re-
ceiver Problem.

3.3 IAddressing multi-channel coordination prob-
ems

To present how AMCP solves the coordination problems de-
scribed in 2.3, we consider the topology in Figure 1(a) angbese
there are 2 data channels and 1 control channel.

Multi-channel Hidden Terminal Problem. Consider again the
Multi-channel Hidden Terminal Problem example of Fig. 4c&e
that when flowBb arrives on the control channel duriodn trans-
mission on data channel 1, it does not have sufficient infaoma
about the state of channel 1 because it has not heard the RES/C
packet of flowAa while transmitting its own data packet on data
channel 2. If it selects channel 1 it will cause a collisiorthe
disadvantaged flowa.

Under AMCP, node B sets channel 1 as unavailable and sets a
timer to expire after the duration of a RTS/CTS/DATA/ACKIisa
mission (as specified in step 5 of protocol operations). Niode
channel 1 may or may not actually be available, but node Bisets
to unavailable, precisely because it does not have thisrtion.
Node B will compete for channel 1 only after the timer expies
that time any transmission on channel 1 will have completéd.
any RTS/CTS for channel 1 is heard during this period, nodelB w
defer further but will have synchronized for contention dramnel
1.

However, node B does not necessarily remain idle after tha-ch
nel 1 timer is set. Since its transmission on channel 2 was suc
cessful, this channel is available and B will start contagdmme-
diately for this channel (through iigre fer variable). Fig. 6(a)
shows the scenario where B succeeds in capturing channel 2. |
case B fails due to another flo@ic that contended for channel 2, it
will also set a timer for channel 2 and defer contention weithier
of the two channel timers expires.

The worst-case scenario for flaigd upon its arrival on the con-
trol channel is depicted in Fig. 6(b). Here flaie wins channel 2
and then flowda wins channel 1 before the channel 1 timer expira-
tion. Although B has lost both contentions, it has synchronized on
both data channels and will contend when either of theserman
sions ends. FloviBb has an advantage in capturing either channel in
future access attempts: it can compete for both channelstiog
down a single back-off counter. On the other hand, each ofsflow
Aa andC'c will only compete for its preferred channel, according
to a fresh back-off counter.

Summarizing, the simple waiting scheme of AMCP on the con-
trol channel effectively addresses the Multi-channel ldidder-
minal Problem by providing fair channel access opportasitio
contending flows.

Missing Receiver Problem.Consider the scenario shown in Fig.
5, whereA wants to transmit td when B is transmitting taC' on
a different channel. AMCP handles the Missing Receiver Rrab
as follows. If A receives fromB an RTS intended t@’, A will
defer until the end of the ongoing transmission®aind examine
its back-off stage. If it is already in high back-off stagé,sets
its contention window size to the minimum value. In this waly,
will fairly contend for the attention oB whenB is in idle state. In
contrast, in the naive protocadB will transmit many packets before
A decrements its back-off counter to zero.

With AMCP, the key reason ofl quickly synchronizing withB
is that all control messages are transmitted on a dedicatettiot
channel, wherel can hear another RTS froBwhenA'’s first RTS
to B collides with the RTS oB to C.

In case nodeB is the receiver on linkBC', nodeA performs the
same actions as above when it hears the CT8 ¢6 C. There-
fore, AMCP effectively addresses both manifestations ef\tiss-
ing Receiver Problem.

4. PROTOCOL ANALYSIS

We now derive the analytical properties of AMCP. In Section
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Figure 6: AMCP addressing the Multi-channel Hidden Termi-
nal problem.

can drive more data channels if we reserve a data channeluler m
tiple data packets. Also note thaf derived above is for a single
contention region. In a multi-hop network/ can be much larger
because the control channel is spatially reused.

4.2 Lower Bound Analysis

In this section, we compute an approximate lower bound of per
flow throughput achieved by our protocol in an arbitrary rialitip
wireless network. We first construct a hypothetical, lowetlghput
scenario for a tagged flow, then compute its collision prdigaty
by modeling the process by which control packets of otheesod
arrive on the control channel as a Poisson process. We thgyn ap
the analytical model proposed in [13] to compute the thrpudlof
the tagged flow, which serves as an approximate lower bound on
the throughput achieved by any flows in an arbitrary topalogy

Construction of the hypothetical scenario.We consider a tagged
flow Aa that hasN neighboring nodes in a network employing
AMCP. We construct the scenario where flaw achieves very low
throughout givenV neighbors as the case that all of Xsneigh-
bors are backlogged and always transmit to receivers thatarin
range ofAa using the minimum back-off window. We also assume
that theseV nodes are transmitting independently, in the sense that
they do not sense and hence coordinate with each othergnian
sion. Furthermore, they are placed such that they are aatyeadht
with respect to flowda. More specifically, we consider an IA sce-
nario where thes& nodes are within range of receiverand out
of range of transmitter. In this scenario, most control packets of
flow Aa will collide, thus forcing flowAa to double its contention
window. Notice that transmitted is not able to sense the activity
of the interfering flows. This scenario is hypothetical antyaised
to derive an approximate lower bound of the throughput of flaw
given N neighboring nodes in its contention region.

Since in this scenario the interfering nodes transmit iedep
dently, their control packets arrive on the control charnneéépen-
dently. Consequently, we assume that the aggregate priocesd
by the control packet arrivals of th€ interfering nodes is Poisson.
While this process is not strictly Poisson, we validate therfd via
simulations below.

4.1 we derive the maximum number of data channels that can be Computation of the conditional packet loss probability. To

supported by the control channel. In Section 4.2 we derivapan
proximate lower bound on the throughput achieved by any fiow i
an arbitrary topology.

4.1 Bottleneck Analysis

For any multi-channel protocol having a dedicated conthainz
nel, two potential bottlenecks exist: the number of datanokés
and the bandwidth of the control channel. létbe the the maxi-
mum number of data channels occupied by data transmissiogrs w
the control channel is saturated by control message exelahgt
Ta be the duration of a successful data transmission (inaudin
DATA and ACK), T;- be the duration of an RTS packet, afd
be the duration of an CTS packet, all expressed as time slots.

We observe that in steady state when the control channeius sa
rated, there are alway® on-going transmissions ol data chan-
nels. Furthermore, within the time period ©f + T} + T., ex-

actly M flows return to the control channel. Hence in steady state,

M flows should successfully exchange control packets anatlswit

to M respective data channels. Since the control channel is sat-

urated, there is no idle interval between two successive/GTS
exchanges, if we neglect small overhead intervals, such=&&hd
DIFS. ThusM is given by,

Ta+ T+ T
T +1T. - @

From Equation (1), we observe thaf increases when the data

M=

compute the throughput of flowa in the hypothetical, low-throughput
scenario, we first need to compute the collision probahjlityhen
nodeA attempts to transmit an RTS packetitoSimilar to [4], we
refer top as the conditional collision probability.

Let X (¢) be the Poisson process that represents the number of
successful control packet arrivals of theinterfering nodes, given
a starting point in time. Ledv be the arrival rate of control packets
andT be the arrival interval. Note that is a deterministic value
andT is a random variable.

We assume nodes can always find a data channel to transmit a
data packet upon successful RTS/CTS exchange. The aateal r
of X (t) is given by:

N
TTIT AT @
Since X (t) is a Poisson process, any interd@lbetween two
successive control packet exchanges of the interferingsflovex-
ponentially distributed with the following CDF,
Fr(t)=P(T <t)=1—e""" 3)
The RTS/CTS exchange betwednand a will fail if it cannot fit
within an idle gapI’ — (7, + T'c) between two successive con-
trol packet exchanges. This corresponds to the e¥ent (7, +
Tc) < Ty (or T < 2T, + Tc¢), which occurs with probability
p = Fr (2T, +Tc). Combining with Equations (2) and (3), we de-

transmission timd’; increases. For example, the control channel rive the final expression for the conditional packet losphility



,(2T,‘+TC)W‘ @)
Throughput computation. We compute the throughput of the
tagged flowAa using a general model for backlogged flows shar-

ing an 802.11 multi-hop network introduced in [13]. In thaddel,
the channel view of each node comprises of a sequence oftiime i
tervals that correspond t different states:(i) idle channel;(ii)
channel occupied by successful transmission of the tagg#idrg
(iii) channel occupied by a collision of the statidiv) busy chan-
nel due to activity of other stations, detected by means thieei
physical or virtual carrier sensing (the NAV). The time ivas
during which the station remains in each of the four states@b
are denoted by, T, T., andT}, respectively.

According to the model in [13], the throughput of the taggeud/fl
Aa is given by:

p=1—e

T(1—p)
T(1—p)Ts +7pTe+ (1 —71)(1 = b)o + (1 — 1) b1}’
®)

wherer is the probability that the node attempts to send a packet
after an idle slotb is the probability that the channel becomes busy
after an idle slot due to activity of other nodes anis the condi-
tional packet loss probability.

The probabilityr is a deterministic function gf and is given by
[20]:

Tp =

2q(1 —p™*)
T= ’ , m/
q(1—pm 1) + Wo[l —p —p(2p)™ (1 +p™ = q)]

I

(6)
whereq = 1 — 2p, Wy is the minimum window sizem is themax-
imum retry limit andm’/ is the backoff stage at which the window
size reaches its maximum value. The average durafiprad 7.
are fixed and can be found in [4].

In this hypothetical scenario, the transmitter notledloes not
defer its transmission due to the activity of other nodesttir®e
b = 0in Equation ((5)) yields:

T(1—p)
T1—p)Ts +7mpTe+(1—7)o+ (1 —7)’

Using Equations (4) and (6), in Equation (7), we can how com-
pute the throughput of the tagged flotw in the hypothetical sce-
nario which serves as a lower bound approximation on theigiro
put achieved by any flow in an arbitrary topology as a functibn
number of interfering flows and system parameters.

Lower bound validation. We now validate the approximate
lower bound with simulations obtained witts Both RTS/CTS
packets and data packets are transmitted at 2 Mbps. We vary th
number of flowsN and place them in a 700 x 700m area such
that they belong to the same contention region. This meaats th
only one flow can transmit successfully at a time, howeves iitdt
necessary that all transmitters or receivers are withigear~or
each N, we generate 10 data points each corresponding tanhe m
imum rate achieved by a different contention region. FighGws
the minimum rates as data points and the lower bound as the ana
lytical curve, as computed by our model.

Tp =

@)

We observe that in general the minimum rates are greater than

the lower bound while in several cases the bound is tight.

5. PERFORMANCE EVALUATION

We evaluate AMCP in both single-hop and multi-hop topolo-
gies using thens-2 simulator with CMU wireless extensions. Un-
less otherwise specified we use the MAC parameters of Table 1.
According to these parameters, the maximum rate achieveal by
backlogged flow in isolation is 184 pkt/s. The simulator pbgk

N
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Throughput (pkis)
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Figure 7: Comparison of lower bound to minimum throughput
achieved in an arbitrary contention region as a function of he
number of interfering flows.

layer parameters have been set so that the transmissioa oding
each node is approximately 250m.

SIFS 10 pus

DIFS 50 s

EIFS 364 us

o 20 ps

BasicRate 2 Mbps

DataRate 2 Mbps

PLCP length 192 bits @1 Mbps
MAC header (RTS,CTS,ACK,DATA)| (20,14,14,28) bytes @ BasicRate
Packet size 1000 bytes
(CWnin: CWmax) (31,1023)

Retry Limit (Short,Long) (7,4

Channel switching delay 2248

MMAC ATIM window 20ms

MMAC Beacon interval 100ms

Table 1: MAC layer parameters

We begin with experiments on single-hop topologies to sthdy
main protocol properties and illustrate the interplay lestw var-
ious parameters—number of channels, traffic load, contrahiel
capacity, number of nodes, channel switching delay-tlietgber-
formance. Performance is measured in terms of aggregategi
put gain with respect to IEEE 802.11 DCF using a single chianne

We then move to multi-hop topologies, where we demonstrate
the properties of AMCP: starvation mitigation, increaseagfjre-
gate utilization and addressing the fundamental cooridingirob-
lems of both single channel and multi-channel systems, el
rated in section 2. We also compare AMCP with MMAC, a single-
radio, multi-channel protocol proposed in [30]. MMAC uses a
globally synchronized control/data periodic frame (tetinbeacon
interval). During the control subframe (termed ATIM windpw
flows contend on a default channel to reserve channels ¢imgu
the default channel) for the data subframe. The flows thatemdt
in reserving a channel during the ATIM window contend during
the data subframe using RTS/CTS 802.11 access mechaniam. Ou
experiments use the same MMAC parameters as [30] (Table 1).

5.1 Single-hop topologies

In this series of experiments all nodes are within range ohea
other and are equally divided in a transmitter and receigerkhis
yields a set of single-hop disjoint flows with distinct tramiter-
receiver pairs. The case where a node is both sender andaeisei
considered in the multi-hop experiments.

Effect of number of channels. Fig. 8 depicts the aggregate
throughput achieved by AMCP as a function of the total number
of channels for 15 backlogged flows (30 nodes). The capatity o



the control channel and each data channel is 2 Mpbs. The caseus is small compared to the duration of a data transmissiorerAft
of AMCP with 2 channels is equivalent to single-channel 802. 3ms, throughput goes below the single-channel maximunugtro
which provides the reference line in Fig. 8. The aggregataith- put of 184 pkt/s. For hardware with such high channel switghi
put increases linearly until 7 channels. After that poitinéreases delays, the overhead can be addressed by reserving a ctiannel
with a slower rate with additional channels; at 8 channeisédthes multiple data packets. Such functionality is easy to inocage in

the limit of 1100 pkt/s where the control channel is satutafhis the AMCP channel reservation mechanism.
behavior agrees with our bottleneck analysis: for the patars in
this experiment, Equation (1) predicts that the controhcled can 500 ; ; ; : :
drive up to 8 data channels.
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Figure 8: Throughput as a function of number of channels. 5.2 Multi-hop topologies

In this series of experiments we compare the performance of
Effect of traffic load. We evaluate the performance of AMCP  AMCP, MMAC, and single-channel 802.11 in static and mobile
under non-backlogged conditions. Fig. 9 depicts the aggeeg  multi-hop topologies using both single-hop and multi-hapw.
throughput of AMCP and IEEE 802.11 in a 15-flow topology as We also consider specific scenarios that isolate ineffig@snihat

the input rate of each flow increases, when a total of 4 chararel arise in the design of multi-channel protocols, namely trelom
used. Until 10 packets/s, the load is too low to exploit théitiohal channel selection problem due to collisions of control pésland
data channels and AMCP yields similar performance to 8011 the head-of-line (HOL) problem due to lack of packets to fill a

ter that point, channelization becomes effective and AM&hes channel reservation window.
an aggregate throughput gain equal to the number of dataelsan
We note that existing multi-channel MAC protocols can achie 5.2.1 Single-hop flows
similar or slightly higher aggregate throughput than AM&Br Single-channel starvation scenarios.We first investigate the

example, for 4 channels and under heavy load, DCA [33] also apjlity of AMCP and MMAC to address the IA and FIM coordina-
achieves three times the aggregate throughput of 802 rhilasto tion problems (Fig. 1 and Fig. 2, respectively). These stesaan
AMCP. This is because both AMCP and DCA dedicate a separate easily be addressed by random channel selection if a laméeu

channel for control traffic. On the other hand, MMAC transmit  of channels are available. Here we consider the case wheala to
control and data packets over 4 channels and achieves divoadtli of three channels are available.

gain of 20%-30%. However, DCA requires two radio transasive We observe from Fig. 11(a) that AMCP provides equal and max-
per node and MMAC requires global synchronization. AMCFsuse  jmum throughput to each flow, despite that, topologicalywfiBb
a single transceiver and no global synchronization. has more information about the channel. Furthermore, thalat

tion shows that the two flows persist transmitting on différehan-

800 ; . nels. This is a desired property and shows that AMCP suadgssf

700 | gt | separates the two flows and reduces their interaction.
% 600 L i Under MMAC, flow Bb achieves 80% the maximum throughput
—g 500 - | of 802.11 and AMCP. This is the maximum throughput allowed
S a0l | by MMAC since the ATIM window is 20% of the beacon period.
5 However, the key observation is that the disadvantaged flaw
g o y 1 receives only 2/3 of the maximum MMAC throughput. This is be-
F 200 ¢ 3 cause the IA problem still exists in both the control subfeaand

100 | 1 the data subframe: the ATIM packet size is comparable todlck-b

0 1 1‘0 160 1000 off window size! since its control packets collide, the transmitter

of flow Aa is not informed about channel reservations in its neigh-
borhood and is forced to perform random channel selectida.
may choose the same data channelBasand, consequently, its
data packets may be destroyed due to the IA problem.

o . . Similarly, in Fig. 11(b) AMCP provides equal and maximum
Effect of channel switching delay.Since AMCP switches chan-  throughput to all flows. As in the IA scenario, the flows qujckl

nels at the packet level, channel switching delay due tovherel coordinate and keep transmitting on the right channels: Aawand
limitations can be a source of overhead. According to theHEE  fiow (¢ on one data channel and the middle fl&& on the other.

802.11 specification [14] this parameter can reachu824Fig. In contrast, MMAC does not equalize the throughputs but &irag
10 shows a graceful decrease of aggregate throughput asathan

switching delay increases from 0 to 5ms. At 2&4the throughput 1To allow more ATIM control packet exchanges in the 20 ms ATIM
decrease is very small. This can be explained by the factvat window, the back-off window size can not be set too small.

Packet arrival rate per flow (pck/sec)

Figure 9: Aggregate throughput when arrival rate varies.
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Figure 11: AMCP performance in the basic single-channel sta
vation scenarios.

subject to random channel selection: in this case, thertrites of
the middle flow is not able to decode the colliding ATIM cortro
packets of the outer flows.

We now explain how AMCP addresses the IA and FIM prob-
lems. In the IA scenario, flowBb does not experience collisions
and will persist transmitting on one of the two data chan(elg.
channel 1). The receiver of floda will be informed about this
decision through the control packets of fldwb. The transmitter
A of flow Aa starts without any knowledge of which channel to
use. Since contention in the control channel has been rdduce
the removal of data packets, it is easier fbto access the receiver.
In case it picked channel 14 will be informed by the receiver
and will compete and acquire channel 2 in its next accessiptte
After that point both flows will continue transmitting on féifent
channels.

In the FIM scenario flows do not experience collisions andehe
fore prefer to transmit on the same channel. Since the outes fl
are not within range there may be an undesirable situatiogrevh
they have preference for channels 1 and 2, respectivelhiditase
the middle flowBb is blocked but only temporarily, until its chan-
nel timers expire. It will then contend on the control chdriaeany
of the two data channels. When it acquires any of the two adlann
(e.g. channel 1) the outer flows are informed and will compate
channel 2. From this point on, since the flows do not expeeenc
collisions they will continue transmitting on orthogonalamnels.

Arbitrary topology / single-hop flows. We now consider an ar-
bitrary topology of 100 nodes placed in a 20@0< 2000 area.
The nodes are arbitrarily divided in 50 disjoint single-Htgws.
Fig. 12 depicts the per-flow throughput under AMCP, MMAC,

802.11 as well as the AMCP lower bound, all with respect to the
AMCP throughput sorted in decreasing order.
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Figure 12: Per-flow throughput in an arbitrary topology of
single-hop backlogged flows using 12 channels.

As expected, both AMCP and MMAC achieve higher aggregate
throughput than 802.11. Furthermore, 802.11 clearly stasince
16 out of 50 flows receive close to zero throughput.

AMCP achieves higher per-flow throughput than MMAC and
802.11. Under AMCP, all flows receive above 105 pkt/s and each
flow receives higher throughput than its predicted lowerrabu
Under MMAC all flows receive throughput above 75 pkt/s, yet al
ways lower than AMCP; furthermore, 27 out of 50 flows receive
throughput below the corresponding AMCP lower bound. Part o
this inefficiency is due to the 20% ATIM window overhead; how-
ever, the flows with much lower throughput indicate that te-r
dom channel selection problem can be a source of inefficieney
if several channels (12 in this case) are available in theerys

5.2.2  Multi-hop flows

Next, we move to more sophisticated scenarios involvingtimul
hop flows. Multi-hop flows induce non-disjoint single-hopvito
which include the missing receiver problem and the healihef-
(HOL) problem in addition to the problems we have experiradnt
so far. We first consider a scenario that isolates and iitestrthese
two additional problems. Finally, we consider an arbitrsecgnario
where all the problems are present and also evaluate the effe
mobility.

Download scenario.In the static 20-node topology of Fig. 13(a),
a designated gateway node sends traffic to all other nodesghr
a tree structure. In this download scenario multiple chenaee of
little help because the bottleneck is the radio constraitti@root
node. The maximum per-flow fair rate is 184 / 19 = 9.68 pkt/s.

The per-flow throughputs under backlogged conditions are/sh
in Fig. 13(b). Two key observations are in place. First, AM@R
livers close to maximum per-flow throughput in a scenario nehe
the missing receiver problem is strongly present.

Second, MMAC delivers substantially lower throughput thath
AMCP and 802.11. This is not due to the missing receiver gmbl
because MMAC uses synchronized contention. It is also net du
to the random channel selection problem because the nunfiber o
channels is not the bottleneck in this scenario. The prolaldses
because each node intends packets to multiple outgoingmaig,
During the 20ms control subframe, each node contends fdirtke
corresponding to the HOL packet in its queue. Upon success, f
the next 80ms-data subframe it will contend and transmhénre-
served channel only for this link. Hence, the data subfraamebe
fully utilized only if a sufficiently high number of packetd this
link immediately follow the HOL packet. Unfortunately thisnot
likely to happen if this node intends packets to multipleghéiors
and is the source of inefficiency in this scenario.
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(b) Per-flow throughputs. AMCP and

MMAC use 12 channels.

Figure 13: Download scenario.

There appears to be no easy solution to the HOL problem. On
one hand a node could be allowed to reserve a channel forteulti
links during the data subframe. This would require both ifiign
cant changes to the MAC protocol as well as sophisticatedejue
management that would increase protocol complexity. Ootiher
hand, the data subframe can be reduced to fit packet tranensss
of a single link. However this increases the overhead duestodn-
trol subframe. Optimal sizing of the global control/datafsame is
hard to perform without a-priori knowledge of traffic reqernents.

In addition, no sizing would suit all nodes in the network.

The HOL problem is not specific to MMAC. It exists in any
multi-channel protocol that attempts to reserve a charoresdv-
eral packet transmissions (e.g. SSCH [2]). If not addrepsep-
erly, it can produce substantial overhead that countearioals the
gain due to multiple channels. On the other hand, the HOLIprob
is not present in AMCP because contention occurs on a pé&epac
basis.

Multi-hop flows and mobility. To study mobility and the joint
effects of the above factors, we consider a mobile scendiri® o
nodes in a 100@ x 1000n area and form 10 multi-hop flows with
arbitrary source-destination pairs. We use the random waiayp
mobility model where nodes move at 1 m/s.

To test MAC protocol performance we need to operate at rela-
tively high loads. Under such conditions, a dynamic MANETItro
ing protocol can cause frequent route changes due to loshgou
packets, which in turn can have a dominating degrading tiifec
overall performance. To decouple the effect of routing, we-p
compute shortest path routes based on the initial topolodkaep

the routes fixed during each run. We then consider only therexp
ments where no route breakages occurred. In this way, wessan t
how the MAC protocols react to mobility viewed as changesef t
network contention regions.
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Figure 14: Per-flow throughput in an arbitrary topology of
multi-hop flows using 12 channels.

Fig. 14 shows the achieved throughputs under a per-flow UDP
load of 30 pkt/s. Each data point is the average of 10 mobility
scenarios. AMCP appears robust in terms of delivery ratioesi
each flow achieves throughput close to 30 pkt/s. In contsastral
flows receive much lower throughput under MMAC and 802.11.
Overall, MMAC outperforms 802.11. However, in 7 out of the 10
flows it receives substantially lower throughput than AMQRI a
flows 6 and 7 receive very low throughput similar to 802.11isTh
inefficiency is due to the superposition of ATIM window ovedu,
the random channel selection problem and the HOL problem.

6. RELATED WORK

There is an extensive body of work on distributed MAC proto-
cols for multi-hop wireless networks each operating undéerént
environments and assumptions. In this section we reviest-exi
ing MAC protocols in view of the starvation problem by broadl
classifying them based on 1) number of channels used (single
channel/multi-channel) and 2) the access method they aseefttion-
based access or scheduled access).

6.1 Single channel protocols

Distributed CSMA-based MAC protocols that provide fair ac-
cess by enhancing coordination of transmissions over #&sihgn-
nel have been proposed in [10, 11, 15, 17, 22, 23, 26]. Althoug
a fair access protocol may address starvation it may notyahve
able to meet a desired minimum rate posed by the system. dgpol
transparent protocols are an alternative to CSMA-baseesador
provision of minimum rate guarantees [5]. Each node usefea-di
ent transmit-listen periodic schedule that has been caoedrhased
on projected number of neighbors (a system parameter). By co
struction, the schedule of each node possesses an intgresih-
ematical property: at any time, at least one transmit sldit bvei
received conflict-free by all neighbors of this node. An gpienal
problem is that a mechanism is needed to distribute the selatts
to the nodes. Also the schedules are static in the sensedtiasn
cannot modify their transmission decisions without compiging
the minimum rate guarantee.

The above protocols operate over a single channel. Wheri-mult
ple channels are supported by the system and need to betexploi
for both fairness and aggregate throughput increase, tisem of
efficiently coordinating transmissions, especially unmansceiver
limitations, becomes much harder.



6.2 Multi-channel protocols on a certain hop may fail whef has tuned to the hopping schedule

Scheduled accessDistributed scheduled access (TDMA) pro- of C. ThlS W|” result in S_everal RTS failures of during the 10ms
tocols [6, 8, 9, 21, 34, 35]. can operate with a single tramece ~ duration of this hop. This problem becomes more severe when
support both single or multiple channels and provide faimani- has several outgoing links. In AMCP, nodewill coordinate with
mum rate guarantees by establishing and maintaining cbfritie _nodeA throu_gh the control channel, irrespective of the number of
transmission schedules. its outgoing links. . .

Each node typically uses a slotted periodic frame syncheshi Regardless of assumptions on hardware or infrastructyeost)
to a global clock and split in a control and data subframe.t@bn  all protocols in [1, 2, 18, 24, 30, 33] have focused on indreas
messages are exchanged during the control subframe amderese aggregate network throughput and do not provide any fornmaf a
conflict-free slots in the data subframe for data packetsergh lytical per-flow throughput guarantees.
are several concerns with the control/data frame appro&aist,
global slot synchronization is not easy to support in a itisted 7. CONCLUSION
ad hoc network setting. Second, due to network logical fams
in a mobile setting a mechanism is needed to help nodes main-
tain consistent views of the position of the control port{@2].
These problems can be addressed by asynchronous scheduled a
cess techniques that use local slot synchronization onledcand
a coordination mechanism that allows transmitting contraflata
packets at any slot of the TDMA schedule [28]. However, tonnai
tain rate guarantees additional support (such as direttt@oriennas
or a channel distribution mechanism) is required.

Compared to distributed scheduled access protocols, AMCP i
a lightweight solution with the more modest goal of mainitaina
certain minimum level of performance.

Contention-based acces®istributed contention-based CSMA
multi-channel protocols have been proposed in [1, 18, 2433D
The works in [24] and [18] assume nodes can receive packets on
all channels simultaneously. Current hardware does ngiastip
listening on an arbitrary number of channels. The DCA proltoc
[33] uses a separate transceiver for the control channés ilan
expensive solution considering that control traffic is mimer
than data traffic. The additional transceiver could insteadised ~ ACKNOWLEDGMENTS
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