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INTRODUCTION
Vehicular ad hoc networks (VANETs) differ
from usual mobile ad hoc networks (MANETs)
in many different aspects. First, VANETs consist
of mostly highly mobile nodes moving in the
same or opposite directions. Vehicles moving
along different but nearby roads may or may not
be able to communicate with one another due to
obstructions. Second, the network shape can be
best described by either a one-dimensional line

(for a single-lane road) or a strip (for a multi-
lane road) rather than a square or torus shape.
Last but not least, most applications targeting
VANETs rely heavily on broadcast transmission
to disseminate traffic related information to all
reachable nodes within a certain geographical
area rather than a query for a route to a certain
host.

Because of the shared wireless medium,
blindly broadcasting packets may lead to fre-
quent contention and collisions in transmission
among neighboring nodes. This problem is some-
times referred to as the broadcast storm problem.
While multiple solutions exist to alleviate the
broadcast storm in the usual MANET environ-
ment, only a few solutions have been proposed
to resolve this issue in the VANET context. In
this article, we:
• Explore how serious the broadcast storm prob-

lem is in VANETs using a case study of a
four-lane highway scenario

• Propose three lightweight broadcast tech-
niques (i.e., weighted p-persistence, slot-
ted  1 -pers i s tence ,  and  s lo t ted
p-persistence) that can provide 100 per-
cent reachability in a well-connected net-
work and up to approximately 70 percent
reduction in broadcast  redundancy and
packet  loss  ra t io  on  a  wel l  connected
vehicular network

The proposed schemes are distributed and rely
on GPS information (or received signal strength
when a vehicle cannot receive a GPS signal), but
do not require any other prior knowledge about
network topology.

The remainder of this article is organized as
follows. First, we provide the necessary back-
ground on VANETs and related research. Then
we quantify the impact of the broadcast storm
problem in VANETs and provide a detailed dis-
cussion. Next, we present the three proposed
broadcast mitigation algorithms, and briefly
explain the network model and assumptions
used in evaluating the performance of the pro-
posed schemes. Finally, the performance of the
three broadcast techniques is presented along
with the main findings and contributions of this
article.

N. WISITPONGPHAN AND O. K. TONGUZ, CARNEGIE MELLON UNIVERSITY

J. S. PARIKH, P. MUDALIGE, F. BAI, AND V. SADEKAR, GENERAL MOTORS CORPORATION

ABSTRACT
Several multihop applications developed for

vehicular ad hoc networks use broadcast as a
means to either discover nearby neighbors or
propagate useful traffic information to other
vehicles located within a certain geographical
area. However, the conventional broadcast
mechanism may lead to the so-called broadcast
storm problem, a scenario in which there is a
high level of contention and collisions at the
link layer due to an excessive number of broad-
cast packets. While this is a well-known prob-
lem in mobile ad hoc wireless networks, only a
few studies have addressed this issue in the
VANET context, where mobile hosts move
along the roads in a certain limited set of direc-
tions as opposed to randomly moving in arbi-
trary directions within a bounded area. Unlike
other existing works, we quantify the impact of
broadcast storms in VANETs in terms of mes-
sage delay and packet loss rate in addition to
conventional metrics such as message reachabil-
ity and overhead. Given that VANET applica-
tions are currently confined to using the DSRC
protocol at the data link layer, we propose
three probabilistic and timer-based broadcast
suppression techniques: weighted p-persistence,
slotted 1-persistence, and slotted p-persistence
schemes, to be used at the network layer. Our
simulation results show that the proposed
schemes can significantly reduce contention at
the MAC layer by achieving up to 70 percent
reduction in packet loss rate while keeping end-
to-end delay at acceptable levels for most
VANET applications.

BROADCAST STORM MITIGATION TECHNIQUES IN
VEHICULAR AD HOC NETWORKS
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such as message
reachability and 
overhead.

TONGUZ2 LAYOUT  12/4/07  2:05 PM  Page 84



IEEE Wireless Communications • December 2007 85

BACKGROUND AND RELATED WORK

VANETS: SYSTEM OVERVIEW AND APPLICATIONS

Very much different from other forms of
MANETs reported in the literature [1], a
VANET consists of mostly mobile vehicles that
can intelligently communicate with one another
over the 5.9 GHz frequency band via a dedicated
short-range communication (DSRC) [2] based
device. Currently, American Society for Testing
and Materials (ASTM) Standardization Commit-
tee E17.51 is working on the development of the
overall architecture of DSRC to support both
public safety and licensed private operations
over vehicle-to-vehicle and roadside-to-vehicle
communication channels.

A wide spectrum of services in VANETs
include, but are not limited to, public safety,
traffic management, freight/cargo transport,
transit, and traveler information. It is anticipated
that vehicles in the future will be equipped with
DSRC devices capable of communicating with
nearby vehicles in one-hop or multihop fashion
in order to extend the drivers’ range of aware-
ness to beyond what they can directly see. Emer-
gency information such as collision or emergency
braking can be propagated along the road to
notify drivers ahead of time so that necessary
action can be taken to avoid accidents. In addi-
tion to an emergency warning, drivers can also
plan a trip in accordance with traffic conditions
received from other vehicles or roadside units in
order to save time on the road. The scope of
applications can also be expanded to cover other
services, which are of private business or auto-
motive industry interests, such as on-road enter-
tainment streaming/downloading and Internet
access.

RELATED WORK
Since the DSRC medium access control (MAC)
protocol is based on a variant of the widely used
IEEE 802.11a transmission standard, testing and
developing VANETs is plausible because of the
wide availability of 802.11a devices. In the fol-
lowing we briefly describe related research activ-
ities on VANETs and other broadcast techniques
proposed for general MANETs.

Unlike other forms of MANETs [1], applica-
tions developed for VANETs have a very specif-
ic and clear goal of providing intelligent and safe
transport systems. Emergency warning for public
safety is one of many applications that is highly
time-critical and requires a more intelligent
broadcast mechanism than just blind flooding. In
[3] the authors study how broadcast performance
scales in VANETs and propose a priority-based
broadcast scheme that gives higher priority to
nodes that need to transmit time-critical mes-
sages. The proposed algorithm categorizes nodes
in the network into multiple classes with differ-
ent priorities and schedules packet transmission
accordingly. Although this technique is not
designed to solve the broadcast storm problem,
it can indirectly mitigate the severity of the
storm by allowing nodes with higher priority to
access the channel as quickly as possible.

In [4] the authors propose a role-based multi-
cast protocol that suppresses broadcast redun-

dancy by assigning shorter waiting time prior to
rebroadcasting to more distant receivers. Howev-
er, the focus of this study is on achieving maxi-
mum reachability in a sparsely connected or
fragmented network where the broadcast storm
is not the main problem. The focus of our study,
on the other hand, is on a well connected net-
work where a broadcast storm may be a serious
problem.

An efficient 802.11-based urban multihop
broadcast (UMB) protocol, proposed in [5], is
designed to suppress broadcast redundancy by
only allowing the furthest vehicle from the trans-
mitter to rebroadcast the packet. While UMB
uses a black-burst (channel jamming signal) con-
tention approach [6] to determine the furthest
vehicle in the transmission range (essentially a
MAC-based approach), our approach, albeit
employing a similar distance-based suppression
technique, aims to reduce the load submitted from
the network layer to the data link layer (as opposed
to modifying the MAC layer) by combining the
probabilistic broadcast technique with timer-
based suppression. In addition to reducing the
overhead, the mechanism we propose also guar-
antees that all vehicles receive the broadcast
message if the network is fully connected and
the broadcast region covers only one section of a
highway/road with no ramps or intersections. To
guarantee reachability in a Manhattan grid
topology or sparsely connected network, howev-
er, the protocol should be able to detect the
intersection or network fragmentation and han-
dle the message accordingly (store-carry-forward
the message [4], disseminate the packet into dif-
ferent directions when passing by the intersec-
tions [7], rely on fixed infrastructures to provide
network connectivity [5], etc.). Since our focus in
this article is on a well connected network, in
this work we only consider the broadcast storm
problem on major highways.

In the MANET context, on the other hand,
several approaches have been proposed to cope
with the broadcast storm. Distributed gossip-
based routing, introduced by Haas et al. [8], is
designed to tackle the overhead problem by sug-
gesting that each node reforward the packet with
some probability p ≤ 1. Inspired by [8], we also
propose probabilistic schemes that utilize GPS
information in order to improve the packet pen-
etration rate.

In [9] various threshold-based techniques
were proposed by Tseng et al. , such as the
counter-based, distance-based, and location-based
schemes. Depending on the scheme considered,
a node receiving the broadcast packet compares
the predetermined threshold value with its local
information, (e.g., the number of duplicate pack-
ets received, the relative distance between itself
and the sender, or the additional area that can
be covered if it rebroadcasts the message). The
criteria to adaptively adjust the thresholds
according to the number of neighbors were also
presented in [10] by Ni et al. The results show
that with the aid of a positioning device such as
the GPS, the location-based scheme seems to
offer the best performance in terms of packet
penetration rate and link load. Although our
schemes employ a similar concept to the schemes
in [9, 10], we use a lightweight distributed algo-
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rithm to calculate the forwarding probability
and/or waiting time before rebroadcast instead
of using threshold values.

Instead of making a decision at the receiver,
Laouiti et al. have proposed a sender-based mul-
tipoint relay (MPR) technique [11] where the
sender controls the number of retransmissions
by selecting a subset of its neighbors to relay the
message. Although MPR can significantly reduce
broadcast redundancy, the amount of overhead
introduced by this scheme may be high as it
requires that each node have perfect knowledge
about its one- and two-hop neighbors in real
time in order to properly choose the set of relay
nodes. In our work the proposed schemes do not
require a node to keep track of its neighbors.

In addition to the transmission logic set by
either the sender or receiver, there are some
studies that tackle the broadcast storm problem
by using the available hardware. In [12] a direc-
tional antenna is used by Hu et al. to mitigate
broadcast redundancy and alleviate contention
at the MAC layer. In [13] Lipman et al. propose
the use of a reliable minimum spanning tree
(RMST) algorithm in conjunction with a wireless
interface that has multiple transmit power levels.
Although the use of a spanning tree algorithm
ensures 100 percent reachability, the practicality
of the algorithm may be limited to the hardware
used since most wireless cards only provide lim-
ited access to adjust the physical parameters,
and there are typically only 4–7 transmit powers
available, which might not be sufficient for this
algorithm.

ONGOING RESEARCH AND PREVIOUS WORK
The GrooveSim simulator [14], developed at
Carnegie Mellon University, operates in five dif-
ferent modes:
• Drive mode allows visualization of the real

VANET while driving. This mode is especially
useful for testing and debugging the protocols
under real traffic and channel conditions.

• Simulation mode provides the capability to cre-
ate a large number of virtual vehicles for ease
of development and testing the network pro-
tocol.

• Playback mode playbacks the movement and
connectivity of vehicles recorded during the
drive mode.

• Hybrid simulation mode provides the ability to
create virtual vehicles to interact with real
vehicles during test drives.

• Test generation mode provides easy test sce-
nario generation of multiple vehicles with dif-
ferent communication and mobility models.
For evaluation and testing, each vehicle is

equipped with multiple networking and commu-
nication devices that consist of a DSRC-based
transceiver, a differential GPS receiver, a cellu-
lar modem, audio/video equipment, and a Linux-
based laptop running GrooveSim in drive mode.
As opposed to generic point-to-point MANET
routing protocols [15, 16], vehicular networks
have well defined applications that mostly favor
broadcast protocols. Hence, we also introduce a
geographic broadcast protocol, GrooveNet,
which is designed to disseminate messages to
within a prespecified bounded region with mini-
mal handshaking and state sharing information.

Each vehicle running GrooveNet follows a sim-
ple set of broadcast rules specified in the broad-
cast packet header received. The current set of
rules include maximum relative distance to the
originator of the message, range of the vehicle’s
heading, and range of the vehicle’s speed. Only
vehicles whose local information satisfies all the
rules rebroadcast the message and take neces-
sary action in response to the message received.

Although routing messages in this manner
allows only relevant vehicles to receive and
rebroadcast the packets, the current version of
the protocol does not have a mechanism for pre-
venting the broadcast storm problem from hap-
pening. We propose three novel broadcast
suppression techniques in this article to alleviate
the packet contention at the link layer. Because
of the highly dynamic vehicular networking envi-
ronment, the proposed algorithms can be execut-
ed in a completely distributed manner without
using any prior knowledge about the neighbors’
state information. The proposed algorithms are
tested against realistic highway-like scenarios
with several different network densities.

THE BROADCAST STORM IN
MANETS AND VANETS

It is well known that excessive broadcast redun-
dancy as a result of a broadcast storm leads to
severe contention at the link layer, packet colli-
sions, inefficient use of bandwidth and process-
ing power, and, most important, service
disruption due to high contention. Typically,
mobile hosts in MANETs discover the routes
during an explicit route discovery process by
flooding the network with a route request
(RREQ) broadcast packet. Upon receiving the
RREQ packet for the first time, a mobile node
either rebroadcasts the packet or replies to the
source if it has a route to the destination or is
the destination of the RREQ packet.

Some routing protocols, however, have vari-
ous features designed to avoid flooding the net-
work and creating a broadcast storm [15, 16].
Techniques specified in the protocol standard
include the use of Expanding Ring Search to help
control the broadcast region to within a few
hops away from the source. A node can cache
each routing entry for a longer time and can also
reply on behalf of the destination (Gratuitous
Route Reply) to speed up the discovery process.
A node running Dynamic Source Routing (DSR)
can be in promiscuous mode so that it can con-
struct a routing table by eavesdropping on other
nodes’ conversations.

Other techniques described earlier can also
further suppress broadcast redundancy, but may
reduce network connectivity and prolong the
route discovery process. Since the goal of route
discovery is to acquire the route in the least
amount of time without injecting excessive traffic
into the network, the main drawbacks of the
broadcast storm in MANETs is the contention
delay, which may prolong route acquisition and
disrupt other ongoing communications, both of
which are very undesirable consequences.

In VANETs, however, broadcast is typically
used to disseminate traffic-related information
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(e.g., detour route, accident alert, construction
warning) within a certain area, as shown in Fig.
1. While these may not be as time-critical as
requesting a route, a traffic message should per-
sist in a network for a longer period of time (e.g.,
a few hours up to a few days). Therefore, the
roadside unit (RSU) that broadcasts traffic
information should periodically rebroadcast the
message to keep it alive for as long as needed.
As a result, a broadcast storm may arise if the
traffic density on the road and the frequency at
which the RSU broadcasts the message are high.
The direct impact of a broadcast storm in this
case is waste of processing time and bandwidth,
and increased medium access delay. Although
these imply that the message will take a few sec-
onds longer to reach vehicles that are many hops
away from the broadcast unit, as we show in this
article, this increase in delay is negligible from
the end user’s perspective. However, a more seri-
ous impact of the broadcast storm is safety-relat-
ed service disruption. For example, other urgent
safety messages might get lost or delayed during
a broadcast storm. In the following we present a
simulation study to illustrate and quantify the
impact of the broadcast storm in VANETs.

FOUR-LANE TRAFFIC CASE STUDY
In order to understand how the broadcast packet
gets propagated in VANETs, we modified ad
hoc on demand vector routing (AODV) in
OPNET v. 11 to include the broadcast mecha-
nism and studied how the network behaves
under different traffic densities from 10
cars/km/lane to 100 cars/km/lane on a 10 km
road section with four lanes. The vehicles in the
network communicate with one another using a
5.9 GHz 802.11a communication device with a
10 MHz channel. The transmission power is set
to 20 mW, and the receiver sensitivity threshold
is –95 dBm so that the transmission range is
approximately 1 km, according to the Friis prop-
agation model used in OPNET. In the scenario
considered, the RSU broadcasts a 25 kb packet
on a 10 km road section. The message is broad-
cast once, and various statistics (contention
delay, packet loss ratio, propagation delay, etc.)
are collected during the broadcast storm.

The link layer contention delay statistics,
measured from all vehicles receiving the broad-
cast packet during the broadcast storm, at four
different traffic densities are shown in Table 1.
Results presented are averaged over 1000 simu-
lation runs. Observe that although the average
contention delay does not differ much as traffic

density increases, the worst case delay differs by
one order of magnitude. The increase in medi-
um access delay is due to the increase in the
number of vehicles in the same collision domain
(or within the carrier sensing range, which is typ-
ically twice the transmission range).

In MANETs this wide range of contention
delay may cause inefficient route selection if the
routing protocol uses the shortest path algo-
rithm. For example, the RREQ packet from the
shortest path route may get lost or delayed
because of high contention in a dense network.
As shown in the traffic jam scenario with 100
cars/km/lane in Table 1, it takes almost 20 hops
to propagate the broadcast message to the far-
thest node, while it takes only about 15 hops
under light traffic conditions.

The rest of Table 1 shows the time it takes to
propagate the broadcast message to a node that
is 10 km away and the packet loss statistics under
four different traffic conditions. Interestingly,
despite the carrier sensing and backoff mecha-
nism used in 802.11a, there is a high chance of
packet collision in the dense network: packet
loss ratio is 60 percent in a traffic jam. This is
because nodes that receive the broadcast packet
within the same period of time and contend for
a chance to retransmit the packet are likely to be
in the same collision domain and may pick the
same backoff time slot.

In an 802.11 network, after sensing an idle
channel for a distributed interframe space
(DIFS) period of time, a node has to do a ran-
dom backoff before it can transmit a data packet
by randomly picking a time slot from 0 to the
minimum contention window size, which is 15 in

n Figure 1. Traffic alert system.

BroadCast ID = 392

MSG:
“Right Lane Closed Ahead”

Roadside
broadcast unit (RSU)

Broadcast region

n Table 1. Broadcast propagation statistics on a 10 km road.

Traffic
condition

Traffic density
(cars/km/lane)

MAC delay (ms)
Number
of hops

Total
delay (ms)

Packet
loss ratio
(%)Avg. Max. 95th percentile

Light 10 0.05 0.72 0.40 14.74 14.14 15.90

Moderate 25 0.32 2.22 1.43 17.06 16.58 34.70

Heavy 50 1.45 7.77 4.20 18.93 17.44 49.07

Jam 100 3.71 13.48 9.30 19.76 21.09 60.32
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802.11a. During backoff, a node decreases the
backoff timer by one for each idle slot, pauses if
the channel is sensed busy, and resumes if the
channel is idle again for a DIFS time duration.
Finally, when the timer reaches zero, the packet
can be transmitted. Therefore, the chance of
packets colliding with one another will be high
in a dense network given that there are only 15
backoff time slots. This is because nodes who
pick the same time slot will transmit the packet
at the same time and cause packet collision.

The major impact of a broadcast storm in a
VANET, however, is neither the extra number
of hops taken nor the long delay because the
total end-to-end delay in the traffic jam scenario
is only a few milliseconds longer than that in
light traffic conditions. This implies that even in
high traffic density conditions (100 cars/km/lane),
it takes less than 25 ms for vehicles that are 10
km away from the RSU to receive the first
broadcast message. To drivers, this delay is neg-
ligible if the broadcast packets do not contain an
urgent message. However, as also shown in
Table 1, the high packet loss ratio during a
broadcast storm may cause other urgent safety
messages to get lost. Therefore, in order to
avoid losing important messages, it is crucial to
design a routing protocol that can suppress the
broadcast redundancy in VANETs. In the fol-
lowing section we outline three such distributed
broadcast techniques.

BROADCAST SUPPRESSION TECHNIQUES

The basic broadcast techniques follow either a 1-
persistence or p-persistence rule. Despite the
excessive overhead, most routing protocols
designed for multihop ad hoc wireless networks
follow the brute force 1-persistence flooding
rule, which requires that all nodes rebroadcast
the packet with probability 1 because of the low
complexity and high packet penetration rate. A
gossip-based approach, on the other hand, fol-
lows the p-persistence rule, which requires that
each node reforward with a predetermined prob-
ability p. This approach is sometimes referred to
as probabilistic flooding [8]. In both schemes
repeated reception of the same message or any
expired messages should be ignored by broad-
casting nodes in order to avoid inevitable service
disruptions due to network saturation.

In the following we propose three different
broadcast schemes that allow each node to cal-
culate its own reforwarding probability based
only on its local information.

DISTANCE-BASED SCHEMES
Weighted p-Persistence Broadcasting
Rule — Upon receiving a packet from node i, node
j checks the packet ID and rebroadcasts with prob-
ability pij if it receives the packet for the first time;
otherwise, it discards the packet.

Denoting the relative distance between nodes
i and j by Dij and the average transmission range
by R, the forwarding probability, pij, can be cal-
culated on a per packet basis using the following
simple expression:

(1)

Note that if node j receives duplicate packets
from multiple sources within the waiting period
of WAIT_TIME (e.g., 2 ms) before retransmis-
sion, it selects the smallest pij value as its refor-
warding probability; that is, each node should
use the relative distance to the nearest broad-
caster in order to ensure that nodes who are far-
ther away transmit with higher probability. If
node j decides not to rebroadcast, it should
buffer the message for an additional
WAIT_TIME + δ ms, where δ is the one-hop
transmission and propagation delay, which is
typically less than WAIT_TIME. In order to pre-
vent message die out and guarantee 100 percent
reachability, node j should rebroadcast the mes-
sage with probability 1 after WAIT_TIME + δ
ms if it does not hear the retransmission from its
neighbors.

Unlike the p-persistence or gossip-based
scheme, weighted p-persistence assigns higher
probability to nodes that are located farther
away from the broadcaster given that GPS infor-
mation is available and accessible from the pack-
et header. This is illustrated in Fig. 2a.

Slotted 1-Persistence Broadcasting
Rule — Upon receiving a packet, a node checks the
packet ID and rebroadcasts with probability 1 at
the assigned time slot TSij if it receives the packet
for the first time and has not received any dupli-
cates before its assigned time slot; otherwise, it dis-
cards the packet.

Given the relative distance between nodes i
and j, Dij, the average transmission range, R, and
the predetermined number of slots Ns, TSij can
be calculated as

TSij = Sij × τ (2)

where τ is the estimated one-hop delay, which
includes the medium access delay and propaga-
tion delay, and Sij is the assigned slot number,
which can be expressed as

(3)

The time slot approach follows the same logic
as the weighted p-persistence scheme, but
instead of calculating the reforwarding probabili-
ty, each node uses the GPS information to calcu-
late the waiting time to retransmit. For example,
in Fig. 2b the broadcast coverage is spatially
divided into four regions, and a shorter waiting
time will be assigned to the nodes located in the
farthest region. Hence, when a node receives
duplicate packets from more than one sender, it
takes on the smallest Dij value. Similar to the p-
persistence scheme, this approach requires trans-
mission range information in order to agree on a
certain value of slot size or number of slots.
Note that Ns is a design parameter that should
be carefully chosen. Although Ns should theoret-
ically be a function of the traffic density (i.e., the
denser the traffic, the smaller the slot size and
the larger the number of slots), it is very hard
for each vehicle to predict what the traffic densi-
ty is and to arrive at a single value of Ns in prac-
tice. Hence, network designers can, at best, fix
this value or adaptively change this value over
time; for example, the protocol should use five
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slots during morning and evening rush hours,
and three slots during non-rush hours.

Slotted p-Persistence Broadcasting
Rule — Upon receiving a packet, a node checks the
packet ID and rebroadcasts with the pre-deter-
mined probability p at the assigned time slot TSij,
as expressed by Eq. 2, if it receives the packet for
the first time and has not received any duplicates
before its assigned time slot; otherwise, it discards
the packet.

Each node in this scheme should also buffer
the message for a certain period of time (e.g.,
[Ns – 1] × WAIT_TIME + δ ms) and retrans-
mits with probability 1 if nobody in the neigh-
borhood rebroadcasts in order to prevent the
message’s dying out. Figure 2c illustrates the
concept of slotted p-persistence with four slots.
Similar to the p-persistence case, the perfor-
mance of this scheme also depends on the value
chosen for the reforwarding probability p. We
address this problem in detail later.

RECEIVED-SIGNAL-STRENGTH-BASED SCHEMES
Because vehicles may not be able to receive GPS
signals in some areas (e.g., tunnels, shadowed
areas, urban areas with many high-rise build-
ings), the proposed broadcast techniques can
also be modified to use the packet received sig-
nal strength (RSS) information instead of GPS
information. We note that instantaneous mea-
surement of RSS can only provide rough estima-
tion of the corresponding distance between the
transmitter/receiver pair because of multipath
fading. In order to get rid of the small-scale fad-
ing effect and get a closer estimate of the rela-
tive distance to the transmitter, each vehicle
should periodically probe its neighbors in order
to keep track of the time averaged RSS, which
can better represent the actual distance of a
vehicle from the transmitter. However, doing so
may increase traffic load in the system, which
may not be desirable. Hence, in the absence of
GPS signal and periodic neighbor probing, each
node can, at best, obtain the RSS of the broad-
cast packet received from the DSRC device driv-
er and determine whether or not to rebroadcast
the packet based on the instantaneous RSS mea-
sured and prior knowledge of transmit power
and receiver sensitivity. In the following we out-
line the modifications needed to change the pro-
posed broadcast schemes described earlier to use
RSS information.

In the weighted p-persistence scheme each
node can compare the RSS of the received pack-
et to the range of RSS, which is given by

RSSrange = RSSmax – RSSmin (4)

where the RSSmax and RSSmin correspond to the
maximum and minimum possible values of RSS
measured in the considered environment; these
values can be either obtained experimentally or
calculated by applying an appropriate propaga-
tion model (e.g., the Friis or two-ray model [17]).

Given that RSSrange is the same for all vehi-
cles, Eq. 3 can be reformulated as

(5)

where RSSij is the RSS of the broadcast packet
received at node j.

Similarly, the slotted schemes could be modi-
fied to use RSS information instead of relative
distance to determine waiting time. Given the
number of slots, Eq. 3 can be modified as fol-
lows:

(6)

NETWORK MODEL AND ASSUMPTIONS

Although most MANET studies typically assume
a two-dimensional network with random topolo-
gy, in this work we claim that a one-dimensional
line network can best capture the topology of a
vehicle-based ad hoc network on a highway or in
an urban area where mobile nodes are more
likely to be on a well defined path and road.
Therefore, we consider two types of network
topologies in this article: a one-dimensional line
or single-lane network and a multilane network.
In the former case adjacent nodes are separated
by a distance D that is exponentially distributed
with mean D

—
. A multilane network is modeled

with multiple single-lane networks.
In order to understand the fundamental

impact each of the broadcast schemes has on
network performance, we developed a network
simulator to create a broadcast scenario on a
straight road, similar to that shown in Fig. 1,
where each vehicle can perform the basic broad-
cast operations proposed earlier without the
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complication of the MAC and MANET routing
protocol. For each simulation run, a new topolo-
gy is created and one broadcast message is prop-
agated for 100 hops; the time to live (TTL) of
the packet is set to 100. Given the type of
VANET applications considered earlier, we
assume that there is only one active source in
the network, and all the nodes within the broad-
cast range of the transmitter can correctly
receive the packet. Upon receiving the broadcast
message, each node keeps track of the number
of packets it receives and immediately retrans-
mits the packet according to the rules described
earlier. Other statistics such as packet loss ratio
and propagation delay are presented later; we
also include the effect of 802.11a MAC and the
routing protocol.

PERFORMANCE ANALYSIS

In this section we compare the performance of
the proposed broadcast schemes with conven-
tional 1-persistence and p-persistence flooding
schemes. Each node has a broadcast range of
500 m. The slot size is assumed to be 100 m so
that the broadcast coverage can be divided into
five time slots. The reforwarding probability is
assumed to be 0.5 in the p-persistence and slot-
ted p-persistence cases. Figure 3 shows the sta-
tistical average of 500 simulation runs per data
point with 95 percent confidence interval.

SINGLE-LANE NETWORK
Link Load — The link load measures the amount
of broadcast traffic received at each node over a
unit time. Obviously, the higher the load, the
lower the useful throughput. Figure 3a shows the
link load, normalized with respect to the link
load measured from the 1-persistence case, at
different network densities for all the techniques
mentioned earlier. Intuitively, the link load
depends on the number of retransmitting nodes;

for example, if every node decides to retransmit,
as in the 1-persistence case, a high link load is
expected. The p-persistence is introduced in
order to reduce the number of nodes required to
reforward the broadcast packets. Typically, given
reforwarding probability p, the amount of pack-
ets received at each node, on average, will be
reduced by a factor of 1 – p. Besides lowering
the reforwarding probability, one can further
reduce the load by partitioning the network into
multiple broadcast regions, as in the slotted
cases. By doing so, nodes in the farthest broad-
cast region retransmit with high probability,
while closer ones refrain from retransmitting. As
a result, the link load is reduced dramatically
when the slotted scheme is employed.

Packet Penetration Rate — According to the results
presented previously, it can be observed that the
smaller the reforwarding probability, the better
the performance in terms of link load. However,
the reforwarding probability also affects the rate
at which the packet propagates across the net-
work (i.e., the packet penetration rate). In a typ-
ical route discovery case where the source seeks
to establish a route to a known destination, this
metric also affects the route acquisition time: the
faster the packet penetration rate, the faster the
route acquisition time. For certain applications
such as an on-the-road emergency warning sys-
tem, this rate determines how fast the warning
message travels across the network.

Figure 3b shows the packet penetration rate
normalized with respect to the rate achieved by
the conventional 1-persistence scheme. It can be
observed that both slotted 1-persistence and
weighted p-persistence can achieve excellent per-
formance since the farthest node in the broad-
caster’s coverage retransmits with probability
one or close to one. Slotted 1-persistence, on the
other hand, performs poorly in a sparse network
because of the waiting delay prior to packet
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n Figure 3. a)Link load; b) packet penetration rate performance measured from a single-lane network with random traffic distribution.
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retransmission. However, the normalized rate
converges to one if on average there are 50 vehi-
cles/km.

As for p-persistence, the achievable perfor-
mance depends on the preassigned probability
parameter p. Intuitively, the smaller the proba-
bility, the lower the link load. However, small
probability may also result in poor packet pene-
tration rate in a sparse network. According to
the simulation results, shown in Fig. 4, there is
almost no benefit in using the reforwarding
probability under a very light traffic condition as
in the 10 nodes/km case, which corresponds to
the case where each node has approximately
nine neighbors in the network considered. How-
ever, at higher traffic density the reforwarding
probability should be set to at least 0.5 in the p-
persistence case and 0.8 in the slotted p-persis-
tence case in order to achieve at least 80 percent
of the maximum performance.

How to choose the number of slots (Ns) and
forwarding probability p is certainly an impor-
tant design issue, and different solutions are pos-
sible. One simple, albeit suboptimum, solution is
to design the protocol for the worst case sce-
nario (i.e., traffic jam scenario), and use the
same fixed value of Ns and p for other scenarios
as well. Although setting the forwarding proba-
bility to a certain fixed value without precise
information about traffic density might yield a
suboptimal packet penetration rate, we show
later that the end-to-end delay performance is
still acceptable (less than 150 ms) for the
VANET safety applications considered, even in
a sparse network scenario. Since all mobile
nodes should agree on certain values of p and
number of slots, one solution is for the working
standard [2] to make a centralized decision or
centralized recommendation for these values. For
example, the number of slots should depend on
the transmission range of the wireless device

considered, while the chosen forwarding proba-
bility p should yield reasonable performance in
the worst case scenario (e.g., p should be at least
0.5 in order to achieve reasonable performance
in a dense traffic scenario). Other more sophisti-
cated, adaptive, and distributed solutions might
also be plausible (e.g., one could use two values
of p, one for daytime and another for nighttime,
or one value for commute hours and another
value for the rest of the day).

MULTILANE NETWORK
A multilane network is simply a collection of
multiple single-lane networks. Intuitively, if we
assume that the traffic in each lane is identically
distributed, overall traffic density will increase by
n-fold in an n-lane network. However, if we were
to fix the overall traffic density so that the aver-
age number of vehicles per kilometer is the same
in both single-lane and multilane networks, the
traffic density per lane in the n-lane network
case decreases by a factor of 1/n. Given that we
know the traffic density per lane, we can predict
the performance in terms of link load and pack-
et penetration rate that can be achieved by each
scheme based on the results obtained in the sin-
gle-lane network presented earlier.

Link load performance depends only on the
overall traffic density. Hence, if the overall traf-
fic density is kept constant, the link load in the
n-lane network will be the same as that in the
single-lane case. If, on the other hand, the over-
all density increases by n-fold, the average link
load also increases by the same factor. Note that
although average link load increases with
increasing traffic density, the relative perfor-
mance with respect to the 1-persistence base
case does not depend on traffic density but
rather on the broadcast parameters (i.e., preas-
signed reforwarding probability and number of
slots or slot size). Therefore, regardless of the

n Figure 4. Achievable packet penetration rate using: a) p-persistence scheme; b) slotted p-persistence scheme.
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number of lanes considered, the normalized link
load will be the same as that shown in Fig. 3a.

The packet penetration rate, on the other
hand, is mainly governed by single-lane density
rather than overall traffic density. Hence, in the
case where the overall density is kept constant
(i.e., lower density per lane), it is expected that
the packet penetration rate in a multilane net-
work performs worse than that presented in Fig.
3b. However, if the density per lane in a multi-
lane network is the same as that in the single-
lane case, the performance is expected to be
slightly better than that presented in Fig. 3b.
The improvement is particularly large at the
lower density per lane because of the redundan-
cy provided by nodes in additional lanes.

PACKET LOSS RATIO AND
DELAY ANALYSIS AND DISCUSSION

In the previous section we have shown that
significant improvement in terms of link load
and packet penetration rate can be achieved by
using the proposed broadcast suppression
schemes. However, in order to quantify how
much each scheme can alleviate the impact of
the broadcast storm, it is important to translate
these metrics into more meaningful ones (i.e.,
packet loss ratio and total end-to-end delay). In
general, high link load causes high contention
at the link layer and hence high packet loss
rate. Similarly, low packet penetration also
implies long delay. Therefore, in order to cre-
ate a realistic broadcast storm scenario for col-
lecting these statistics, we resort to the OPNET
simulator.

COMMUNICATION MODEL AND
BROADCAST PROTOCOL IMPLEMENTATION

In order to mimic the link layer contention of
the DSRC device, we configure the wireless
node in OPNET to use IEEE 802.11a with 10
MHz bandwidth so that the range is approxi-
mately 1 km. AODV is modified to handle a
special broadcast packet by adding a node’s loca-
tion in the routing packet header. Upon receiv-
ing the broadcast packet, each node accesses its
current location and uses one of the broadcast
rules described earlier to determine whether or
not the packet should be rebroadcast. For exam-
ple, if weighted p-persistence is chosen, each
node will simply calculate the reforwarding prob-
ability based on Eq. 1.

Because it is possible to receive multiple
broadcast packets with the same ID, each node
has to wait for a period of WAIT_TIME to allow
for some or all duplicate broadcast packets sent
by other relay nodes to arrive. This
WAIT_TIME is also a common parameter in
both the slotted 1-persistence and slotted p-per-
sistence schemes since each node has to use its
relative distance to the nearest node that has
previously rebroadcast the packet to determine
its forwarding probability or time slot before
transmission. Therefore, WAIT_TIME has to be
greater than most of the MAC delay experi-
enced by all of the nodes in the network so that
each node has a chance to receive most of the

duplicate broadcast packets. According to the
MAC delay statistics shown in Table 1, the 95th
percentile of the MAC delay for the 1-persis-
tence scenario considered earlier is under 5 ms
in most scenarios. These statistics suggest that it
is sufficient to choose a WAIT_TIME of at most
5 ms if the traffic density is below 100 cars/km/
lane. Note that in a scenario with more than 100
cars/km/lane, the broadcast suppression mecha-
nisms can virtually reduce the level of the con-
tention and cause the 95th percentile of the
MAC delay to be significantly less than the val-
ues presented in Table 1.

Similarly, the estimated 1-hop delay τ has to
account for both the WAIT_TIME and propaga-
tion delay. Given that nodes have to be within 1
km of one another in order to correctly receive
the packet, the propagation delay will be negligi-
ble compared to the WAIT_TIME. Hence, it is
reasonable to assume that τ = WAIT_TIME.

SIMULATION RESULTS
In the following, we consider 1000 simulation
runs of a 10 km road section with four lanes and
random traffic, similar to the scenario consid-
ered earlier. The WAIT_TIME is assumed to be
5 ms, and the slot size is approximately 200 m,
so there are approximately five slots. The for-
warding probability is set to 0.5 in the slotted p-
persistence scenarios.

Packet Loss Ratio — Figure 5a shows the broadcast
packet loss ratio at four different traffic densi-
ties. Without using any of the suppression
schemes, the packet loss ratio is 60 percent in
the worst case. Note that this packet loss ratio in
the scenario considered pertains to the loss of
duplicate broadcast packets only; therefore, even
if half of the broadcast duplicate packets get
lost, each node can still receive the broadcast
message since not all of them get lost during the
broadcast storm. Hence, the reachability of the
broadcast message should be satisfactory in all
scenarios; most vehicles should receive the
broadcast message with high probability if the
network is well connected. However, as dis-
cussed earlier, this high packet loss rate could
pose serious problems to other applications,
because any urgent messages transmitted during
the broadcast storm may get lost or delayed due
to link layer contention and software/hardware
resource limitations. By making use of GPS or
RSS information, it is possible to reduce this
high loss ratio in the worst case by up to 90 per-
cent; that is, from 60 percent down to about 5
percent if one uses the slotted p-persistence
approach. Notice that these results are highly
correlated with the link load results presented in
Fig. 3a in that among the three schemes pro-
posed, slotted p-persistence yields the best per-
formance while the worst scheme is weighted
p-persistence.

Latency — The total end-to-end delay of the pro-
posed schemes, on the other hand, is significant-
ly longer than that in the 1-persistence case,
especially in a sparse network. As shown in Fig.
5b, the total delay increases from 15 to 125 ms
under light traffic conditions with 10 cars/km/
lane when slotted p-persistence is used. The
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loss rate. Similarly,
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penetration rate also
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broadcast storm 
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increase in total delay is partly due to the num-
ber of hops chosen by the routing protocol, and
mainly due to the scheduling and waiting time of
5 ms required before contending with other
nodes for retransmission at each hop. Since the
proposed schemes give priority to the shortest
path route, the number of hops chosen during
the route discovery process is almost at the mini-
mum possible value, which is roughly 10 hops for
the considered scenario, as shown in Fig. 5c.
Observe that traffic density does not have much
impact on the number of hops chosen by the
routing protocol when one of the broadcast sup-
pression techniques is employed.

Given that the time slot is 5 ms, the total
delay is mainly due to the scheduling and wait-
ing time imposed by the broadcast schemes:
the transmission delay and propagation delay
are much smaller than 5 ms. For example, the
transmission delay of a packet of s ize 250
kbytes is approximately 40 ms, and the per
hop propagation delay is at most 2 µs. Observe
that when using the slotted scheme, the total
waiting time at each hop can be longer than 5
ms in a sparse network because there may not
be any nodes in the slot with minimum waiting
time. As expected, slotted p-persistence intro-
duces the longest propagation delay due to the
uncertainty imposed by the prespecified for-
warding probability. In a dense traffic sce-
nario,  on the other hand, weighted
p-persistence introduces the longest delay
among the three schemes due to the longer
medium access delay caused by much larger
broadcast  redundancy.  These results  also
match the packet penetration rate prediction
presented in Fig. 3b. 

Despite a much longer total delay, however,
the message can still propagate 10 km in less than
150 ms under all schemes. Therefore, as long as
the delay is within an acceptable range specified
by the applications (e.g., active safety applica-
tions), the forwarding probability can be
decreased or the number of slots can be increased
to further improve the packet loss ratio.

CONCLUSIONS
Since most applications in VANETs favor broad-
cast transmission as opposed to point-to-point
routing, routing protocols should be designed to
address the broadcast storm problem to avoid
unnecessary loss of important safety related
packets during a broadcast storm. In this article
we have proposed three techniques that depend
only on the local positions of the receiver and
transmitter nodes. The algorithms are complete-
ly distributed and computationally efficient in
that they require only minor computations. In
the absence of the GPS signal, the proposed
algorithms can also be modified to use the RSS
of the packet received to determine whether or
not the packet should be retransmitted, although
this approach is not as efficient as the GPS
approach.

The proposed schemes are tested against sin-
gle-lane and multilane topologies as opposed to
generic two-dimensional square or torus topolo-
gies. The results show that the proposed slotted
1-persistence and slotted p-persistence schemes
can reduce broadcast redundancy and packet
loss ratio by up to 70 percent while still offering
acceptable end-to-end delay for most multihop
VANET applications (e.g., using a roadside unit
to inform drivers about detours, construction).

It is worth mentioning here that while the
broadcast storm problem can also be tackled at
the MAC layer, this article takes the viewpoint
that the current DSRC employs a fixed MAC
protocol for VANETs specified by the standard
[2], and therefore focuses on solving the broad-
cast storm problem at the network layer via
intelligent routing strategies. We consider both
of these approaches viable and interesting (and
different) ways of solving the same problem. In
addition, given that currently active safety appli-
cations mainly concern car manufacturers, solv-
ing the broadcast storm problem (as well as the
routing problem in sparse VANETs [18]) for
active safety applications without the use of fixed
infrastructure (wireless or wired) was consid-
ered. With the emergence of new applications

n Figure 5. Broadcast statistics at various traffic densities: a) packet loss ratio in a VANET; b) time required to disseminate the broad-
cast message to nodes 10 km away; c) average number of hops to reach the last vehicle in the 10 km road section. All results are shown
with 95 percent confidence intervals.
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(Internet access, infotainment, social networking,
etc.), use of fixed infrastructure will become an
attractive option. Further research is needed to
address such possibilities.
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