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SUMMARY
Although many researchers have verified the superiority of

Support Vector Machine (SVM) on text categorization tasks,
some recent papers have reported much lower performance of
SVM based text categorization methods when focusing on all
types of parts of speech (POS) as input words and treating large
numbers of training documents. This was caused by the over-
fitting problem that SVM sometimes selected unsuitable support
vectors for each category in the training set. To avoid the overfit-
ting problem, we propose a two step text categorization method
with a variable cascaded feature selection (VCFS) using SVM.
VCFS method selects a pair of the best number of words and
the best POS combination for each category at each step of the
cascade. We made use of the difference of words with the high-
est mutual information for each category on each POS combina-
tion. Through the experiments, we confirmed the validation of
VCFS method compared with other SVM based text categoriza-
tion methods, since our results showed that the macro-averaged
F1 measure (64.8%) of VCFS method was significantly better
than any reported F1 measures, though the micro-averaged F1

measure (85.4%) of VCFS method was similar to them.
key words:

Text Categorization, Text Classification, Support Vector Ma-
chine (SVM), Parts of Speech (POS), Variable Cascaded Feature
Selection (VCFS)

1. Introduction

The number of electronic documents, such as newspa-
per articles and patent documents, has increased with
the explosive use of the Internet and online databases.
As the available electronic documents increase, the de-
mand for high precision systems in real world applica-
tions becomes more and more apparent [16]. For ex-
ample, when using a search engine, the users can only
afford to read the top few documents retrieved for a
query, and therefore a search engine with high preci-
sion would be preferred to one with a high recall but
low precision. In text categorization systems, when a
classifier is used to help users decide the categories rel-
evant to a document, the users tend to read only a few
documents from each category, and therefore a classi-
fier with high precision would be preferred to one with
a high recall but low precision. Thus, our purpose is to
propose an automatic text categorization system with
high precision, keeping at least the same F1 measure
described in Sect. 4.2.
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Many researchers have so far applied many machine
learning methods to automatic text categorization for
helping users utilize large numbers of documents. The
methods are represented by Naive Bayes, Rocchio, k-
Nearest Neighbor, Boosting, and Support Vector Ma-
chine (SVM) [2],[7],[17]. We focused on SVM in this
paper, since published papers for automatic text cate-
gorization have verified the superiority of SVM based
methods over other text categorization methods espe-
cially when using Reuters-21578 corpus∗ [13].

A major difficulty in text categorization methods is
that too many input words are to be used to catego-
rize. For example, Fukumoto et al. reported much
lower performance (28.5% by F1 measure) when they
applied SVM to Reuters Corpus Volume I (RCV1)∗∗

[5]. This was caused by the overfitting problem that
SVM sometimes selected unsuitable support vectors for
each category in the training set, since they focused on
all types of POS and treated large numbers of training
documents. Therefore, we used mutual information to
reduce the number of input words and avoid the overfit-
ting problem, since mutual information has been shown
to yield good performance for feature selection of SVM
based text categorization methods [2].

Taira et al. have investigated the validation of mu-
tual information filtering and POS filtering applying
SVM to Japanese newspaper articles ∗∗∗. They re-
ported that though the best number of words with the
highest mutual information and the best POS combina-
tion differed greatly among categories, it was difficult
to predict them [14]. Therefore, we propose a two step
text categorization method with a variable cascaded
feature selection (VCFS) to predict a pair of the best
number of words with the highest mutual information
and the best POS combination for each category at each
step of the cascade.

VCFS method consists of two steps. At step 1, SVM
classifies test documents either in a positive or a neg-
ative set. At step 2, SVM again classifies the test
documents which belong to the positive set of step
1. We focused on the difference of words with the
highest mutual information for each category on each
POS combination. About the category “groundnut”

∗http://www.daviddlewis.com/
∗∗http://about.reuters.com/researchandstandards/corpus/

∗∗∗They used Mainichi Shinbun (Japanese newspaper ar-
ticles) published in 1994 [11].
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of Reuters-21578 corpus, for example, “oil,” “crude,”
and “petroleum” are selected for the highest mutual
information when our system selects words only from
nouns, verbs, adjectives, and adverbs. On the other
hand, these words are not selected due to their low mu-
tual information when our system selects words from
all types of POS. This indicates that selecting words
only from nouns, verbs, adjectives, and adverbs is more
powerful than selecting words from all types of POS to
categorize test documents into the category “ground-
nut.”

The rest of this paper is organized as follows. Section
2 describes a basic framework of SVM. In Sect. 3, we
present our categorization method. Section 4 shows
some experimental results using Reuters-21578 corpus
followed by evaluation and discussion. In Sect. 5, we
describe conclusions.

2. Support Vector Machine

SVM [15] is a machine learning method for solving
two-class pattern recognition problems. About natu-
ral language processing (NLP) research, many NLP re-
searchers have applied SVM to a variety of problems,
such as morphology and summarization, not to mention
text categorization.

SVM learns from a training set to find a decision
surface (classifier) which separates a set of positive ex-
amples (documents) from a set of negative examples
by introducing the maximum margin between the two
sets. The training set can be described by l points in
the n-dimensional space xi ∈ Rn with two different
labels yi ∈ {−1, +1} depending on the class which is
assigned to the point xi for all i = 1, · · · , l.

Since the training set is chosen as linearly separa-
ble, there will be a hyperplane, which will be able
to separate positive examples from negative examples.
The points xi, which lie on the hyperplane, satisfy
w · xi + b = 0, where w ∈ Rn is the normal vector of
the hyperplane, |−b|

||w|| is the perpendicular distance from
the hyperplane to the origin, and ||w|| is the Euclidean
norm of w. The variable d(+) denotes the shortest
distance from the separating hyperplane to the clos-
est positive examples which satisfy a hyperplane H1 :
w ·xi + b = 1. Similarly, d(−) denotes the shortest dis-
tance between the separating hyperplane and the clos-
est negative examples which satisfy a hyperplane H2
: w · xi + b = −1. The distance between H1 and H2
is called “margin.” The margin can be calculated as
d(+) + d(−).

Mathematically, the points xi can be expressed by
two inequalities as follows.

w · xi + b ≥ +1 for yi = +1 (1)

w · xi + b ≤ −1 for yi = −1 (2)

wx+b=1

wx+b=-1

wx+b=0

w

Origin
Margin

H1

H2

d(-)

d(+)

|-b|/||w||

Separating Hyperplane

Class(+1)
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Fig. 1 Separating hyperplane.

The distance from H1 to the origin can be calculated
as |1−b|

||w|| . Similarly, the distance from H2 to the origin

can be calculated as |−1−b|
||w|| . Comparing the two posi-

tions of H1 and H2 one can conclude d(+) = d(−) =
1

||w|| . Furthermore, the margin, which reflects the dis-
tance between the two hyperplanes H1 and H2, equals

2
||w|| . To maximize the margin, we should minimize
‖w‖. Fig. 1 depicts the situation for the linearly sepa-
rable case in 2 dimensions.

The training documents which lie on either H1 or H2
are called “support vectors.” It is known that only the
support vectors are used for categorization. This indi-
cates that SVM causes low performance if SVM selects
unsuitable support vectors which don’t represent the
characteristics of a category [9].

Although we have so far focused on linear hypotheses,
SVM can handle non-linear hypotheses by introducing
a kernel function such as polynomial kernel, RBF ker-
nel, and sigmoid kernel.

Since SVM is a binary classifier, we have to extend
it to a multi-class classifier which classifies documents
in three or more categories. Although there are many
approaches to extend SVM to a multi-class classifier,
we introduce two well known approaches. One is “one-
against-all” approach which constructs k classifiers, one
for each category. The k-th classifier constructs a hy-
perplane between a category k and all of other cat-
egories. The other approach is “all-pairs” approach
which builds k(k−1)

2 classifiers considering all pairs of
categories. The final decision of the all-pairs approach
is given by some voting method.

For SVM we used a word frequency in a document to
employ as an attribute value for each word, since it has
been shown to yield good performance for SVM based
text categorization methods [4].

We applied SVMlight [8]† in our experiments. Al-
though many options are available in SVMlight, we sim-
ply used (-t, 0) option which denotes the linear SVM.
We didn’t combine (-j, 1) option which introduces cost
factors to be able to adjust the cost of false positive

†http://svmlight.joachims.org/
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Fig. 2 Overview of our system when classifying
test documents in the category “cocoa.”

vs. false negative [12], since the learning time and the
categorization accuracy were not different from those
of only (-t, 0) option.

3. Variable Cascaded Feature Selection

We propose a two step text categorization method
with a variable cascaded feature selection (VCFS) using
SVM to select suitable support vectors for each cate-
gory in the training set.

Fig. 2 illustrates our idea. VCFS method consists of
two steps. At step 1, SVM classifies test documents
either in a positive or a negative set. At step 2, SVM
again classifies the test documents which belong to the
positive set of step 1. Therefore, we can expect high
precision for the demand as described in Sect. 1.

Our system prepares 100, 200, 300, 400, 500, 600,
700, 800, 900, and 1000 words with the highest mutual
information for each category on each POS combina-
tion as sets of features. Then, our system calculates
F1 measures for all possible pairs to select a pair of
the best number of words and the best POS combina-
tion for each category at each step of the cascade using
five-fold cross validation†. If some of pairs result in the
same best F1 measure, our system decides the best pair
by the highest micro and macro averaged F1 measures
described in Sect. 4.2. F1 measures may not be im-
proved at step 2, even if we apply all possible pairs. In
this case, our system selects the best pair for only step
1 and does not apply step 2. Thus, we call our method
“variable” cascaded feature selection.

We treated {nouns, verbs}, {nouns, adjectives},
{nouns, adverbs}, {nouns, verbs, adjectives}, {nouns,
verbs, adverbs}, {nouns, adjectives, adverbs}, and

†In five-fold cross validation, a training set is divided
into five sets, one for a test set, and the other four for train-
ing sets. This process results in five individual F1 measure
and final features are selected by the average of the five F1

measures.

{nouns, verbs, adjectives, adverbs} as POS combina-
tions. We also added only nouns and all types of POS
to the POS combinations. Henceforth, the notation
{nouns, verbs, adjectives, adverbs} denotes that we ex-
tract words only from nouns, verbs, adjectives, and ad-
verbs. Note that all POS combinations contain nouns,
since nouns tend to be content words of a category com-
pared with other POS.

Mutual information (MI) between a word w and a
category c is defined as follows [3],[14].

MI(w, c) =
∑

W∈{w,w̄}

∑

C∈{c,c̄}
P (W,C)log

P (W,C)

P (W )P (C)
(3)

MI becomes large when the occurrence of a word w
is biased towards a category c. Consequently, the words
with the highest mutual information in a category c can
be expected to become keywords in the category c.

About the category “cocoa” of Reuters-21578 cor-
pus, for example, our system selects {nouns, adverbs}
at step 1 and also selects all types of POS at step 2.
In this case, “seedpod,” “seedcase,” “pod,” “inflores-
cence,” “florescence,” “blossoming,” and so on which
relate to “plants,” are selected as features when using
{nouns, adverbs}, and “chocolate,” “cocoa,” and so on
which relate to “drink,” are selected as features when
using all types of POS.

4. Experiments

4.1 Data and Preprocessing

We evaluated VCFS method using Reuters-21578 cor-
pus (ApteMod version) which is widely used in the text
categorization research. Reuters-21578 corpus is di-
vided into two sets, one for the training set and the
other for the test set. All documents were extracted
by eliminating unlabeled documents and selecting the
categories which have at least one document both in
the training and the test set. This process resulted in
90 categories. We obtained the training set of 7,769
documents for five-fold cross validation and the test set
of 3,019 documents for evaluating VCFS method. The
average number of categories assigned to a document
was 1.3, and the largest number of categories assigned
to a document was 15. Note that all documents were
extracted without stemming and removing stop words.

Reuters-21578 corpus is known for a skewed category
distribution [17]. The most common category has 2,877
training documents, but 82% of categories have less
than 100 training documents, and 33% of categories
have less than 10 training documents. Reuters-21578
corpus is also known for a rather direct correspon-
dence between words and categories [6]. In the cate-
gory “nickel,” for example, the occurrence of the word
“nickel” in a document is a very good indicator.
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Table 1 Relationships of an original word and the synonyms
about the category “cocoa.”

Original Word Synonyms

cocoa chocolate
flowering inflorescence, florescence, blossoming

pod seedpod, seedcase

We tagged all documents with Brill’s POS tagger
[1]†† and extracted words from {nouns, verbs}, {nouns,
adjectives}, {nouns, adverbs}, {nouns, verbs, adjec-
tives}, {nouns, verbs, adverbs}, {nouns, adjectives, ad-
verbs}, {nouns, verbs, adjectives, adverbs}, only nouns,
and all types of POS respectively.

We added synonyms of nouns in WordNet 1.7 † to a
set of features to represent documents before calculat-
ing mutual information, since both the micro and macro
averaged F1 measures described in Sect. 4.2 were im-
proved, compared with the method without synonyms
of nouns in WordNet 1.7. The micro-averaged F1 mea-
sure was improved about 2.0% and the macro-averaged
F1 measure was improved about 10.0%. For example,
Table 1 shows the relationships of an original word and
the synonyms about the category “cocoa.” In Table 1,
the column “Original Word” denotes a word appeared
in the category “cocoa” of the training set and the col-
umn “Synonyms” denotes the synonyms of the word in
WordNet 1.7.

4.2 Performance Measures

We used precision (Pr), recall (Re), and F1 measure
(F1) in our experiments. These are calculated by the
following formulas:

Pr =
number of categories found and correct

number of total categories found
,

Re =
number of categories found and correct

number of total categories correct
,

F1 =
2PrRe

Pr + Re
.

We computed micro and macro averaged F1 mea-
sures. The micro-averaged F1 measure (miF1) is ob-
tained by first computing precision and recall for all
categories and then using them to calculate F1 mea-
sure. The macro-averaged F1 measure (maF1) is com-
puted by first calculating F1 measure for each category
and then averaging them.

4.3 Results of VCFS Method

Table 2 and Table 3 show the comparisons of step 1
and step 2 on VCFS method. In Table 2 and Ta-
ble 3, the column “Step” denotes each step of VCFS

††http://research.microsoft.com/users/brill/
†http://www.cogsci.princeton.edu/∼wn/

Table 2 Comparison of Step 1 and Step 2. (micro-averaged)

Step miPr (%) miRe (%) miF1 (%)

Step 1 90.5 79.2 84.4
Step 2 92.8 79.1 85.4

Table 3 Comparison of Step 1 and Step 2. (macro-averaged)

Step maPr (%) maRe (%) maF1 (%)

Step 1 78.4 56.9 61.6
Step 2 84.2 56.0 64.8

method. Henceforth, the column “miPr,” “miRe,”
and “miF1” denote the micro-averaged precision, recall,
and F1 measure respectively and the column “maPr,”
“maRe,” and “maF1” denote the macro-averaged pre-
cision, recall, and F1 measure respectively.

As shown in Table 2 and Table 3, we see that the
macro-averaged F1 measure is improved significantly at
step 2, though the improvement of the micro-averaged
F1 measure is small.

Fukumoto et al. report that the micro-averaged
F1 measures of other SVM based text categorization
methods were over 85% [5]. Therefore our micro-
averaged F1 measure is similar to them. However,
our macro-averaged F1 measure (64.8%) is significantly
better than any reported F1 measures (Fukumoto et
al.(60.6%) [4], Yang et al.(52.5%) [17]). This indicates
that VCFS method worked well to select suitable sup-
port vectors for each category in the training set.

Table 4 and Table 5 show what POS combination
was used for each category at each step of the cascade.
In Table 4, the column “POS Combination” denotes
POS combination applied to VCFS method and the
column “Step 1” and “Step 2” denote how many times
the POS combination was applied at step 1 and step 2
respectively. In Table 5, the column “Step 1 → Step 2”
denotes a pair of POS combinations applied to VCFS
method and the column “Applied Frequency” denotes
how many times the pair was applied. Henceforth, “a,”
“n,” “v,” “adj,” and “adv” denote all types of POS,
nouns, verbs, adjectives, and adverbs respectively.

As shown in Table 4, we see that only four POS com-
binations, which are {n, adv}, {n, v, adj}, {n, adj, adv},
and {n, v, adj, adv} are applied at step 1 and {n, v,
adj} is most applied. About step 2, we see that all
types of POS is most applied. Interestingly, our system
doesn’t apply only nouns at both steps. From Table 5,
we see that 19 categories are selected at step 2 and {n,
adv} → a is most applied.

Table 6 shows the top 10 categories about the im-
provement of F1 measure at step 2. Henceforth, the
column “Category” denotes a category name and “Tr”
denotes the number of training documents assigned to
the category. From Table 6, we see that F1 measures
are improved not only on the categories assigned more
than 100 training documents but also on the categories
assigned less than 100 training documents.
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Table 4 POS combinations applied at each step.

POS Combination Step 1 Step 2

a 0 5
n 0 0
{n, v} 0 3
{n, adj} 0 3
{n, adv} 14 1

{n, v, adj} 55 0
{n, v, adv} 0 2
{n, adj, adv} 8 3
{n, v, adj, adv} 13 2

Table 5 Pairs of POS combinations applied at each step.

Step 1 → Step 2 Applied Frequency

{n, adv} → a 3
{n, adv} → {n, v} 1
{n, adv} → {n, adj} 1
{n, v, adj} → a 2
{n, v, adj} →{n, v} 2
{n, v, adj} →{n, adj} 1
{n, v, adj} →{n, v, adv} 2
{n, v, adj} →{n, adj, adv} 1
{n, v, adj} →{n, v, adj, adv} 2
{n, adj, adv} →{n, adj} 1
{n, adj, adv} →{n, adv} 1
{n, v, adj, adv} →{n, adj, adv} 2

Table 6 Top 10 categories on which F1 measure of Step 2 was
higher than that of Step 1. (Step 2/Step 1)

Category (Tr) Pr (%) Re (%) F1 (%)

oilseed (124) 100/5.3 100/100 100/10.0
cocoa (55) 100/27.3 83.3/100 90.9/42.9

money-supply (140) 60.0/17.2 60.0/100 60.0/29.4
reserves (55) 100/66.7 50.0/50.0 66.7/57.1

housing (16) 75.0/60.0 75.0/75.0 75.0/66.7
ipi (41) 75.0/64.3 75.0/75.0 75.0/69.2

orange (16) 100/87.5 63.6/63.6 77.8/73.7
barley (37) 100/88.9 66.7/66.7 80.0/76.2

rice (35) 94.4/85.0 73.9/73.9 82.9/79.1
yen (45) 100/50.0 16.7/16.7 28.6/25.0

For example, the category “cocoa” represents the
characteristics of VCFS method clearly. About the cat-
egory “cocoa,” both precision and F1 measure are im-
proved significantly at step 2, since the words “choco-
late” and “cocoa” of step 2 worked well for choosing
the exact test documents from the positive set of step
1. The words “chocolate” and “cocoa” were not se-
lected as features at step 1.

About all categories, F1 measures of 19 categories
were improved at step 2 (14 categories assigned more
than 100 training documents and 5 categories assigned
less than 100 training documents) and F1 measures of
other categories remained the same.

We compared VCFS method with VCFS (k) method
described in the following lines. Although VCFS
method selects the best number of words with the high-
est mutual information for each category, VCFS (k)
method simply uses k words with the highest mutual

Table 7 Comparison of VCFS method and VCFS (400)
method. (micro-averaged)

Method miPr (%) miRe (%) miF1 (%)

VCFS method 92.8 79.1 85.4
VCFS (400) method 92.5 75.8 83.3

Table 8 Comparison of VCFS method and VCFS (400)
method. (macro-averaged)

Method maPr (%) maRe (%) maF1 (%)

VCFS method 84.2 56.0 64.8
VCFS (400) method 77.6 46.6 56.0

Table 9 Top 10 categories on which F1 measure of VCFS
method was higher than that of VCFS (400) method. (VCFS
method/VCFS (400) method)

Category (Tr) Pr (%) Re (%) F1 (%)

cocoa (55) 100/100 83.3/12.5 90.9/22.2
oilseed (124) 100/83.3 100/45.5 100/58.8

groundnut (5) 100/0.0 25.0/0.0 40.0/0.0
jobs (46) 92.3/60.0 57.1/25.0 70.6/35.3

reserves (55) 100/100 50.0/20.0 66.7/33.3
tea (9) 100/100 66.7/33.3 80.0/50.0

yen (45) 100/0.0 16.7/0.0 28.6/0.0
money-supply (140) 60.0/75.0 60.0/21.4 60.0/33.3

silver (21) 100/100 50.0/25.0 66.7/40.0
wpi (19) 100/100 40.0/20.0 57.1/33.3

information for each category. Table 7 and Table 8
show the comparison of VCFS method and VCFS (k)
method. For VCFS (k) method we used k = 400, since
the F1 measure was the best.

From Table 7 and Table 8, we see that the macro-
averaged F1 measure of VCFS method is improved sig-
nificantly compared with that of VCFS (400) method,
though the improvement of the micro-averaged F1 mea-
sure of VCFS method is small.

Table 9 shows how VCFS method worked on each
category. Compared with VCFS (400) method, F1 mea-
sures of 44 categories were improved (16 categories as-
signed more than 100 training documents and 28 cate-
gories assigned less than 100 training documents) and
F1 measures of other categories remained the same.
This indicates that VCFS method was not affected by
a category size because of selecting the best number
of words with the highest mutual information for each
category, though VCFS (400) method was affected by
a category size, since it simply uses 400 words for each
category.

4.4 Comparison of VCFS Method and Non-VCFS
Methods

We compared VCFS method with Non-VCFS methods.
For Non-VCFS methods we used ALL (Best) method
and NOUN (Best) method. ALL (Best) method uses
all types of POS and selects the best number of words
with the highest mutual information for each category,
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Table 10 Comparison of VCFS method and Non-VCFS meth-
ods. (micro-averaged)

Method miPr (%) miRe (%) miF1 (%)

VCFS method 92.8 79.1 85.4
All (Best) method 92.4 71.7 80.8

Noun (Best) method 92.0 77.5 84.1

Table 11 Comparison of VCFS method and Non-VCFS meth-
ods. (macro-averaged)

Method maPr (%) maRe (%) maF1 (%)

VCFS method 84.2 56.0 64.8

All (Best) method 70.1 36.2 45.2
Noun (Best) method 80.7 52.2 61.0

while NOUN (Best) method uses only nouns with the
best number of words for which mutual information is
the highest for each category. Although VCFS method
selects the best POS combination for each category,
Non-VCFS methods simply use all types of POS or only
nouns.

Table 10 and Table 11 show the comparison of VCFS
method and Non-VCFS methods. From Table 10 and
Table 11, we see that the micro and macro averaged
F1 measures of VCFS method are improved signifi-
cantly compared with those of ALL (Best) method. We
also see that the macro-averaged F1 measure of VCFS
method is improved significantly compared with that of
NOUN (Best) method, though the improvement of the
micro-averaged F1 measure of VCFS method is small.
This indicates that VCFS method worked well to se-
lect suitable support vectors for each category in the
training set.

We investigated how VCFS method worked on each
category. Table 12 and Table 13 show the top 10 cate-
gories on which F1 measure of VCFS method was higher
than that of ALL (Best) method and NOUN (Best)
method respectively. Also, Table 14 and Table 15 show
the categories on which F1 measure of VCFS method
was lower than that of ALL (Best) method and NOUN
(Best) method respectively.

Compared with ALL (Best) method, F1 measure of
VCFS method was higher on 55 categories (14 cate-
gories assigned more than 100 training documents and
41 categories assigned less than 100 training docu-
ments) and lower on a category assigned more than
100 training documents. F1 measures of other cate-
gories remained the same.

Also, compared with NOUN (Best) method, F1 mea-
sure of VCFS method was higher on 26 categories (9
categories assigned more than 100 training documents
and 17 categories assigned less than 100 training docu-
ments) and lower on 8 categories (4 categories assigned
more than 100 training documents and 4 categories as-
signed less than 100 training documents). F1 measures
of other categories remained the same.

Table 12 Top 10 categories on which F1 measure of VCFS
method was higher than that of ALL (Best) method. (VCFS
method/ALL (Best) method)

Category (Tr) Pr (%) Re (%) F1 (%)

nickel (8) 100/0.0 100/0.0 100/0.0
rapeseed (18) 100/0.0 75.0/0.0 85.7/0.0

lei (12) 100/0.0 66.7/0.0 80.0/0.0
tea (9) 100/0.0 66.7/0.0 80.0/0.0

soy-meal (13) 100/100 66.7/8.3 80.0/15.4
rice (35) 94.4/100 73.9/13.0 82.9/23.1
wpi (19) 100/0.0 40.0/0.0 57.1/0.0
ipi (41) 75.0/66.7 75.0/16.7 75.0/26.7

orange (16) 100/100 63.6/18.2 77.8/30.8
meal-feed (30) 100/100 63.6/18.8 77.8/31.6

Table 13 Top 10 categories on which F1 measure of VCFS
method was higher than that of NOUN (Best) method. (VCFS
method/Noun (Best) method)

Category (Tr) Pr (%) Re (%) F1 (%)

oilseed (124) 100/100 100/36.4 100/53.3
ipi (41) 75.0/50.0 75.0/25.0 75.0/33.3

cocoa (55) 100/87.5 83.3/41.2 90.9/56.0
income (9) 50.0/0.0 14.3/0.0 22.2/0.0

pet-chem (20) 100/0.0 10.0/0.0 18.2/0.0
meal-feed (30) 100/100 63.6/43.8 77.8/60.9

reserves (55) 100/100 50.0/33.3 66.7/50.0

yen (45) 100/100 16.7/9.1 28.6/16.7
wpi (19) 100/100 40.0/30.0 57.1/46.2
lead (15) 100/100 71.4/57.1 83.3/72.7

Table 14 A category on which F1 measure of VCFS method
was lower than that of ALL (Best) method. (VCFS method/ALL
(Best) method)

Category (Tr) Pr (%) Re (%) F1 (%)

dlr (131) 72.0/71.4 40.9/45.5 52.2/55.6

Table 15 Categories on which F1 measure of VCFS method
was lower than that of NOUN (Best) method. (VCFS
method/NOUN (Best) method)

Category (Tr) Pr (%) Re (%) F1 (%)

jobs (46) 92.3/92.9 57.1/61.9 70.6/74.3
sorghum (24) 83.3/75.0 62.5/75.0 71.4/75.0

gnp (101) 93.5/93.9 82.9/88.6 87.9/91.2
soybean (78) 67.9/78.3 61.3/58.1 64.4/66.7

dlr (131) 72.0/61.8 40.9/47.7 52.2/53.8
gold (94) 90.5/87.0 63.3/66.7 74.5/75.5

crude (389) 88.7/86.7 67.7/69.9 76.8/77.4
trade (369) 78.4/83.0 75.0/71.6 76.7/76.9

5. Conclusions

We have focused on the overfitting problem that SVM
selects unsuitable support vectors for each category in
the training set when focusing on all types of POS as
input words and treating large numbers of training doc-
uments. To avoid the overfitting problem, we proposed
the two step text categorization method with a variable
cascaded feature selection (VCFS). For VCFS method
we made use of the difference of words with the high-
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est mutual information for each category on each POS
combination.

Through the experiments, we confirmed the valida-
tion of VCFS method compared with other SVM based
text categorization methods, since our results showed
that the macro-averaged F1 measure (64.8%) of VCFS
method was significantly better than any reported F1

measures (Fukumoto et al. (60.6%) [4], Yang et al.
(52.5%) [17]), though the micro-averaged F1 measure
(85.4%) of VCFS method was similar to them.

We compared VCFS method with Non-VCFS meth-
ods and confirmed that the micro and macro averaged
F1 measures of VCFS method were improved signif-
icantly compared with those of ALL (Best) method.
We also confirmed that the macro-averaged F1 measure
of VCFS method was improved significantly compared
with that of NOUN (Best) method, though the im-
provement of the micro-averaged F1 measure of VCFS
method was small.

Although we used mutual information as a measure
to select words to be used for text categorization in our
experiments, we also confirmed the validation of VCFS
method using other feature selection strategies such as
χ2 statistic.
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