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Abstract—On account of the complexity of programs, it is 
difficult to identify all detecting objects of null dereference, 
which is one of the preconditions of null dereference 
detection. This paper introduces an approach for identifying 
all detecting objects of null dereference of C programs. First, 
based on the relationship of dereference expressions with 
nodes of abstract syntax tree (AST), we identify referenced 
pointers; then based on the abstract storage described by 
region-based three value logic (RSTVL) and function 
summary, we identify detecting objects of null dereference. 
In order to validate the adequacy of our approach, five real-
world projects are utilized for experimental analysis, and 
the results show that our approach could identify all 
detecting objects of null dereference. 
 
Index Terms—null pointer dereference, defect detection, 
addressable expression, function summary 
 

I.  INTRODUCTION 

With increasing of software scale and complexity, 
software security becomes increasingly apparent. 
Particularly, null dereference has become one of the main 
causes of software security vulnerabilities, and it is one of 
the most common and difficult defects to eliminate. 

At present, null pointer testing methods can be divided 
into dynamic methods [1, 2] and static methods [3-7]. 
Static methods check pointers dereference on the 
precondition of without running programs, which can be 
divided two categories: null dereference detection [3-5] 
and dereference validation [6, 7]. Generally, null 
dereference detection will first implement dataflow 
analysis or points-to analysis, then check if the pointer 
being referenced is null based on the analysis result; 
dereference validation is demand-driven, identify the 
pointer being referenced first, then analyses along the 
control flow backwards from the program point of a 
pointer dereference, checks if the pointer being referenced 
may be null. 

Both static null pointer testing methods need to identify 
pointers being referenced, and identify detecting objects of 
null dereference based on associations between 
expressions. It is difficult to identify all detecting objects 
of null dereference, because pointer, struct and array exist 
in C programs, which cause alias, hierarchical, logic 
relationships exist among variables, and pointer parameter, 
especially complex type parameter.  

If some detecting objects of null dereference 
unidentified, will lead to false positive of null dereference 

defects. The difficulties of identification lie in two aspects: 
First, some pointer expressions have complex grammatical 
structure; second, complex relationships among 
expressions, including alias, hierarchy, parameters with 
arguments, etc. 

To solve these problems, we first establish mapping 
relationship between addressable expressions [8] with 
nodes of AST, and then apply RSTVL [9] to describe 
memory state of any memory object and all kinds of 
associations. Based on the analysis result, we identify 
detecting objects of null dereference by the following two 
steps. At the first step, we identify pointer expressions 
from AST based on the mapping between addressable 
expressions and nodes of AST, so we identify referenced 
pointers; at the second step, we identify detecting objects 
of null dereference for each pointer being referenced 
based on the result of data flow analysis and function 
summary [10].  

This paper makes the following contributions: 
• We introduce an approach for identifying 

pointer expressions from AST based on the 
relationship of addressable and nodes of AST. 

• We show how to identify various detecting 
objects of null dereference based on RSTVL 
and function summary. 

The remainder of this paper is organized as follows. 
Section II presents background on defect detection and 
motivation examples. Section III introduces addressable 
expression and RSTVL. Section IV and Section V 
introduce identifying detecting objects of null dereference. 
We present experimental results in Section VI, related 
work in Section VII and conclusion is in Section VIII. 

II.  BACKGROUND AND MOTIVATION 

During a program execution, the temporal safety 
property indicates a series of operations that must be 
executed in a specified manner. 

Definition 1: Defect pattern. Syntax or semantics 
feature presented by defect that occurred frequently in 
programs. 

Defect pattern describe a kinds of property of program, 
satisfy it will lead defects. For example, null dereference 
as a defect pattern appears to be a null pointer is 
referenced. 

Definition 2: Defect feature. For a defect pattern, it can 
detect whether some properties violate syntax or 
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semantics rules of program, these properties related 
variables are defect features of defect pattern. 

Defect feature can be understood whether defect 
detection related to some addressable expressions, and 
these addressable expressions are called detecting objects.  

Definition 3: Detecting object of null dereference. A 
pointer with definite points-to attribute and related to null 
dereference defect detection. 

We have implemented a defect detecting tool 
DTSGCC, which is a defect testing system for C written 
in Java. DTSGCC analyzes programs in five stages as 
shows in Figure 1. The last step of analysis stage is defect 
detecting, all detecting objects of null dereference can be 
identified in this step.  

 
Figure 1.  Analysis stages of DTSGCC 

We use two examples in Figure 2 to illustrate some 
obstacles of identifying defecting objects of dereference. 
For the example of Figure 2(a), pointer expression *pst[i]-
>m at line 7 actually implies three pointers being 
referenced: pst, pst[i], pst[i]->m, all of which need to be 
identified, or may lead to false negative null dereference 
defect. But pst[i] and pst[i]->m are not top-level variable,  
they can not be identified by analysing variable 
declaration, it’s not easy to identify them.  

For the example of Figure 2(b), p is referenced at line 4, 
there is an alias between p and ps->a, since ps is a formal 
parameter, we can’t deduce the real point information of 
ps->a in function f2 and wheather ps->a is null pointer. It 
can only be determined based on the calling context at call 
site. Because ps->a is not top-level parameter, the 
mapping between of parameters with arguments is 
unknown because the hierarchy and alias relationship 
between expressions. In fact, f3 calls f2 at line 9, and s.a 
maps ps->a, if we check whether p is referenced safely at 
line 4, we should check whether s.a is a safe pointer at line 
9, and treat s.a as a detecting object of null dereference.  

 
Figure 2.  Motivating examples 

III.  REGION-BASED SYMBOLIC THREE-VALUED LOGIC 

A.  Ddressable Expression 
Definition 4: Memory Object. The expression that 

corresponds to allocated memory when running programs, 
which can be top-level variable v, a member of a complex 
memory object, a dynamically allocated memory. 

For all types of expressions defined by C99, we 
describe a C memory object expression var by the 
following grammar:  

var::=v | var.f | var[n] | malloc(exp). Where v is top-
level variable, exp is parameter. 

Definition 5: Addressable Expression. The expression 
which has l-value and can be assigned.  

For all types of expressions defined by C99, we 
describe a C addressable expression aexp by the following 
grammar: 

aexp::= var | aexp.f | aexp->f | aexp[exp] | (aexp) | *aexp 
| id(exp) 

*aexp can be defined as: *aexp::=*aexp’ | *(++aexp’) | 
*(--aexp’) | *(aexp’++) | *(aexp’ --) | *(aexp’ op exp’), the 
type of aexp’ is pointer, op= + | -, the type of exp’ is 
integer. 

For id(exp), where id is a method and return type is 
pointer, exp means parameters. 

A memory object is an addressable expression, and 
there exist three relationships among addressable 
expressions as relationships between l-value and r-value. 
• Hierarchy, relationship among l-values. It exists in 

addressable expression of compound type with its 
members. 

• Points-to relationship, relationship of l-value and r-
value. It exists in a pointer with the target that the 
pointer point to. 

• Linear and logical relationship, relationship among 
r-values. The r-ralue of a memory unit has linear or 
logical relationship with the r-value of another 
memory unit. 

Based on hierarchy and points-to relationships, we give 
the concept of parent addressable expression. 

Definition 6: Parent Addressable Expression. Complex 
addressable expression is the parent of its members; 
Pointer is the parent of the addressable expressions that it 
points to.  

typedef struct{  
    int *m;  
}st; 
void f1(st **pst){ 
    int i = 0; 
    for(; i <9; i++){ 
       int j = *pst[i]->m; 
    } 
} 

 
(a) 

typedef struct{ int *a; }st; 
int f2(st *ps){ 
    int *p = ps->a; 
    *p = 2; 
} 
void f3(){ 
    st s; 

    s.a = NULL; 
    f2(&s);   
}  

(b) 
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For seven kinds of addressable expressions, aexp is the 
parent of aexp.f, aexp->f, aexp[exp], *aexp; aexp->f is 
equivalent to (*aexp).f, whose parent is *aexp. 

When a function is called in different calling contexts, 
the points-to information of its pointer arguments maybe 
different. In order to map the points-to information at call 
site to the called function, we introduce extended variables 
to represent the points-to information of pointer 
parameters and global variables.  

Let e as the variable that need to be extended, the 
extended rules are as follows:  
• if e is a pointer, and the maximum level of 

dereference from e is n, then we create n extend 
variables, include *e, **e,…and so on;  

• if e is a variable with compound type and has n 
member, then we create n extend variables, include 
e.f1, e.f2,…and so on. 

For example, parameter ps of function f2 in Figure 2(b), 
the maximum level of dereference from ps is 1, so 
extended variable *ps is introduced. *ps is an extended 
variable and its type is struct and has a child a, so we 
generate an extended variable (*ps).a. And (*ps).a is 
pointer and the maximum level of dereference from it is 1, 
so we generate extended variable *(*ps).a. 

B.  Rstvl 
Definition 7: Region-based Symbolic Three-Valued 

Logic. RSTVL is a model of quadruple <Var, Region, 
SExp, Domain>, where Var is memory object, Region is 
abstract memory, SExp is symbolic expression, and 
Domain is the domain of value. 

Quadruple RSTVL describes scalar memory object, 
and complex memory object can be decomposed into 
combination of scalar elements. Complex type memory 
object can be described by triple <Var, Region, x>, where 
x is determined by the type of Var, if the type of Var is 
array, x is {<i, Region>}, i∈N, i is the index of array Var; 
if the type of Var is struct, x is {< f, Region>}, f is the 
member of struct Var. 

For different types of memory objects, different types 
of regions are applied. PrimitiveRegion describes 
primitive type memory object, PointerRegion describes 
pointer, ArrayRegion describes array, and StructRegion 
describes struct.  

Each region has the only number, the numbering form 
of PrimitiveRegion is bm_i (i∈N), the numbering form 
of PointerRegion is pm_i, the numbering form of 
ArrayRegion is am_i, and the numbering form of 
StructRegion is sm_i. For the region dynamically 
allocated memory, its number is mxm_i_n(x means the 
type of the region, the value is ‘b’, ‘p’, ‘a’ or ‘s’), n is 
bytes of memory size. The number of null address is 
“null”, and the number of wild address is “wild”. If the 
initial letter of the number of a region is ‘u’ or ‘g’, this 
region describes a parameter or global variable. 

We call the region that maps v, var.f, var[n] is safe 
region, dynamically allocated region is dynamic region, 
the region that maps parameter or global variable is 
unknown region, these three kinds regions collectively 

call operable region; the region identified null or wild is 
an inoperable region. Dynamic region and unknown 
region will become safe region after not null judgement, 
dynamic region and unknown region will become 
inoperable region after is null judgement. 

We divide domain [11] into two types: numeric and 
pointer, and apply PointTos to describe points-set in 
pointer domain PointerDomain, the elements of PointTos 
is the number of a region. 

Domains of RSTVL and operators to them constitute 
complete lattice , , , , ,L< ≤ >⊥ . ⊥  is empty set;  of 
numeric domain is [ , ]−∞ +∞ ;  of pointer domain is the 
union of null, wild and all numbers of operable region;  
is merge operation of sets;  is intersection operation of 
sets. Static data flow analysis based on RSTVL can be 
transferred to operation on lattice. 

RSTVL describes all three associations among 
addressable expressions; and is suitable for flow-sensitive, 
field-sensitive, context-sensitive and path-insensitive 
static analysis. Given a program point, a region abstraction 
based on RSTVL consists of the following: 
• At each program point l, a set of regions lR  that 

models the locations that may access at l, a set lS  
expresses symbols that may be used at l. 

• At each program point l, exists an abstract store:
( , , )l l l l

v r fρ ρ ρ ρ= , where :l l
v V Rρ →  maps memory 

objects to their regions; :l l l
r R Rρ →  expresses the 

points-to relationship among regions; 
: ( )l l l

f R F Rρ × →  maps members of a complex 
addressable expression to their regions. 

To analyse an addressable expression, we need to get 
potentially associated regions first, and an addressable 
expression may associates several regions. At a program 
point l, if the abstract store is ρ , we use lR e  to express 
region set that addressable expression e associated. Then 
strategies can be given for achieving region set that all 
kinds of addressable expressions associated. 

• ( )l l
vR v vρ= ; 

• 
[ ]

. ( , )
l

l l
f

r R e

R e f r fρ
∈

= ∪ ; 

• 
[ ]

[ ] ( , )
l

l l
f

r R e

R e i r iρ
∈

= ∪ ; 

• 
[ ]

* ( )
l

l l
r

r R e

R e rρ
∈

= ∪ ; 

• 
[ ]

* ( )
l

l l
r

r R e

R e rρ
∈

= ∪ ; 

• ( )l lR e R e= ; 

• 
[ ] ' ( )

( ', )
l l

r

l l
f

r R e r r

R e f r f
ρ

ρ
∈ ∈

⎧ ⎫⎪ ⎪− > = ⎨ ⎬
⎪ ⎪⎩ ⎭

∪ ∪ . 

We have applied RSTVL to data flow analysis in 
DTSGCC [9]; the analysis is flow-sensitive, field-
sensitive, and context-sensitive based on symbolic 
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function summary, it can analyzes the over-
approximation of every memory objects in every program 
point. 

IV.  IDENTIFYING DETECTING OBJECTS OF 
INTRAPROCEDURAL NULL DEREFERENCE 

A.  Identifying Referenced Pointers 
Based on the grammar defined by BNF, we generate 

AST for the C file under test. At the generating scope 
table stage, we identify addressable expressions from 
AST, and bind each addressable expression to the related 
node of AST [8].  

There are three kinds of nodes that are closely related 
to addressable expressions, which are UnaryExpression, 
PostfixExpression and PrimaryExpression; and their 
grammars are described by BNF as follows: 

UnaryExpression::= PostfixExpression | “++” 
UnaryExpression | “--” UnaryExpression | <SIZEOF> 
( UnaryExpression | “(“TypeName”) ”) | UnaryOperator 
CastExpression, UnaryOperator::= “&” | “*” | “+” | “-” | “~” | 
“! ”); 

PostfixExpression ::= PrimaryExpression (“. ” 
<IDENTIFIER> | “[“Expression”] ” | 
“(“( ArgumentExpressionList )? ”) ” | “->” <IDENTIFIER> | 
“++” | “--”)*; 

PrimaryExpression ::= <IDENTIFIER> |“( “Expression”)”| 
Constant.  

According to grammatical features, pointer expression 
ep as a kind of addressable expression  can be divided in to 
three types: *ep, ep->f and ep[exp], so we can identify all 
dereference expressions from searing AST, and identified 
all referenced pointers. We apply XPath to search AST, 
and the query statement of *ep is: 

.//AssignmentExpression//UnaryExpression[/UnaryO
perator[@Operators='*']]/UnaryExpression. 

The query statement of ep->f and ep[exp] is: 
.//AssignmentExpression//UnaryExpression/PostfixEx

pression[./PrimaryExpression][contains(@Operators,'[')or 
contains(@Operators, '->')]. 

For the example of Figure2(a) , *pst[i]->m is a *ep type 
pointer expression, so we can identify it from the related  
UnaryExpression node of AST, and deduce the pointer 
being referenced is pst[i]->m; pst[i]->m is a ep->f type 
pointer expression, so we can identify it from the related  
PostfixExpression node of AST, and deduce the pointer 
being referenced is pst[i]; pst[i] is a ep[exp] type pointer 
expression, so we can identify it from the related  
PostfixExpression node of AST, and deduce the pointer 
being referenced is pst. Above all, we identify three 
referenced pointers from *pst[i]->m: pst[i]->m, pst[i], pst. 

B.  Points-to Attribute 
We can decide whether a pointer being referenced is 

null dereference or not based on its points-to attribute. 
Points-to attribute is described as a lattice: ALPTR = (VPTR, 
Fjoin, Fmeet), and its Hesse table is shown in Figure 3. VPTR 
depicts the value set of points-to attribute, which can 
describe security of a pointer being referenced effectively, 
and can be conveniently applied to null dereference 
detection. EMPTY expresses initial value of attribute 

lattice, NULL expresses a pointer points to null address, 
NOTNULL expressed a pointer points to a safe memory 
address, NON (NULL_OR_NOTNULL) expresses a 
pointer may be points to null address. When a pointer is 
referenced, null dereference will inevitably occur if 
points-to attribute of the pointer is NULL, may occur if 
points-to attribute of the pointer is NON. 

 
Figure 3.  Hasse table of ALPTR 

Fjoin: VPTR×VPTR→VPTR is the greatest lower bound 
function of  ALPTR.  

Fmeet: VPTR×VPTR→VPTR is the least upper bound 
function of  ALPTR. 

In order to comprehensive express points-to 
information, UNKNOWN is introduced to express 
uncertainty of points-to of a pointer; it is applied to 
initialize points-to attribute of pointer parameters and 
global variables. Operations about UNKNOWN with 
other attribute value X as follows: 

Fjoin (X, UNKNOWN) = X 
Fmeet (NOTNULL, UNKNOWN) = UNKNOWN 
Fmeet (NULL, UNKNOWN) = NON 
Fmeet (NON, UNKNOWN) = NON 
Fmeet (EMPTY, UNKNOWN) = UNKNOWN 
Fmeet (UNKNOWN, UNKNOWN) = UNKNOWN 

At program point l, let l
nameT r  express the type of the 

region numbered rname, pd express the domain of pointer 
ep, the abstraction function l

ρα  of points-to attribute is 
defined as follows: 

 

EMPTY
NULL             ={null}
NOTNULL    , is safe

( ) UNKNOWN ( , is safe or
                       unknown) and ( ,
                    is unknown

NON

l

l l

l

pd
pd

pt pd T pt
pd pt pd T pt

pt pd
T pt
others

ρα

= ∅⎧
⎪
⎪
⎪ ∀ ∈
⎪

= ∀ ∈⎨
∃ ∈

 )

⎪

⎪
⎪
⎪
⎪
⎪⎩

 

V.  IDENTIFYING DETECTING OBJECTS OF 
INTERPROCEDURAL NULL DEREFERENCE 

A.  Function Summary 
Each function call might affect its concrete call site 

context in four aspects: 
•  the callee function might cause side effects to actual-

parameters and global variables; 
•  the caller’s dataflow and control flow might be 

transformed by callee’s return value; 
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•  potential interrupt instructions, such as exit, assert, 
exception, etc; 

•  pre-condition, the call site context must obey the 
callee’s invocation constraints to avoid defects. 

In this paper, our function summary only focuses on 
pre-condition of null dereference NPDPreSummary. For 
the example in Figure 2(b), pointer parameter ps is 
referenced at line 3, and the points-to attribute of ps is 
UNKNOWN, so we must add ps can not be null as a pre-
condition of function f4.  

B.  Generating Pre-condition of Null Dereference 
If ( ) UNKNOWNl

pV eρα ==  and the PointerDomain of 
ep is pd; then for each region number rName in pd and the 
region named rName is an unknown region, if the momory 
object mapping to the region is exp, then we set the parent 
addressable expression of exp can not be null as pre-
condition. Let l

n nameR r  express the region numbered rname 
at program point l; Let rE r  express the memory object 
that related to r. The generating pre-condition of null 
dereference is detailed in algorithm 1. 

Algorithm 1 Generating pre-condition of null 
dereference 

Input: pointer being referenced ep, NPDPreSummary 
Output: NPDPreSummary 
Declare: getParent(para): get father addressable 

expression of para. 
for each pt∈ l

pV e && lT pt  is unknown region 
     let var = l

r nE R pt ; 
     let fvar = getParent(var); 
     add fvar to NPDPreSummary; 
end for 
return NPDPreSummary; 

C.  Instantiating Pre-condition of Null Dereference 
For each function call, we get its function summary 

first, and instantiate the function summary based on the 
calling context at the call site. 

Function call expression is a kinds of addressable 
expression, the grammar of it is id(exp). id(exp) maps to 
PrimaryExpression, it can be identified by searching AST, 
the query statement is: 

.//PrimaryExpression[@Method='true'] 
If the called function has function summary, and the 

pre-condition constraint some pointers can not be null, 
then we instantiate it. 

To instantiate the pre-condition of null dereference, the 
key is for each constrained pointer ecp in pre-condition, get 
related addressable expression set epList at the call site; 
and based on the abstract store state at the call site 
described by RSTVL, get the points-to attribute for each 
pointer of epList. If the points-to attribute of a pointer in 
epList is UNKNOWN, then we add this pointer into pre-
condition of null dereference applying algorithm 1, 
otherwise , the pointer is a detecting object of null 
dereference. 

In all of above steps, the key is getting the addressable 
expression set for each constrained pointer in pre-

condition of null dereference, which is a problem that 
maps a parameter to arguments; the details is shown in 
algorithm 2. 

Algorithm 2 Mapping a Parameter to Arguments. 
Input: para, Rn 
Output: VarsList<Variable> 
Declare:  
getParents(para): get parent addressable expressions 

of para sorted according to parent-child relationship. 
getArgument(var, n): get the corresponding arguments 

of top-level parameter var at the calling point n. 
getParent(var): get parent addressable expression of 

var. 
getType(e): get the addressable expression type of 

e,where 0: v, 1: e.f, 2: e->f, 3: e[exp], 4: (e), 5: *e, 6: 
m(exp). 

getMemName(s, var): for addressable expression s and 
the type of s is struct, get the member name of its child 
addressable expression var.      

let args<Variable> = ∅ ; 
let parents<Variable> = getParents(para); 
get first variable v0 in parents; 

args = { getArgument(v0, n) }; 
for each p∈parents && p ≠  v0 

let vp = getParent(p); 
let vars<Variable> = ∅ ; 
for each v∈args 

for each r∈ nR vi  
if getExpType(var) == 1 then 

let m = getMemName(vp, p); 
vars ∪= { ,l

fR r m }; 
else if getExpType(var) == 5 then 

vars ∪= { n
rV ri }; 

end if 
end for 

end for 
args = vars; 
end for 
return args; 

For the function f2 in Figure2 (b), parameter ps is 
referenced at line 3; dereference p at line 4 is actually 
access the region that pointed by (*ps).a. the points-to 
attribute of ps and (*ps).a are UNKNOWN, so the pre-
condition of null dereference of f2 is: {ps[NOTNULL], 
(*ps).a [NOTNULL]}. 

Function f3 calls f2 at line 9, ps is a top-level parameter 
and constrained can not be null in pre-condition of null 
dereference, based on the numerical order, we can deduce 
ps maps to &s at call site, it’s a safe dereference. (*ps).a is 
also constrained can not be null in pre-condition, its parent 
addressable expression set is {ps, *ps, (*ps).a}. Based on 
the abstract store state at the call site described by RSTVL 
at line 9, we can deduce that ps maps {&s}, *ps maps {s}, 
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(*ps).a maps {s.a}. So detecting objects of null 
dereference is &s, s.a, and the points-to attribute of s.a is 
NULL, so a null dereference defect will be reported at line 
9.    

VI.  EXPERIMENTAL ANALYSIS 

We choose five C projects to validate the effectiveness 
of our approach. 

A.  Identifying Defecting Objects of Null Dereference 
Pointers being referenced of five C projects identified 

by our approach are shown in TABLE I. Pointers being 
referenced can be divided as: local pointer and points-to 
attribute is known (LKP), local pointer and points-to 
attribute is unknown (LUP), external pointer and points-to 
attribute is known (EKP), external pointer and points-to 
attribute is unknown (EUP), function pointer (FP). 

TABLE I 
STATISTICS OF REFERENCED POINTERS 

Benchmark KLOC 
Referenced pointer 

LKP LUP EKP EUP FP Total
antiword-0.37 24.2 770 142 50 1716 73 2751
uucp-1.07 52.6 1849 1112 401 2397 379 6138
sphinxbase-0.3 22.5 691 203 602 2011 82 3589
optipng-0.6 27 415 239 178 1258 53 2143
barcode-0.98 3.4 176 52 249 378 18 873
Total 130 3901 1748 1480 7760 605 15494

It is shown in TABLE I that pointer dereference occur 
frequently in C functions, about 120/KLOC, and more 
than 60% pointers being referenced can not be 
determined their points-to attribute in respective function, 
if function pointers are considered, more than 65% 
pointers being referenced need interprocedural identified. 

For lib functions, we construct their function summary 
artificially. And detecting objects of null dereference 
identified by function summary can be divided two kinds: 
identified based on custom function (CFP), identified 
based on lib function precondition pointer (LFP). For 
pointers being referenced that can not be determined 
points-to attribute in TABLE I, we identify their relative 
detecting objects of null dereference by interprocedural 
identifying approach, the result is shown in TABLE II.  

TABLE II 
STATISTICS OF DETECTING OBJECTS OF NULL DEREFERENCE 

Benchmark 
Detecting objects of null dereference 

LKP EKP FP CFP LFP Total
antiword-0.37 770 50 73 372 105 1370
uucp-1.07 1849 401 379 1382 1314 5325
sphinxbase-0.3 691 602 82 170 222 1767
optipng-0.6 415 178 53 579 358 1583
barcode-0.98 176 249 18 56 259 758 
Total 3901 1480 605 2559 2258 10803

For the example in Figure 1(b), ps is a EUP type 
referenced pointer, p is a LUP type referenced pointer, s.a 
is a CFP type detecting object of null dereference.  

Applying our approach, more detecting objects of null 
dereference can be identified, and more null dereference 
defects can be detected. There is a null dereference in 
Figure 4, Barcode_128_make_array calls lib function 

strlen at line 321, the pre-condition of null dereference in 
function summary of strlen constrain its parameter can be 
null, and the points-to attribute of bc->ascii is 
UNKNOWN at line 321, so we add (*bc).ascii(equals to 
bc->ascii) can not be null pointer into pre-condition of 
null dereference of Barcode_128_make_array. 
Barcode_128_encode calls Barcode_128_make_array at 
line 439, we can deduce that parameter (*bc).ascii maps 
argument bc->ascii, and the points-to attribute of bc-
>ascii at line 439 is NON, so we make as bc->ascii a 
detecting object of null dereference, and report bc->ascii 
is a null dereference defect at line 439. Klocwork9 [12] 
and Saturn [13] can not detect these defects. 

Figure 4.  A detecting object of null dereference identified by our 
approach 

VII.  RELATED WORK 

There is some research in the area of expression 
recognition that related to our work. Maksim O et al. [14] 
present core expression as canonical representation, they 
also identify expression from AST, but can not guarantee 
to identify all addressable expressions; so their method 
can not guarantee identify all referenced pointers. 
PenAnalysis [15] applies expression tree to representation 
expression, which is more complex than our method. S. 
Blazy et al. 

In order to analysis expressions comprehensively, 
relations among expressions must be considered, 
otherwise the result will be inaccurate. Alias set and 
points-to set only focus on alias relationship, can not 
express hierarchy of compound variables; applying them 
can’t analyze complex pointers effectively. As a region 
model, RSTVL is similar to Brian Hackett’s memory 
model [16], and appropriated for shape analysis. 

Specific to null dereference testing, it is an important 
work to identify detecting objects of null dereference. 
Although null dereference testing has been extensively 
studied, only few of past researches mention how to fully 
identify detecting objects. PSE [3] defines a simple 
pointer language, and regulated source code patterns for 
the null dereference property; but it can’t guarantee 
identifying multilevel pointers effectively, especially 
interprocedural multilevel pointers. B. Cheng, etc apply 
access path for interprocedural pointer analysis [17], their 
access path is similar to our parent addressable expression, 
and they also use function summary. 

File:barcode\code128.c 
The called functions  at line 314: 

static int *Barcode_128_make_array(struct Barcode_Item *bc, *) 
321: len = 2 * strlen(bc->ascii) + 5; 

 
The calle function at line 414: 

int Barcode_128_encode(struct Barcode_Item *bc) 
433: text = bc->ascii; 

434: if (!text) { 
……; 

} 
439: codes = Barcode_128_make_array(bc, &len);  //NPD 
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VIII.  CONCLUSIONS 

In this paper, we introduce an approach for identifying 
detecting objects of null dereference. RSTVL describes 
abstract storage of each program point and relationships 
of addressable expressions, uses region number set to 
express pointer point to. Based on the correspondence 
between addressable expressions and nodes of AST, we 
identify all pointers being referenced from AST based on 
the grammar of pointer expression. If the points-to 
attribute of a pointer being referenced is can be 
determined, then we add the related pointer can not be 
null into the pre-condition of null dereference in function 
summary, and identified related detecting objects of null 
dereference at call site based on the abstract storage 
described by RSTVL. 
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Abstract—The popularity of reactive worms, whose 
attacking behavior inherits characteristics from both active 
worms and passive worms, has brought great threat to P2P 
networks in recent years. Most existing defense models only 
focus on the effects of P2P churn on reactive worm's 
propagation, but neglect the impact of user behaviors on the 
spread of worms. This paper proposes a defense model of 
reactive worms based on dynamic time with full 
consideration of various dynamic factors that restrict the 
propagation of reactive worms in real networks; then 
compares major distinctions of several key parameters in 
worms’ propagation between models based on mean-field 
theory and the presented dynamic-time-based one; and 
deduces the crucial periods of time within a particular 24-
hour day for defending against reactive worms’ attack. 
Eventually simulation experiment shows this defense model 
is feasible and effective. 
 
Index Terms—dynamic time, probability theory, reactive 
worm, defense model, mean-field theory 
 

I.  INTRODUCTION 

Based on distributed system and computer network, 
Peer-to-Peer (P2P) is currently the most popular 
networking technology for data sharing, instant 
messaging, enterprise collaboration, etc. However, 
current P2P networks are facing serious security threats 
since they show some facilities towards worm attack and 
propagation. With the emergence of P2P worms, they 
bring harm to P2P networks and even pose an underlying 
threat to Internet. 

P2P worms can be generally categorized into three 
groups: passive worms, reactive worms and active worms. 
Unlike passive worms that hide themselves in malicious 
files and trick users into downloading and executing them 

for propagation, active worms that automatically connect 
to potential targets by using topological information for 
propagation, reactive worms propagate themselves with 
legitimate network activities using security vulnerabilities 
on particular P2P nodes. This type of normal network 
connections can be initiated by a user or one reactive 
worm personating a legitimate user. If an infected node 
finds exploitable security vulnerabilities in a connection, 
it will pass a worm’s copy to the uninfected node. Then 
once the worm copy is executed by the uninfected node, 
it will be injected and the newly-infected node will 
continue infecting its neighborhood nodes. Since reactive 
worms can propagate through normal connections, they 
are relatively tough against detection or common 
firewalls. Characteristics above make the propagation of 
reactive worms in P2P networks speedy and conceal. 

The transmission mode of reactive worms can be 
generally divided into three categories due to different 
infection directions: source infection, target infection and 
mixed infection. Among these three, mixed infection 
reactive worms infect not only the source host (download 
port) but also the target host (upload port) in one 
connection, making it the most harmful one to P2P 
networks. This paper mainly lays emphasis on this kind 
of reactive worms. 

Most research into reactive worm defense at present is 
mostly based on the epidemic model. Early in 1926, 
McKendrick et al. first modeled the spread of biological 
viruses by the means of mathematics [1], then proposed 
the epidemic mathematical model. From then on, the 
epidemic model was widely introduced into the process 
of modeling on computer viruses and reached some truly 
remarkable achievements. Some representative ones of 
them are listed as follows: Kephart et al. first introduced 
the epidemic model into computer virus modeling process 
in the early 90's [2]. Yu et al. developed a P2P worm 
propagation model on the basis of simple epidemic model, 
and discussed the prevention strategy of P2P worms [3]; 
Sun et al. studied the propagation process of active P2P 
worms by a dynamic model [4], took both the entire 
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network’s status and each single node’s action into 
consideration; Li et al. presented a stochastic model of 
worm propagation on the basis of the epidemic model, 
analyzed the process of state transition of nodes by using 
the state space of a Markov chain [5]; Yang et al.  
proposed a new method to integrate the delivery 
predictability of ProPHET-Routing and verified their 
proposed OOPProPHET-Routing method was better than 
Epidemic-Routing method by NS2 network simulator 
[6]；Xie et al. built a new multi-agents risk assessment 
model based on attack graph(MRAMBAG) and had 
shown that the MRAMBAG was a more feasible and 
effective way for evaluate the network security risk [7]; 
Xing et al. analyzed the security threat to the virtual 
network and brought forward a security guarantee 
embedding algorithm for virtual network [8], the 
simulation results showed that the algorithm was 
effective; Wang et al. gave a simulation analysis to 
reactive worms [9], and simulated the defense process of 
reactive worms under Internet environment and P2P 
environment. Also, the keys to defense in these 
environment had been proposed. Qin  et al. and Feng et al. 
respectively modeled the propagation process and 
immune process of reactive worms on the basis of 
Kermack-Mckendrick model [10] [11], and also the 
prevalence condition of reactive worms was presented in 
these papers, pointing out the direction for defending 
against reactive worms in P2P environment. Yang et al. 
designed a dynamic quarantine protocol to defend active 
worms in P2P networks by quarantining the suspicious 
hosts, and he developed a mathematical model of PWPQ 
to prove the effectiveness of this defense method [12].  
Ouyang et al. analyzed the trust mechanism and 
application model, set up a new kind of trust model based 
on P2P network [13], the simulation experiment showed 
this trust model helps improve the success rate of 
transaction. 

The referred works above described the propagation 
process of worms to some extent and provided some 
valuable references for establishing the corresponding 
defense system of worm in P2P networks. But we notice 
quite few works focus on the defense model of reactive 
worms especially in modeling reactive worms’ 
propagation with considerations of the dynamic 
environment such as user behavior, network size, and 
network bandwidth, etc. In some degree they are 
basically untouched. This paper attempts to address this 
issue, and mainly makes the following four contributions. 

(1) We present a propagation strategy of reactive 
worms in dynamic environment, and provide the dynamic 
process of state transition of nodes when reactive worms 
spread in accordance with the strategy. 

(2) On the basis of analyzing pros and cons of existing 
defense models of reactive worms, we develop an 
improved defense model based on mean-field theory and 
deduce a number of key parameters affecting propagation 
speed of reactive worms in dynamic environment. 

(3) We analyze the shortages of the foregoing model, 
put forward some improvement methods. That is, we 
analyze factors including network size and user behavior 

at different time periods and simulate network size using 
probability theory, finally propose a defense model of 
reactive worms based on dynamic time. 

(4) We conduct mathematical analysis to study the 
improved defense model, compare the difference of key 
parameters that affect reactive worm defense between the 
defense model that is based on mean-field theory and the 
one based on dynamic time, and deduce the most crucial 
period within a day for defending against reactive worm 
attack. 

The rest of this paper is organized as follows. Section 2 
presents a propagation strategy of reactive worms in 
dynamic environment, and elaborates the dynamic 
process of state transition of nodes when reactive worms 
spread in accordance with the strategy, section 3 develops 
an improved defense model of reactive worms in P2P 
networks based on mean-field theory, section 4 analyzes 
shortages of the foregoing model and puts forward some 
improvement methods, section 5 compares the difference 
of key parameters that affects reactive worm defense 
between the defense model based on mean-field theory 
and the one based on dynamic time, deduces the most 
crucial period of a particular day for defending against 
reactive worm attack, section 6 proposes the conclusion 
and some future work directions, the acknowledgment is 
put forward in section 7. 

II.  A PROPAGATION STRATEGY FOR REACTIVE WORMS IN 
DYNAMIC ENVIRONMENT 

A.  State Transition of Nodes When Reactive Worms 
Spread 

A P2P nodes has least six states in different stages of 
reactive worms’ propagation, The summary of these 
states are listed as follows: 

(1) Susceptible infected state ( S state): This is the state 
when an online node is vulnerable to worm attack for its 
secure vulnerability. Yet it hasn't downloaded the worm 
file. 

(2) Latent state ( L  state): This is the state when a node 
in S  state has downloaded a worm file from another 
online worm node but the worm file hasn't been executed. 
At this stage, the node cannot be invaded by the same 
type of reactive worm infection. It is not contagious 
either. 

(3) Infected state ( I  state): Once a worm file is 
executed by a node in L  state, the state of this node 
changes from latent state to infected state. At this stage, 
the node is contagious and has already become a worm 
node. 

(4) Quarantined state ( Q  state): Once a node in I  
state is detected by monitoring software for transmitting 
reactive worms, it will be quarantined and its state will be 
converted into quarantined state. At this stage, the node is 
no longer contagious. 

(5) Immune state ( R  state): This is the state when an 
online node has been patched by security software. At 
this stage, the node cannot be infected by reactive worms 
anymore, nor is contagious. 

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2779

© 2014 ACADEMY PUBLISHER



(6) Offline state ( O  state): This is the state when the 
node has left P2P networks. 

State transition of nodes is shown in “Fig. 1,” the 
description is as follows: 

When a benign node containing security vulnerabilities 
joins P2P networks, it is in susceptible infected state( S ); 
if it has been patched, it is in immune state( R ); when an 
infectious malignant node just joins P2P networks, it is in 
infected state( I ); when a node in I  state connects to a 
node in S  state, the infected node would inject a worm 
file into the uninfected one with a probability ϕ , when 
the node in S  state has downloaded the worm without 
execution, the state of this node would be converted into 
latent state( L ); and a node in L  state would execute 
worm files with a probability η , then its state will be 
converted into infected state( I ); when a node in I  state 
is detected by monitoring software with the probability 
χ  for transmitting reactive worms, it will be quarantined 
and its state would be converted into quarantined state 
( Q ); if an online node in S  state, L  state, I  state, or Q  
state is found with security vulnerabilities by security 
software in periodic inspection, it would be patched and 
its state would be converted to immune state( R ) at a 
probability 1r , 2r , 3r  and 4r  respectively; all online 
nodes would choose to leave P2P networks with a 
probability α , and if so, their states would then be 
converted into offline state ( O ); meanwhile, all offline 
nodes would choose to join P2P networks with a 
probability β , and their states would then return to 
original states before being offline. And users of some 
offline nodes will reinstall their operation systems with a 
probability δ , thus their states would be converted into 
susceptible infected state ( S ) when being back online. 

( , )β δ

ϕ
1r 2r 3r 4r

η χ

ααβ βα
β

α α β

 
Figure 1.  State transitions of nodes 

III.  A DEFENSE MODEL OF REACTIVE WORMS BASED ON 
MEAN-FIELD THEORY 

A.  Assumptions and Parameters in the Defense Model 
Based on Mean-field Theory 

In order to simplify the modeling process of reactive 
worms based on mean-field theory, the following 
assumptions could be made: 

(1) The number of nodes in P2P networks keeps 
constant. 

(2) Each node has the same online rate and offline rate 
in a unit of time whichever its state is. Each offline node 
will be back to its original state if its operation system 
hasn’t been reinstalled. 

(3) A node in L  state can finish downloading all worm 
fragmentations from other infected nodes in a unit of time. 

(4) Only infected node can spread worm 
fragmentations, which also possibly make it quarantined. 

(5) Although all the worm fragmentations in those 
nodes in Q  state have been cleaned up, there are still 
some vulnerabilities in them and some of them may go 
back to S  state before they are patched. 

(6) Reactive worms will launch the attack based on the 
mixed infection strategy. 

Table I  lists all variables in the model. 
TABLE I.  

VARIABLES IN THE DEFENSE MODEL OF REACTIVE WORMS BASED ON 
MEAN-FIELD THEORY 

Variable Description Initial value

N  The total number of nodes in P2P network 100000N =

dλ  
Downloading rate of a node (The number of 
files that any P2P node can download in a 

unit of time) 
20dλ =  

eλ  
Execution rate of a node (The number of files 

that any P2P node can execute in a unit of 
time) 

8eλ =  

dϕ  
Downloading infection rate (The probability 

of a node in S state that gets infected by 
downloading a file) 

0.3dϕ =

uϕ  
Uploading infection rate (The probability of 

a node in S state that gets infected by 
uploading a file) 

0.2uϕ =

α  Offline rate of an online node 0.01α =

β  Online rate of an offline node 0.9β =  

δ  The probability for an offline node that will 
be back online after reinstalling OS 0.05δ =

η  
Execution infection rate (The probability of a 
node in L state that is infected by executing a 

download file and will be converted into 
infected state) 

0.05η =

χ  

Detection rate (The probability of a node in I 
state is that is detected by monitoring 

software for transmitting reactive worms. 
Then it will be converted into quarantined 

state) 

0.03χ =

λ  
The probability of a node in Q state that will 

go back to S state after clearing up worm 
fragmentation 

0.3λ =  

1r  
The probability of a node in S state found to 
contain security vulnerabilities by security 

software. Then it will be patched and its state 
will be converted into immune state 

1 0.01r =

2r  
The probability of a node in L state found to 
contain security vulnerabilities by security 

software. Then it will be patched and its state 
will be converted into immune state 

2 0.05r =

3r  
The probability of a node in I state found to 
contain security vulnerabilities by security 

software. Then it will be patched and its state 
will be converted into immune state 

3 0.08r =

4r  
The probability for a node in Q state is found 
to contain security vulnerabilities by security 
software, it will be patched and its state will 

be converted into immune state 
4 0.1r =

( )NS t
The number of online nodes in susceptible 

infected state at the time where (0)NS  
indicates  the total number of nodes in 

( ) 99000NS t =

 

 susceptible infected state in P2P networks 
initially  

( )OS t The number of offline nodes in susceptible 
infected state at time t 

( ) 0OS t =
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Figure 2.  How the downloading rate of a node affects reactive worm 

propagation. 
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Figure 3.  How the execution rate of a node affects reactive worm 

propagation 

( )NL t  The number of online nodes in latent state at 
time t 

(0) 0NL =

( )OL t  The number of offline nodes in latent state at 
time t 

(0) 0OL =

( )NI t  

The number of online nodes in infected state 
at time t, where I (0)N  indicates  the total 

number of nodes in infected state in 
P2P networks initially 

(0) 1000NI =

( )OI t  The number of offline nodes in infected state 
at time t 

( ) 0OI t =

( )NQ t  The number of online nodes in quarantined 
state at time t 

(0) 0NQ =

( )OQ t  The number of offline nodes in quarantined 
state at time t 

(0) 0OQ =

( )NR t  The number of online nodes in immune state 
at time t 

(0) 0NR =

( )OR t  The number of offline nodes in immune state 
at time t 

(0) 0OR =

( )A t  
The number of additional online nodes 

whose states have converted from 
susceptible infected state to latent state at 

time t 

(0) 0A =

( )O t  The number of nodes in offline state at time t (0) 0O =

B.  A Defense Model of Reactive Worms Based on Mean-
Field Theory 
The defense model of reactive worms based on mean-
field theory should meet the following theorems: 
Theorem 1:  

1

0
( ) ( )(1 )t t i

o Ni
S t S iα β−

−
=

= −∑  
1

0
( ) ( )(1 )t t i

o Ni
E t E iα β−

−
=

= −∑   
1

0
( ) ( )(1 )t t i

o Ni
I t I iα β− −

=
= −∑  

1

0
( ) ( )(1 )t t i

o Ni
Q t Q iα β−

−
=

= −∑   
1

0
( ) ( )(1 )t t i

o Ni
R t R iα β−

−
=

= −∑  
Theorem 2:   

( )

( ) ( ){ ( ) / ( ( ))
[1 (1 1/ ( ( ))) ]}d N

N d d N

I t
u

A t S t I t N O t
N O t λ

ϕ λ
ϕ

= −
+ − − −  

Theorem 3:   

1

( ) / (1 ) ( ) ( ) ( )
( ) ( ) ( )

N o

N

dS t dt S t O t Q t
A t r S t

δ β δβ λ
α

= − + +
− − +  

Theorem 4:   
2( ) / (1 ) ( ) ( ) ( )

( ) ( )[1 (1 ) ]e

N o

N N

dL t dt L t A t r
L t L t λ

β δ α
η

= − + − +
− − −i  

Theorem 5:   

3

( ) / (1 ) ( ) ( )[1 (1 ) ]
( ) ( )

eN o N

N

dI t dt I t L t
r I t

λβ δ η
α χ

= − + − −
− + +  

Theorem 6: 

4

( ) / (1 ) ( ) ( )
( ) ( )

N o N

N

dQ t dt Q t I t
r Q t

β δ χ
α λ

= − +
− + +  

Theorem 7:  
1 2

3 4

( ) / (1 ) ( ) ( ) ( )
( ) ( ) ( )

N o N N

N N N

dR t dt R t r S t r L t
r I t r Q t R t

β δ
α

= − + +
+ + −  

Theorem 8:   
( ) / [ ( ) ( ) ( )

( ) ( )] ( )
N N N

N N

dO t dt S t L t I t
Q t R t O t

α
β

= + +
+ + −  

Due to space limitation, we leave their proof omitted. 
And we advise interested readers pay attention to the 
author’s follow-up papers for it. 

C.  Numerical Simulation and Analysis of Defense Model 
Based on Mean-field 

The defense model of reactive worms based on mean-
field theory should meet the following theorems: 

Having developed the defense model of reactive 
worms, the next stage is to conduct simulation 
experiments by MATLAB. Some important experimental 
results are listed as follows. 

“Fig. 2” shows the influence of downloading rate of a 
node on the propagation speed of reactive worms. It can 
be seen from the figure that the higher the downloading 
rate of a node is, the faster reactive worms will spread. 
When the downloading rate of a node exceeds 10, the 
propagation speed of reactive worms will not be 
significantly increased. 

 
“Fig. 3” shows the influence of execution rate of a 

node on the propagation speed of reactive worms. It can 
be seen from the figure that the higher the execution rate 
of a node is, the faster reactive worms will spread. When 
the execution rate of a node is limited to be less than 3, 
the propagation speed of reactive worms can be 
effectively delayed. 

“Fig. 4” shows the influence of offline rate of an online 
node on the propagation speed of reactive worms. It can 
be seen from the figure that the higher the offline rate of 
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Figure 4.  How the offline rate of a node affects reactive worm 

propagation 
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Figure 5.  How the detection rate of a node affects reactive worms’ 

propagation 

an online node is, the slower reactive worms will spread. 
When the offline rate of a node is greater than 0.1, the 
propagation speed of reactive worms will be effectively 
delayed. 

“Fig. 5” shows the influence of detection rate of 
monitoring software on the propagation speed of reactive 
worms. It can be seen from the figure that the higher the 
detection rate of monitoring software is, the slower 
reactive worms will spread. When the detection rate 
exceeds 0.3, the propagation speed of reactive worms can 
be obviously delayed. This suggests that the propagation 
speed of reactive worms can be effectively delayed by 
improving detection density of monitoring software. 

IV.  RESEARCHES AND MODIFICATION TO DEFENSE 
MODEL OF REACTIVE WORMS BASED ON MEAN-FIELD 

THEORY 

Although defense models of reactive worms based on 
mean-field and epidemiologic theories can roughly 
predict the infection ratio, the spread trend and the key 
points to defense reactive worms, they do not accurately 
match the defense process of reactive worms in dynamic 
environment. Because lots of parameters that influence 
the accuracy of these defense models are estimated under 
ideal conditions, these estimations are not adequate in 
reality. To address this issue, this paper presents a 
defense model based on dynamic time, then makes some 
improved methods to estimate the key parameters for 
ensuring the reliability and validity of our model. This 
section first analyses the deficiency of the foregoing 
defense model. 

A.  Deficiency of Defense Models Based on Mean-Field 
Theory 

Such foregoing defense models based on mean-field 
theory studied the effect of P2P churn on defense effect 
of reactive worms under the hypothesis that the number 
of nodes in P2P networks remains basically unchanged 
within 24 hours, a day. This assumption is obviously 
unsuited to users' online habits. 

Such foregoing defense models based on mean-field 
theory assume that all the nodes in L state can finish 
downloading each worm fragmentation within a unit of 
time. This assumption fails to consider the impact of the 
fragmentation size, network bandwidth, security 
awareness of user nodes and the number of seed nodes 
that probably provide worm fragmentations for user 
nodes to download during propagation. 

Such foregoing defense models based on mean-field 
theory define the execution infection rate η  as a constant. 
This is obviously inaccurate. Similarly, parameters 
including eλ , χ , 1r , 2r , 3r and 4r  should not be defined as 
constants either. 

B.  Improvements to Defense Models Based on Mean-
Field Theory 

Realistically, the size of online nodes is considerably 
different within a particular day. Most worms will take 
long time to reach the maximal infection peak from the 
beginning of attacks, the propagation of reactive worms is 
much more influenced by the network scale change, 
which heavily depends on users' habits during this period. 
Therefore the change rate of network scale has also been 
taken into consideration in our improved defense model. 

In reality, the bigger and the smaller the worm 
fragmentation size and the network bandwidth are 
respectively, the lower the security awareness of user 
nodes is; the fewer the number of seed nodes providing 
worm fragmentation is, the longer a node in L  state will 
take to download all the worm fragmentation and the 
larger the probability that a node in L state is detected by 
monitoring software is. Hence four parameters 
WormSize (represents the average size of worm 
fragmentation), Bandwidth (represents the average 
network bandwidth), SecAw (represents the security 
awareness of user nodes) and SeedNum (represents the 
number of seed nodes) are added in our improved defense 
model. Meanwhile, the probability θ  that a node in L  
state is converted into S  state has also been added. 

In our improved defense model, those dynamic 
parameters such asη eλ χ 1r 2r 3r and 4r  are defined as 
mathematical functions associated with SecAw  and 
ρ (represents infection coverage of reactive worms). 

Two given parameters δ  and λ  have limited effect on 
the propagation of reactive worms, they are ignored in 
our improved defense model. In the same way, offline 
state will not be considered in our improved model. 
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Figure 6.  Online user distribution within 24 hours a day 

V.  A DEFENSE MODEL OF REACTIVE WORMS BASED ON 
DYNAMIC TIME 

A.  Analysis on the Network Size with Consideraton of 
Users' Online Habits 

Time consumed on Internet of the public shows certain 
regularity in real world. “Fig. 6” shows the distribution 
within 24 hours a day according to the CNNIC's statistics 
in the twentieth statistical report of Internet development 
in China [14]. 

As we see from “Fig. 6”, the number of online users 
stays lowest from 1 a.m. to 7 a.m., and this number will 
gradually increase after 8 a.m. The trend will continue 
ascending until it reaches its first local maximum at 10 
a.m. with roughly 30 percent of user nodes online. Then 
the number of online users will slightly drop down at 
around 11 a.m., while the figure keeps rising from 12 a.m. 
to 3 p.m. and reach the second local peak of a day with 
around 40 percent of user nodes online. Then the 
percentage falls slowly again after 3 p.m. There is a sharp 
rise in the number of online users around 6 p.m., and the 
figure will reach its third peak, the global maximum of a 
day at 9 p.m. with about 60 percent of user nodes online. 
Later on, the percentage falls rapidly and this trend will 
continue until 5 a.m. with only 2 percent of user nodes 
online still, also the minimum of a day. Moreover, the 
statistical report notes only 13 percent of user nodes have 
no fixed Internet time, while the remaining 87 percent 
does and follows the pattern mentioned. 

On the basis of the above analytic results, we make the 
following assumptions about the dynamic changing 
regularity of the network size within 24 hours in a day. 

Since most ordinary users are sleeping from 4 a.m. to 6 
a.m., we define these nodes who stay online during these 
hours as “forever online nodes”, and the number of this 
kind of user nodes remains constant of a day. 

User nodes in our improved model are classified into 
two categories: working nodes and leisure nodes. The 
time consumed on Internet of working nodes is mainly 
during the working hours between 9 a.m. to 5 p.m. and 
the online time of leisure nodes is mainly spent during 
leisure hours which we assume as 7 p.m. to 12 p.m. 

To simplify this model, we assume that all the working 
nodes or leisure nodes are online at their peak of a day. 

As addressed before, there are only 8 working hours in 
a day and most users surf the Internet using leisure nodes 
at home. We set the number of leisure nodes equal to be 
1.5 times than the amount of working nodes. 

Both the number of working online nodes and leisure 
online nodes of a day are subject to the distributing rules 
mentioned above. 

B.  Assumptions and Parameters in the Defense Model 
Based on Dynamic Time 

In order to simplify the modeling process of reactive 
worms, following assumptions are made: 

(1) The number of online nodes in P2P networks is a 
dynamic variable that varies with time. 

(2) P2P nodes are divided into two categories: one is 
forever online nodes that account for 4% of the total; the 
other is temporarily online nodes accounting for 96% of 
the total. As noted above, the temporarily online nodes 
can be further classified as working online nodes and 
leisure online nodes. The former accounts for 38.4% of 
the total, while the latter occupies 57.6%. Besides, the 
number of online nodes in various states is subject to this 
proportion. 

(3) In various periods of a day, the number of 
temporarily online nodes is subject to a range of Poisson 
distribution with different parameters. 

(4) The probability θ  and 2r  are directly proportional 
to parameters WormSize  and SecAw , and inversely 
proportional to parameters Bandwidth  and SeedNum . 
While the probability η  follows the opposite law toθ  or 

2r with parameters. 
Table II lists all variables in our improved defense 

model. 
TABLE II. 

VARIABLES IN THE DEFENSE MODEL OF REACTIVE WORMS BASED ON 
DYNAMIC TIME 

Variable Description Initial values 

( )N t  The total number of nodes in P2P 
networks at time t 

(1) 16417N =

dN  The total number of forever online 
nodes in P2P networks 

10417dN =  

( )tN t  
The total number of temporarily 
online nodes in P2P networks at 

time t 
(1) 6000tN =  

( )twN t  The total number of working online 
nodes at time t 

(1) 0twN =  

( )trN t  The total number of leisure online 
nodes at time t 

(1) 6000trN =

twP  The maximum peak of working 
online nodes of a day 

100000twP =  

trP  The maximum peak of leisure 
online nodes of a day 

150000trP =  

WormSize The average size of worm 
fragmentation 

6WormSize MB=
 

( )
SeedNu

m t−
 The number of seed nodes at time t 

(1) 8.2SeedNum =
 

( )tρ  The infection coverage of reactive 
worms at time t, and ( ) ( ) / ( )t I t N tρ =  (1) 0.01ρ =  

( )SecAw t
 

The security awareness function of user 
nodes at time t, and 

( ) 0.3 1.1 ( )SecAw t tρ= + ×  
(1) 0.311SecAw =
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( )tθ  The probability for a node in L state to 
be converted into S state at time t 

(1) 0.0724θ =

( )tη  
The probability for a node in L state  

infected by executing a download file at 
time t 

(1) 0.051η =  

dλ  
Downloading rate of a node (The 

number of files that any P2P node can 
download in a unit of time) 

20dλ =  

( )e tλ  
Execution rate of a node at time t (The 
number of files that this P2P node can 

execute in t unit of time) 
(1) 20eλ =  

dϕ  
Downloading infection rate (The 

probability of a node in S state infected 
by downloading a file) 

0.3dϕ =  

uϕ  
Uploading infection rate (The 

probability of a node in S state infected 
by uploading a file) 

0.2uϕ =  

( )tχ  
The probability of a node in I state that 

is converted into Q state at time t, where 
( ) 0.1 ( )t SecAw tχ = ×  

(1) 0.0311χ =

1( )r t  

The probability of a node in S state 
found to contain security vulnerabilities 
by security software, then its state will 

be converted into immune state at time t. 
1( ) 0.08 ( )r t SecAw t= ×  

1(1) 0.0249r =

2 ( )r t  

The probability of a node in L state 
found to contain security vulnerabilities 
by security software, then its state will 

be converted into immune state at time t. 
2 ( ) 0.08 ( ) lg[ ( )

/ ]
r t SecAw t SeedNum t

Bandwidth WormSize
= ×

+
 

2 (1) 0.0241r =

3 ( )r t  

The probability of a node in I state 
found to contain security vulnerabilities 
by security software, then its state will 

be converted into immune state at time t. 
3 ( ) 0.15 ( )r t SecAw t= ×  

3 (1) 0.0466r =

4 ( )r t  

The probability for a node in Q state 
found to contain security vulnerabilities 

by security software, then it will be 
patched and its state will be converted 

into immune state at time t. 
4 ( ) 0.2 ( )r t SecAw t= ×  

4 (1) 0.0622r =

( )S t  
The number of online nodes in S state at 
time t, where (1)S  indicates  the total 

number of nodes in S state in 
P2P networks initially 

(1) 16253S =  

( )L t  The number of online nodes in L state at 
time t 

(1) 0L =  

( )I t  

The number of online nodes in I state at 
time t, where I(1)  indicates  the total 

number of nodes in I state in 
P2P networks initially 

(1) 164I =  

( )Q t  The number of online nodes in Q state at 
time t 

(1) 0Q =  

( )R t  The number of online nodes in R state at 
time t 

(1) 0R =  

C.  A Defense Model of Reactive Worms Based on 
Dynamic Time 

Having proposed model assumptions and parameter 
elucidations, our next stage is to develop the improved 
defense model based on dynamic time. The modeling 
methodology based on dynamic time is similar to the one 
based on mean-field theory. The key of the improved 
modeling methodology is how to estimate the number of 
online nodes in various states at different times within a 
day. This section will focus on resolving this problem. 

In this model, variable t  represents different hours of a 
day, and the number of online nodes at different times of 
a day can be discussed the way as follows: 

(1) The discussion on the number of working online 
nodes at different times of a day. 

When 1 6t = − , sleeping time for ordinary users, the 
number of working online nodes at this period is set as 0. 
That is ( ) 0 ( [1,2,..6])twN t t= ∈                                      (1) 

When 7 15t = − , the number of working online nodes 
gradually increases because most users begin working 
and major stock exchanges throughout the world open 
one after another. The number of working online nodes 
keeps growing within this period, and this figure will 
reach the peak at 3 p.m. The changing trend of working 
online nodes during this period obeys the Poisson 
distribution of parameter 2.6. That is  

7

0

( )

( / !) ( 2.6, [7,8,...,15])
tw tw

t
k

k

N t P

k e tλλ λ−
−

=

=

= ∈∑
i

i
(2) 

When 16 24t = − , almost the end of daily working 
hours, the number of working online nodes continue to 
retreat from its peak at 3 p.m. until it finally reduces to be 
zero. Given individual users might do extra work at night, 
the descending trend of the number of working online 
nodes will continue to 12 p.m. The changing trend of 
working online nodes during this period also conforms to 
the Poisson distribution of parameter 3.3. That is 

          
16

0
( ) (1 ( / !) )

( 3.3, [16,17,..., 24])

t
k

tw tw k
N t P k e

t

λλ
λ

−
−

=
= −

= ∈
∑ i

                 (3) 

When 15t > , 7

0
( / !) 1t

k
tw k

P k e λλ−
−

=
=∑ i . Combining the 

three Equations (1) (2) (3), the change of working online 
nodes within 24 hours a day can be calculated as follows: 

 
7 7

2.6 3.3
0 0

( ) ( (2.6 / !) (3.3 / !) )t t
k k

tw tw k k
N t P k e k e− −

− −
= =

= −∑ ∑i i ,  
                           And 1 24t≤ ≤                                (4) 
(2) The discussion on the number of leisure online 

nodes at different times of a day. 
When 1 3t = − , most ordinary users are sleeping, while 

only a few users are playing online games or watching 
online videos. Therefore the number of this part of users 
is on the decline, the change of leisure online nodes 
during this period conforms to the Poisson distribution of 
parameter 1.3. That is 

2

0
( ) (1 ( / !) ) ( 1.3, [1, 2,3])t

k
tr tr k

N t P k e tλλ λ+
−

=
= − = ∈∑ i  

(5) 
When 4 18t = − ,most users are either resting or 

working, few of leisure online nodes are being used at 
this period, so the number of leisure online nodes at this 
period is set as 0. That is ( ) 0 ( [4,5,...,18])trN t t= ∈     (6) 

When 19 22t = − , the leisure online nodes are being 
used in large amounts, so the number of leisure online 
nodes will rapidly climb to the maximum peak of a day. 
The change of leisure online nodes during this period also 
conforms to the Poisson distribution of parameter 0.5. 
That is 
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Figure 7.  How the downloading rate of a node affects reactive worm 

propagation in improved model 

19

0
( ) ( / !)t

k
tr tr k

N t P k e λλ−
−

=
= ∑ i ,  0.5,λ =  

                           [19,20, 21,22]t ∈                             (7) 
When 23 24t = − , it's again time for bed, causing the 

number of leisure online nodes rapidly decreases. The 
change of leisure online nodes during this period obeys 
the Poisson distribution of parameter 1.3. That is  

23

0
( ) (1 ( / !) ) ( 1.3, [23, 24])t

k
tr tr k

N t P k e tλλ λ−
−

=
= − = ∈∑ i

                                                                                        (8) 
When 3t > , the equation 2

1.3
0

1 (1.3 / !) 0t
k

k
k e+

−
=

− =∑ i  
is valid, no matter what value the variable t  is. And 
when 22t > , the equation 19

0.5
0

(0.5 / !) 1t
k

k
k e−

−
=

=∑ i  is 
valid, no matter what value the variable t  is. Combining 
the four Equations (5) (6) (7) (8), the change of leisure 
online nodes within 24 hours a day can be calculated as 
following equation (9).  

2 19 23
1.3 0.5 1.3

0 0 0

1.3 0.5 1.3( ) (1 )
! ! !

t t tk k k

tr tr
k k k

N t P e e e
k k k

+ − −
− − −

= = =

= − + −∑ ∑ ∑
  

And    1 24t≤ ≤ .                                                       (9) 
(3) In conclusion, the change of all the online nodes 

within 24 hours a day can be calculated as following 
Equation (10). 

7 72.6
3.3

0 0

2 19 23
1.3 0.5 1.3

0 0 0

( ) ( ) ( ) ( )
2.6

3.3( ) (1!
!

1.3 0.5 1.3 )
! ! !

d t d tw tr

k
t t k

d tw tr
k k

t t tk k k

k k k

N t N N t N N t N t

e
N P e Pk

k

e e e
k k k

− −−
−

= =

+ − −
− − −

= = =

= + = + +

= + − +

− + −

∑ ∑

∑ ∑ ∑

 

And  1 24t≤ ≤                                                         (10) 
In this improved defense model, the change of nodes in 

S  state in a unit of time is composed of four parts. The 
first part will be converted into L  state for downloading 
worm fragmentation from infected nodes; the second part 
will be converted into L  state for uploading some 
resource to infected nodes; the third part is converted 
from nodes in L  state because these latent nodes are 
found to contain worm fragmentation by security 
software before their states are converted into S  with 
worm fragmentation being removed; the fourth part will 
be converted into R  state because these nodes in S  state 
are found to contain security vulnerabilities by security 
software, they will be patched and their states will be 
converted into immune state. Given the above, the change 
rate of nodes in S  state satisfies the following Equation 
(11). 

    
( )

1

( ) / ( ) ( ) [ ( ) / ( )
{1 [1 1/ ( )] } ( )] ( )d

d d

I t
u

dS t dt t L t I t N t
N t r t S tλ

θ ϕ λ
ϕ

= − +
− − +

       

(11) 
The same theory proves that the change rate of nodes 

in L state satisfies the following Equation (12). 
( )

( )
2

( ) / [ ( ) / ( ) {1 [1 1/ ( )] }]
( ) { ( ) ( ) {1 [1 ( )] }} ( )

d

e

I t
d d u

t

dL t dt I t N t N t
S t t r t t L t

λ

λ

ϕ λ ϕ
θ η

= + − −
− + + − −  

(12) 

The change rate of nodes in I  state satisfies the 
following Equation (13).  

( )
3( ) / {1 [1 ( )] } ( ) [ ( ) ( )] ( )e tdI t dt t L t r t t I tλη χ= − − − + (13) 

The change rate of nodes in Q  state satisfies the 
following Equation (14).    

             4( ) / ( ) ( ) ( ) ( )dQ t dt t I t r t Q tχ= −                  (14) 
And the change rate of nodes in R  state satisfies the 

following Equation (15).  
1 2 3 4( ) / ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )dR t dt r t S t r t L t r t I t r t Q t= + + +   

(15) 
For the sake of brevity, we leave their proof omitted. 

D.  Numerical Simulation and Analysis of Defense Model 
Based on Dynamic Time 

There are three steps to count the number of infected 
nodes:  

The first step is to initialize the number of online nodes 
in all states during a first time period, the second step is 
to calculate the change in numbers of online nodes in all 
states during the same period of time according to the 
formula (11-15), the third step is to reckon the actual 
number of online nodes during a second time period  
according to the formula (10), the fourth step is to 
initialize the number of online nodes in all states during a 
second time period according to the proportion of 
different states of online nodes that has been calculated in 
second step and the actual number of online nodes that 
has been reckon in third step, then the change in numbers 
of online nodes in all states during the second period of 
time can be calculated in the fifth step, The rest can be 
done in the same manner, until the number change of 
online nodes in all states for 24 hours within a day has 
been calculated. 

Key parameters affecting reactive worm defense in real 
environment can be deduced by adjusting the parameters 
in our improved defense model. 

“Fig. 7” shows the influence of downloading rate of a 

node on the defense of reactive worms in this improved 
model. It can be seen from the figure that the higher the 
downloading rate of a node, the larger the number of 
online nodes infected by reactive worms will be. This 
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Figure 8.  How the downloading infection rate of a node affects 

reactive worm propagation in improved model  
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Figure 9.  How the initial value of SecAw affects reactive worm 

propagation in improved model 
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Figure 10.  How the initial value of immunity system affects reactive 

worm propagation in improved model 

parameter has great effects on the defense of reactive 
worms, if large amount of reactive worms have been 
found in P2P networks, the propagation of reactive 
worms can be effectively controlled by restricting the 
downloading rate of each node. 

“Fig. 8” shows the influence of downloading infection 
rate of a node on the defense of reactive worms in this 

improved model. It can be seen from the figure that the 
higher the downloading infection rate of a node stays, the 
larger the number of online nodes infected by reactive 
worms will be. 

“Fig. 9” shows the influence of the initial value of the 
security awareness function of user nodes on the defense 
of reactive worms in this improved model. In this 
improved model, those parameters such as 

( )tθ , ( )e tλ , ( )tχ , 1( )r t , 2 ( )r t , 3 ( )r t , 4 ( )r t  are all related to 
the security awareness function of user nodes. It can be 
seen from the figure that the higher the security 
awareness of a user node is, the fewer the number of 
online nodes infected by reactive worms will be and also 
the better the defense effect of reactive worm can be 
obtained. Therefore cyber-safety education should be 
expanded to all ranges of Internet users for raising their 
knowledge level and safe consciousness, which 
effectively help defense against reactive worms in P2P 
networks. 

“Fig. 10” shows the influence of the initial value of 
immunity system on the defense of reactive worms in this 

improved model. It can be seen from the figure that the 
higher the initial value of immunity system is, the fewer 
the number of online nodes infected by reactive worm 
will be and the better the defense effect of reactive worm 
can be. 

In conclusion, user's online habits give it a rise to the 
most significant impact on the worm attack according to 
these simulation results. As you can see from these 
figures, only few of online P2P nodes are infected by 
reactive worms between 1 a.m. and 4 a.m. because most 
users are sleeping; the number of online P2P nodes 
infected by reactive worms begin ascending between 4 
a.m. and 11 a.m. because most users go to work during 
this period; however the number of online infected nodes 
remains very limited even during peak hours. The major 
reason for this is that most leisure nodes that occupy the 
mainstream of P2P networks are not at working hours 
during this period, meanwhile only few working nodes 
join P2P networks, seriously restricting the developing 
speed of reactive worms; the number of online nodes in 
P2P networks further reduces form 11 a.m. to 6 p.m. 
because major stock exchanges close and most users go 
home from working; and the number of P2P nodes 
infected by reactive worms will fall from the previous 
peak to relatively lower level; the peak of infection of a 
day occurs during 6 p.m. and 12 p.m.; the maximum of 
the number of infected nodes appears about 8 p.m. 
because most leisure nodes have joined to P2P networks 
by that time; the peak hour of surfing on the internet also 
appears at 8 p.m., offering an opportunity for reactive 
worms’ sudden spread, meanwhile the number of online 
P2P nodes infected by reactive worms is booming; the 
number of infected P2P nodes will decrease rapidly 
within bed time after 10 p.m. Obviously the most crucial 
time of defending reactive worms is from 6 p.m. to 10 
p.m. In order to effectively guard against reactive worms’ 
attack in P2P networks and ensure the availability of 
normal operations of P2P networks, we should increase 
strength on key nodes’ supervision, speed up the 
frequency of scanning vulnerability during particular 
periods within a day. 
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VI.  CONCLUSION AND FUTURE WORK 

In the paper, firstly we proposed a propagation strategy 
of reactive worms in dynamic environment and provided 
the process of nodes’ state transition when reactive 
worms spread in accordance with the strategy proposed; 
second we developed a defense model based on mean-
field theory; third, we analyzed shortages of the foregoing 
model and proposed an improved defense model of 
reactive worms based on dynamic time; finally we 
compared the difference among key parameters that 
affect reactive worm defense between the model based on 
mean-field theory and the one based on dynamic time  
and deduced the most important period of a day for 
defending against reactive worm attack. 

Future work will involve how to improve the detection 
rate of monitoring software according to the 
characteristics of reactive worms, how to improve the 
accuracy of the defense model of reactive worms by 
considering the trust relationship and social nature 
between P2P nodes upon the propagation of reactive 
worms and how to build an efficient defense system to 
prevent reactive worms based on these works. 
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I. INTRODUCTION

In 1995, Kennedy and Eberhart put forward the Particle
Swarm Optimization, PSO algorithm. PSO is an
evolutionary computation technique, developed for
optimization of continuous nonlinear, constrained and
unconstrained, non differentiable multimodal functions [2].
It is a random search algorithm of group cooperation and
developed by imitating the foraging behavior of Bery.
Kennedy and Suganthan [3] analyze the performance of
this algorithm in neighborhood operator and its
difference from the standard GA. PSO has better
computational efficiency, i.e. it requires less memory space
and less speed of CPU, and it has less number of
parameters to adjust [4]. PSO has gained popularity lately
and has been widely applied in different fields [5]. The
development of this algorithm benefits from observations
of social behaviors of animals, such as bird flocking and
fish schooling. PSO was first used to optimize the
nonlinear continuous function and train the neural network.
Then it is applied to solve the constraint optimizing issue,
the multi-objective issue and the dynamic optimizing issue.
Now, it gradually becomes a good tool in data
classification, clustering, mode recognition,
telecommunications Qos management, biological system
modeling, flow layout, signal process, robot control
[6],vector machines [7], Micro-grid [8], decision support,
simulation and system discrimination [9,10].
Despite the great efforts made by many researchers in

improving the performance of this algorithm and certain
success achieved in this process, the large part of the

simplicity and convenience of the algorithm has been
sacrificed and its calculated quantity has been increased,
which is apparently against the original intention of
presenting this optimization algorithm. Therefore, to find a
better optimization way while without increasing the
calculated quantity becomes pressing.
To solve this issue, the author of this paper introduces an

improved logistic chaotic mapping to describe the initial
population based on the Quantum PSO, QPSO. The reason
is that in spite of its better global convergence ability, the
global search capacity of QPSO will be relatively
weakened and its local search capacity will be strengthened
with the continual increase of iterations, which will result
in the local optimal point. When parts of particles reach the
local extreme points, the logistic mapping is again
introduced to locally initializing these points. It can not
only improve the quality of the initial population but also
the local optimization ability of the QPSO, and further
enhance its computational accuracy.

Ⅱ.BRIFE INTRODUCTION OF THE BASIC PSO

Human being have their own previous experience, set
beliefs and set rules of doing some work, based on which
they take their actions also human follow the path set by
society or group. This path is supposed to be the best
according to the whole global best position [11]. Similar to
other population-based algorithms, such as evolutionary
algorithms, PSO can solve a variety of difficult
optimization problems, and has shown a faster
convergence rate than other evolutionary algorithms on
some problems [12,13]. PSO is an evolutionary
computation technique motivated by the simulation of
social behavior. Namely, each individual (agent) utilizes
two important kinds of information in decision process
[14]. PSO is a method for performing numerical
optimization without explicit knowledge of gradient of the
problem to be optimized. It was originally developed for
nonlinear optimization problems with continuous variables
so that it can easily be expanded to treat a problem with
discrete variables [15].
The basic principle of PSO algorithm is described as the

following: in the D-dimensional space, an aggregate of n
particles is flying at certain speed. In the search space, each
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particle’s movement will be depicted through three
parameters: xi, vi, pi [15].
An individual particle i is composed of these vectors: its

position in the n-dimensional search space xi=(xi1, xi2, …,
xin ), the best position that it has individually found
pi=(pi1,pi2,…,pin), and its velocity vi=(vi1,vi2,…,vin).
Particles were originally initialized in a uniform random
manner throughout the search space; velocity is also
randomly initialized. Each particle adjusts its trajectory
toward its own previous best position Pbest and the previous
best position Gbest attained by the whole swarm [16].
Formula (1) and (2) [17,18]are introduced to get the

particle’s position and velocity, among which, c1 and c2 are
called study gene, normally equal to 2; Parameter r and R
are two false random numbers evenly distributing in the
range [0,1]; xi and vi are repeatedly limited within the
maximum translocation and maximum velocity.
The modified velocity and position of each particle can

be manipulated according to the following equations:
where i=1,2,…,n; w is a weight factor which controls the
velocity’s magnitude; c1 and c2 are two positive constants,
known as acceleration coefficients; r1 and r2 are random
numbers within the range[0,1][19,20]. The xi and vi are
limited to the maximum displacement and the
corresponding speed.
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The PSO process is given as the followings:
• Initial positions and velocities within the initialization

are generated. pi represents the current position of
each particle. pg represents the pi of the best value.

• Calculating the fitness value of each particle;
• The fitness value of each particle is compared to the

current best position. It is current as the optimal value
of the individual particles. The current location update
the personal best position;

• The pi and pg of each particle is compared, if the new
pg value is better than the previous pg value, the
previous pg value is replaced by the new pg value;

• According to Formula (1) and (2), velocity and position
of the particles are updated;

• Go to Step 2 until termination condition is reached
(Termination condition is generally set to a
sufficiently good fitness value or reach a preset
maximum number of iterations).

Ⅲ. QUANTUM PARTICLE SWARM OPTIMIZATION
ALGORITHM

In 2004, Sun and other researchers present a new PSO
algorithm model from the perspective of quantum
mechanics. This model is based on the DELTA trap that
the particle has a quantum behavior. Compared with the
original PSO algorithm, this new QPSO has only radius
vector in its evolution equation [21], which greatly
simplifies the equation, reduces its parameters and thereby
makes the equation more controllable [22].

In contrast with the classical PSO algorithm, the
convergence speed of QPSO is fast and QPSO can not
easily fall into the local optimum. This will be helpful for
finding the optimal parameters [23]. In the QPSO
algorithm, the quantum state of a microscopic particle is
described with wave function φ(r, t). Once φ(r, t) is set, the
average value and probability measure of any dynamical
variable become certain. That is because, in the quantum
world, the moving track of a particle is unlimited. It only
changes with the change of time. Its movement can be
described with time-dependent Schrodinger equation,
which means Particle xi and vi cannot be determined
simultaneously.
Based on Reference 9, the motion formula (3) of particle

is introduced, in which, p、a、Mbesti and Mbesti are
presented in Formula (4), (5), (6) and (7) respectively[24].
U is a random number in interval [0,1]. Generally, α1 and
α2 are respectively the beginning and ending value of
variable shrinkage factor t. MAXITER is the maximum
interactions. Since α1=2.5，α2=0.5，in most cases, the value
of a is between 0.5 and 2 [25]. Mbesti represents the
average value of each particle when it is in the best
position in the local searching. pid reveals the best position
of the particle in such a searching, while Mbesti and pid
represent the corresponding number in an overall
searching.

( 1) ( ) ln(1 / )i i ix t p a Mbest x t u+ = ± × − × (3)

1 2 1 2( ) / ( )i
id gdp c p c p c c= + + (c1+c2=1) (4)

α=(α1-α2)*((MAXIER-t)/MAXIER+α2) (5)

Mbesti= ∑
=

M

d
idpM 1

1 (6)

Mbesti= ∑
=

M

d

i
gdp

M 1

1 (7)

The procedure of a QPSO is shown as the following:
• The position and speed of each particle in a randomly

initialized particle group in the D-dimensional space;
• The overall and local best position of each particle

determined based on Formula (6) and (7);
• The present best value of each particle by comparing its

overall position with the local one;
•••• The best value of variable shrinkage factor got by

changing t in Formula (5) ;
• Updating the present speed and position of each

particle by substituting the result of Step (3) to
Formula (1) and (3)[26];

• If the above result fails to exceed the maximum speed
and displacement value or the expected best state,
please return to Step 2 to repeat the whole process.

Ⅳ. THE IDENTICAL PARTICLE SYSTEM

In the quantum mechanics, particles of the same type are
called identical particles. The exchanging symmetry of
such a particle system will set a strong limit on the wave
function. In general, wave-function ψ(q1, q2,…, qn) of this
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system is not necessarily the inherent property of certain pij.
All of the pij should be equally important. A detailed
analysis has proved that the common inherent property of
all the pij exists.
Introduction of the identical particle system, the

corresponding wave function must conform to the situation
set in Formula (8).

2 2
ij ijp cp c= =ϕ ϕ ϕ (Pij2=1, C2=1, i≠j, i=1,2,3,…,

n,j=1,2,3,….) (8)

Just as what mentioned above, the motion formula of the
particle group is changed into Formula (9), which is used
to get a new position for the particle in the present position.
And the identical particles are introduced to limit the
displacement equation of each particle so as to update its
displacement and speed.

2( 1) ( | ( ) | ln(1 / ) ( [0,1])i i ix t C p a Mbest x t u u+ = ± × − × ∈
(9)

Ⅴ. AN IMPROVED LOGISTIC CHAOTIC MAPPING

A. Unidimensional nonlinear logistic chaotic mapping
Chaotic is a widely existing nonlinear phenomenon in

the nature. Commonly, people call the random motion state
got in the deterministic equation as chaotic. Logistic
mapping is a typical chaotic system, its iterative formula is
shown as Formula (10): in which, μ is control parameter;
when μ=4，0≤ z0≤ 1, Logistic is in a complete chaotic state.
Due to the randomness, traversal, and sensitivity to the
initial situation of the chaotic motion, the search
technology based on chaotic will be more effective that
other random search techniques.

1 (1 )n n nx x x+ = −µ n=1, 2, … μ∈(2, 4] (10)

B. An improved chaotic mapping
Because of the pseudo randomness of the chaotic,

probability and statistics can be applied to conduct
quantitative research on the property of the chaotic
sequence. Based on reference [1], the probability
distribution density function of such sequence produced
through Schuster H.G Formula (11) is:

10
10

0
1
1

≥≤
<<

⎪⎩

⎪
⎨
⎧

−π=ρ
x,x
x

)x(x)x( (11)

The related experiment proves the inconsistent
distribution of Logistic mapping. To get a random system
with a consistent distribution, Formula (10) can be changed
as the following:

),x(siny n
n 12 −

π
= n=1,2,3,… (12)

The time average of x, that is, the average value of the
chaotic sequence tracing point is:
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The distribution function of variable y is:
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Formula (12) conforms to the consistent distribution
within the (0,1) interval, having better random distribution
than Formula (10).
Thus, the probability density function of the variable y

is:

1=≤=ρ }Yy{
dY
dF)Y( (15)

Ⅵ. AN QPSO ALGORITH BASED ON THE IMPROVED
LOGISTIC CHAOTIC MAPPING

In recent years, researchers both home and abroad have
raised a lot of versions of PSO algorithms, with many of
which use normal, Cauchy, uniform and exponential
distribution to produce random sequence to update the
speed of this algorithm. In this paper, a QPSO algorithm
based on the improved Logistic chaotic mapping is
proposed. The foundation of chaotic theory is to use the
traversal of the chaotic motion to produce a large amount
of particle population and select the optimal ones from
them. It can further prevent the particles from beginning to
conduct local search too early and help them to find their
optimal position.
In QPSO algorithm, the chaotic sequence replaces the

random sequence to achieve the diversity of QPSO
population and the improved performance of this algorithm,
which is very useful in restrain the minimization of local
convergence. The improved Logistic chaotic mapping
mentioned in Reference[1] means transforming Formula
(10) into Formula (12), which can result in more even
variable distribution and better randomness. By applying
the above improved algorithm to QPSO, the author can not
only ensure the even distribution of the particle in their
initial situation, but also further initialize part of the local
extreme points in the later local convergence process. The
detailed procedure is shown as the following:
• Based on the improved one-dimensional Logistic

chaotic mapping system presented in Reference[1], a
large number of initial population are produced and
the best of them are selected;

• Using the formula (17) to determine the position of
each particle in the identical particle system [27];

• Using the formula (16) and (17) to determine the global
and local optimal position of each particle respectively,
in which, pgd is their global optimal position and pid
is the local one; Then comparing the two positions of
each particle to select the best value as the present
optimal value of this particle.
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∑ （16）
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• Subtracting the local and global optimal value of each
particle; if the result is smaller than certain order of
magnitude or is a minus, it means this particle has
fallen into the local minimum sector and the improved
Logistic system can be used to locally optimize this
part of particles, thereby to prevent them from
beginning local minimization too soon and from
failing to find their optimal positions. That is why this
new search technology is more effective than other
techniques of the same type;

• Substituting the result of Step (3) into Formula (9) to
update the present position of the particle;

• If the above result does not exceed the maximum value
of the speed and displacement or fails to achieve the
expected state, return to the Step 2 to repeat the
procedure.

Ⅶ.PERFORMANCE ANALYSIS OF THE IMPROVED QPSO
ALGORITHM

In the following, the property of GLQPSO is tested by
comparing with that of PSO, CPSO (Chaos particle swarm
optimization) and QPSO through optimizing the Ackley,
Rosenbrock and Rastrigin function when they are in their
ten-dimensional conditions. According to Reference [28],
the globally optimal value of Rastrigin function is 0. It is a
nonlinear unction of multiple peak values, having many
local optimal points and very difficult of find its globally
optimal value and therefore also very difficult to be
optimized by the optimization algorithm. The globally
optimal values of Griewank, Ackley functions are also 0.
They are invariably nonlinear functions of multiple peak
values. Their local optimal points are distributed regularly,
whose quantity gradually setting of the parameters in the
algorithm: c1=c2=2, the value of w will drop from 0.9
linearity to 0.4 with the change of iteration step, its
maximum iteration is 1000; that of a will drop from 1.0 to
0.5.

TABLEⅠ.
THE INITIAL VALUES OF RASTRIGIN , ACKLEY AND GRIEWANK
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TABLEⅡ.
THE COMPARED OF PSO、CPSO、QPSO 、GLQPSO RESULTS

global
optimum
value（max）

global
optimum value
min）

Mean global
optimum
value

Global
optimum
value

variance
Ackley PSO 2.3172 0.0001201 1.1898 0.64965

CPSO 3.0271 0.000472 1.0604 0.82805
QPSO 0.02339 5.46E-02 4.0053 1.23
GLQPSO 0.011339 9.46E-05 0.002382 1.14E-05

Rosenbrock PSO 9.5865 0.24229 6.3559 4.4032
CPSO 9.7047 0.25196 6.7629 5.1954
QPSO 4.6148 2.97E-07 0.5778 0.60297
GLQPSO 4.1003 5.94E-10 0.16944 0.63E-04

Rastrigin PSO 38.803 1.99 17.003 67.836
CPSO 32.841 4.0241 15.274 27.937
QPSO 23.0337 7.26E-06 5.4415 35.472
GLQPSO 19.9 2.74E-07 5.3436 24.568

Table 1 lists the value range of variable initialization of
the three functions. Table 2 lists the optimization results of
the four algorithms with the number of iterations being
1000. It reveals that arranging from high to low, the order
of their convergence values should be that of GLQPSO, of
QPSO, of CPSO and of PSO, which means GLQPSO has
the best convergent tendency of the four. As for their
speed to reach the global optimum the order is quite the
same, with GLQPSO being the fastest. It proves that the
employment of the probability density function helps to
improve the chaotic randomness, restrain the local
convergence, increase the iterations and facilitate the group
to reach the global optimum quicker. Mean square error
refers to the distance square of each datum drifting from
the average, disclosing the dispersion degree of a Datasets.
Among the four algorithms, GLQPSO’s mean square error
is the lowest because this algorithm can not only help to
improve the quality of the initial population through the
identical particle, but also use the bettered chaotic system
to prevent the particle from beginning the local minimum
search, improve its local search ability, save the search
time and thus make it find the optimal position faster. And
this, in turn, can improve the local optimization ability and
convergence. And all this has also been proven through the
related experiment. In addition, the convergence of the four
algorithms is also tested in this essay by optimizing the
three functions when they are in their three-dimensional
conditions. The result finds that among the four algorithms,
QPSO has the highest speed to reach the global optimum.
Figure 1~2 show the simulation results of the one

experiment. The two figures show the change in the
average fitness curve and global optimal cure of the
particle population when the number of particle changes
while the iteration time remains the same. Due to the
fewness of the particle number and their sparse distribution,
the fluctuation of the curve in Figure1 is larger than

test function search interval initialization intervalspace dimension

Ackley (-32.768,32.768) (-32.768,32.768) 10,3

Rastrigin [-10,10] [-10,10] 10,3

Rosenbrock [-5,10] (-5,10) 10,3
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Figure2. In these two figures, there will appear an upward
fluctuation when the iteration times reach 50~200 interval.
That is because GLQPSO has increased the diversity of the
population and enhanced the trial period of the particle. In
addition, by using the chaotic sequence to initialize the
population and the chaotic disturbance to improve the
optimization ability, too early local optimization process
can be avoided and the search efficiency can be greatly
raised.
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Figure1. the simulation result of the GLQPSO algorithm in the
two-dimensional space with its iteration times being 2000 and the number
of particle being 30 (Rastrigin Function)

Figure 3~8 show the simulation results of 50
experiments. Fig3, 4 and 5 shows the convergence curves
of the three functions in their ten- dimensional conditions.
They reveal that GLQPSO has the fastest convergence
speed. Fig 6~8 show the same type of curves when these
functions are in their three-dimensional conditions. The
weakness of GLQPSO can be found clearly in these curves,
which means that despite its great convergence in the high
dimension, this ability will be weakened in the low
dimension.
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Figure2. the simulation result of the GLQPSO algorithm in the
two-dimensional space with its iteration times being 2000 and the number
of particle being 45 (Rastrigin Function)

Figure3. the simulation results of the four algorithms in the
ten-dimensional space with its iteration times being 1000 and the number
of particle being 30 (Rosenbrock Function)

Figure4. the simulation results of the four algorithms in the
ten-dimensional space with its iteration times being 1000 and the number
of particle being 30 (Ackley Function)

Figure5. the simulation results of the four algorithms in the
ten-dimensional space with its iteration times being 1000 and the number
of particle being 30 (Rastrigin Function)
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Figure6. the simulation results of the four algorithms in the
three-dimensional space with its iteration times being 1000 and the
number of particle being 30 (Ackley Function)

Figure7. the simulation results of the four algorithms in the
three-dimensional space with its iteration times being 1000 and the
number of particle being 30 (Rastrigin Function)

Figure8. the simulation results of the four algorithms in the
three-dimensional space with its iteration times being 1000 and the
number of particle being 30 (Rosenbrock Function)

Ⅷ. CONCLUSION

This paper proposes a new PSO algorithm based on the
improved quantum behavior---GLQPSO algorithm by
using identical particle system to update the particle
position and the chaotic theory to conduct chaotic
disturbance and initialization on each particle. The test
shows that compared with the classical PSO, CPSO and
QPSO, the new algorithm greatly improves the local search
capacity and convergence speed of the particle swarm. The
author hopes that this algorithm can be further perfected in
the future application.
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Abstract—In this paper, a new haptic data compression 
algorithm is presented. The algorithm partitions haptic data 
samples into subsets based on knowledge from human 
haptic perception. To reduce the number of data subsets, a 
prediction model based on a tangential direction concept is 
derived that adapts to local geometric changes of haptic 
signals. Furthermore, to improve signal approximation 
precision, each haptic data subset is fitted by a quadratic 
curve. Accordingly, only the coefficients of the quadratic 
curves are encoded. Experiments are performed on datasets 
acquired using a six-degrees-of-freedom haptic-enabled 
telepresence system. The experimental results demonstrate 
that the proposed haptic data compression algorithm can 
potentially outperform existed methods in the literature.  
 
Index Terms—haptics, linear prediction, compression, curve 
reconstruction 
 

I.  INTRODUCTION 

Recently, haptic technology has been recognized as 
being compelling to further augment human-to-human 
and human-to-machine interaction [1]. Many haptic 
applications involve the transmission, storage, and 
management of haptic data, which depict trajectory, 
cutaneous, and kinesthetic information ( i.e., force, torque, 
position, orientation, velocity, etc). The multidimensional, 
high-frequency, and data intensive nature of haptic media 
motivates the research and development of both online 
and offline haptic data compression algorithms. In 
particular, online compression (e.g., haptic enabled 
telepresence [2–4]) is restricted by strict delay constraints 
in order to guarantee control loop stability. Moreover, in 

online compression, every set of sample data is 
transmitted in individual packets to limit packetization 
and transmission delays. In contrast, offline compression 
algorithms can process blocks of haptic samples as 
stability (due to delay) is not a concern. Moreover, offline 
compression techniques primarily address file size 
reduction. Examples of applications in which haptic data 
compression is of great importance include: (1) In 
telehaptic environments (i.e., online compression), it is 
highly desirable to use compression techniques to reduce 
haptic data traffic and improve system performance while 
maintaining a high-quality telehaptic user experience 
(e.g., real-time remote haptic collaboration [31]); (2) The 
compression of voluminous haptic data files typically 
produced during a haptic session (i.e., offline 
compression). For example, a haptic training session 
where the user learns handwriting can be stored to be 
later analyzed, or even replayed [32]. 

Haptic data compression is a fairly new research area 
that has attracted much interest in recent years. The 
techniques currently available in the literature can be 
classified into three distinct categories: (1) lossless 
compression; (2) lossy compression without a model of 
human haptic perception; and (3) perceptual compression 
(lossy compression with a model of human haptic 
perception). Methods that fall in the third category exploit 
the limitations of human haptic perception to efficiently 
and transparently compress haptic data in online and 
offline conditions (e.g., in haptic playback or telepresence 
systems). All three categories of methods in the literature 
have been exploited for both online and offline haptic 
data compression [2,3,5–14].The related research work 
discussed here is focused primarily on offline haptic data 
compression methods as this is the primary application of 
the proposed algorithm. In [5,6], low-delay compression 
methods were introduced that exploit Differential Pulse 
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Code Modulation (DPCM) and quantization methods, 
together with Huffman entropy coding. Similarly, in [7] a 
method is proposed that combines adaptive sampling and 
adaptive DPCM for the reduction of haptic data samples. 
In [8], a data reduction technique based on lossy uniform 
and nonuniform quantization of first-order differences is 
used. This is performed to explore the potential data 
reduction rate that may be achieved before compression-
induced artifacts are haptically perceived. In more recent 
work[9],Sakr et al. presented a linear predictor that relies 
on an autoregressive model to predict haptic data; the 
method’s application in an offline haptic data 
compression scheme is discussed in [10]. In [15], an 
offline coding technique for haptic data is introduced. It 
is intended primarily for the compression of haptic data 
files used in haptic playback applications. Similar to [10], 
it is a compression algorithm that relies on the concept of 
the Just Noticeable Differences as well as predictive and 
entropy coding modules. In particular, the method 
encodes strictly perceptually significant haptic data 
samples using a minimum number of bits. For a detailed 
review of recent literature on haptic data compression 
refer to [1,28].  

In this paper, a new haptic data reduction algorithm is 
proposed. The algorithm relies on a basic concept that 
exploits tangential directions at different haptic data 
points to construct a high-accuracy linear predictor. The 
linear predictor is used to partition haptic data samples 
into subsets, while relying on knowledge from human 
haptic perception. Moreover, in order to further improve 
approximation precision, each haptic data subset is fitted 
by a quadratic curve. Accordingly, only the coefficients 
of the quadratic curves are encoded rather than the 
original haptic data samples. 

The rest of the paper is organized as follows. In 
Section II the proposed haptic data compression 
technique is presented. Section III discusses the 
experimental settings. Section IV presents the 
experimental results. Finally, conclusive remarks are 
outlined in Section V. 

II.  HAPTIC DATA COMPRESSION 

In this section, the proposed haptic data compression 
method is presented. The objective is to enable a high 
data reduction performance and approximation precision, 
while preserving a high-quality haptic experience during 
playback of the compressed haptic data streams. The 
suggested data compression strategy relies on linear 
prediction combined with quadratic curve reconstruction. 
Knowledge from human haptic perception is incorporated 
into the architecture to assess the perceptual quality of the 
compressed haptic signals. 

A.  Haptic Perceptibility 
The suggested data compression method relies on the 

limitations of human haptic perception. In particular, 
human haptic perception is analyzed using Weber’s law 
of Just Noticeable Differences (JND). The JND consists 
of the minimum amount of change in stimulus intensity 

which results in a noticeable variation in sensory 
experience. This relation can be expressed as  

                                 /I I kΔ = ,                                     (1) 

where I  is the stimulus intensity, IΔ is the so-called 
difference threshold or the JND and k  is a constant 
called the Weber fraction. Generally, the JND for human 
haptic perception ranges from 5% to 15% [16–18]. This 
suggests that, if a change in haptic force (or movement) 
magnitude is less than the JND, the user would not 
perceive a force-feedback (or movement variation). 
Weber’s law defines a very simple mathematical model 
to characterise human haptic perception. It essentially 
provides an approximate model that allows the detection 
of perceptible changes in haptic signals. In the haptic data 
compression literature, a haptic perception threshold is 
often referred to as a deadband [2]. Generally, the 
deadband principle states that haptic signal changes (e.g., 
due to prediction) do not need to be stored or transmitted, 
unless they exceed a certain perceptual threshold. 

The proposed algorithm relies on a general formulation 
of the deadband principle intended for multiple 
multidimensional haptic data types (e.g., force, torque) 
[1,2,4]. This is due to the fact that the algorithm in 
Section IV will be evaluated using 6-DoF haptic datasets 
which consist of force feedback (force/torque) 
information. It should be emphasized that with minor or 
no modifications, the algorithm can be easily applied to 
haptic datasets acquired from devices with fewer or more 
degrees-of-freedom.  

To determine which haptic force-feedback data 
samples should be encoded, human haptic perceptual 
limitations with respect to the exerted force and torque 
must be considered together as follows: 

If  pred real real( ( , ) ( )D f>F F F F or pred real real( , ) ( )D f>T T T T  
Then real real,F T must be encoded, can not be predicted 
Else real real,F T can be predicted. 

where predF  and realF  denote the predicted and actual  
force vectors, whereas predΤ and realΤ  correspond to the 
predicted and actual torque vectors, ( )D ⋅F  and ( )D ⋅Τ  
consist of distance metrics used to measure the proximity 
between force and torque vectors respectively, whereas 
the functions real( )f F  and real( )f Τ  define the human 
perceptual thresholds for different force and torque values. 
More specifically, the method relies on a force deadband  
dF  and torque deadband dΤ . Also, ( )f d= ⋅hh h  , and 

[ ]∈h F,T . It should be observed that ( )f h is defined 
using Weber’s law. 

B.  Distance Measurement 
In order to measure the proximity of two haptic 

vectors predV and realV ( [ , ]∈V F Τ ), different distance 
measurements are considered. The Euclidean distance is 
very commonly used in the haptic compression literature 
[1,2,4,19]. In the proposed haptic data compression 
method, the orthogonal distance is exploited when 
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evaluating prediction errors. The orthogonal distance 
consists of the smallest Euclidean distance among all        

 

 

distances between a haptic vector realV ( [ , ]∈V F Τ ) and 
the line which represents the output of the linear predictor. 
Fig. 1 provides a visual depiction of the difference 
between the Euclidean distance and the orthogonal 
distance. Specifically, point realV denotes the original 
haptic data sample, line L  is the output of the linear 
predictor, whereas point predictV  (equivalent to predV ) is its 
predicted point (that falls on line L ). Generally, the 
nonlinear nature of a haptic signal makes it difficult to 
predict (with high accuracy) using a linear prediction 
model. Moreover, the Euclidean distance pred real-V V  does 
not represent the true minimal distance between realV  and 
the potential predictor output. In fact, the minimal 
distance corresponds to the orthogonal distance from realV  
to the prediction line L  (point minV ). Consequently, using 
the orthogonal distance approach, haptic data reduction 
performance improvement should be expected. 

C.  Tangential Direction-based Linear Prediction  
Several haptic prediction techniques have already been 

exploited in the haptic data compression literature. In 
[2,15,20], prediction is performed using a simple linear 
extrapolation procedure, which solely relies on two 
previously received sample values. In [21], Clarke et al. 
presented a haptic data prediction method based on a 
double exponential smoothing approach which essentially 
models a time series using a basic linear regression 
equation. In [9], Sakr et al. presented a linear predictor 
that relies on an autoregressive model to predict haptic 
data; a small number of the initial data is normally 
required in order to initiate the prediction process. In 
more recent work [3,4,11,19], a haptic prediction model 
is introduced that relies on the least-squares estimation 
method (referred to in this paper as LSE-LP). The authors 
evaluated their algorithm in both, offline and networked 
haptic applications. In this paper, a linear prediction 
model based on curve reconstruction and a tangential 
direction concept is presented. The details of the 
algorithm are as follows. 

Curve reconstruction has been widely studied in 
computer graphics and geometric modeling in the past 
decade and it has various applications in CAD/CAM, 
computer vision, and many other disciplines [22,23,33, 
34]. Quadratic curves and surfaces own a lot of elegant 
properties which make them a powerful tool for shape 

modeling [24–26]. In this paper, quadratic curves are  
used to derive the haptic linear predictor and to improve 

 
approximation precision. Specifically, based on M  data 
samples 0 1 -1, ,..., MV V V ( [ , ]∈V F Τ ), a short smooth 
quadratic curve segment 

                     0 1 2

2)(u u u= + +S d d d                                (2) 

is initially fitted on the data, where 0 1 2, ,d d d  are the 
coefficients and [0,1]u ∈ is the parameter. The linear 
predictor is defined as follows 

0 1( )t t= +Q b b                                     (3) 

 
Figure 1.  A visual illustration of the difference between the 

Euclidean and Orthogonal distances (adapted from [14]). 

 
  (a) 

 
  (b) 

Figure 2.  Two examples illustrating the differences between the 
least square estimation-based linear prediction (LSE-LP) approach 

and linear prediction based on the tangential directions concept 
(adapted from [14]). 

  
(a) 

 
(b) 

Figure 3.  Plots showing the difference in prediction performance 
between the Least Square Estimation-based linear predictor (LSE-

LP) method (a), and the tangential directions-based prediction 
model (b), when force data are considered. 
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where 0 M -1=b V , 1 '( 1)u= =b S . As illustrated in Fig. 2, 
haptic data samples are first fitted with a curve segment S . 
Regardless of whether S has a significant curvature (Fig. 
2(a)) or a relatively small curvature (Fig. 2(b)), the linear 
predictor ( L ) based on this tangential direction concept 
will follow the local geometry of the point cloud [27]. 
Compared with the LSE-LP method ( 'L , which is directly 
fitted with the same M data samples 0 1 -1, ,..., MV V V ), the 
linear predictor based on tangential directions can be 
expected to predict more accurately. For example, a 
visual comparison between the linear predictor based on 
the tangential direction concept and the Least Square 
Estimation based linear predictor (LSE-LP, as 
aforementioned this is a popular prediction method used 
in numerous recent papers in the offline and online haptic 
data compression literature [3,4,11,19]) is shown in Fig.3. 
Both algorithms are evaluated in off-line settings. It can 
be clearly seen that with the same force perception 
threshold (tolerable signal distortion threshold), the 
proposed linear predictor (based on the tangential 
direction concept, the orthogonal distance and quadratic 
curve reconstruction) outperforms the LSE-LP/Euclidean 
distance approach. A more detailed analysis of the 
proposed data reduction algorithm will be provided in 
Section IV. 

D.  The Proposed Algorithm 
A detailed description of the proposed algorithm is as 

follows. First, the algorithm constructs a linear predictor. 
The predictor is then used to divide a haptic signal into 
subsets, i.e., haptic data samples in the same subset are 
those that can be predicted within a tolerable perceptual 
error. Subsequently, samples in each subset are fitted by a 
quadratic curve. The procedure of the proposed method is 
divided into the following steps. Given the predefined 
perception thresholds (deadbands for force and torque) 
and a haptic dataset, repeat the following three steps until 
there are no more haptic data samples left (these steps are 
repeated for each subset). 
1- Given the ordered haptic data samples set, the 
algorithm uses the techniques presented in Section C to 
construct a quadratic curve based on the initial M data 
points 0 1 -1, ,..., MV V V  ( [ , ]∈V F Τ ) , and subsequently 
compute the linear predictors LV based on the tangential 
directions of the corresponding curve segments. Each 
predictor LV is represented by a parametric line 

0 1( )u u= +W c c , where ,0 1c c  are the coefficients of the 
line and u  is a parameter that denotes the index of each 
sample in the sequence. 
2- For the successive sample realF  and realΤ  in the haptic 
dataset do the following: 
If   (the distance from realF to line LF [linear predictor] is 
less than reald ⋅F F AND the distance from realΤ to line LΤ  

is less than reald ⋅T T ; 
Then realF  and realΤ   can be approximated or predicted by 
the linear equations LF and LΤ  respectively, go to step 2; 

Else realF  and realΤ  cannot be approximated [or predicted] 
by the linear equations LF and LΤ , realF  and realΤ will be 
the first points of the next point subset. 
3- All the data samples in the subset which can be 
approximated by a linear equation (i.e., the predictor) LV  

(where [ , ]∈V F Τ ) are fitted by a new parametric 
quadratic curve 0 1( ) ... n

nu u u= + + +S a a a where 0 1, ,... na a a  

are the coefficients of the curve ( 2n = ), u is a parameter 
that denotes the index of each sample in the subset 
sequence. Then store (or transmit) only 0 1, ,... na a a and the 
number of data samples in the subset. Accordingly, the 
haptic subset can be reconstructed by simply using the 
curve coefficients 0 1, ,... na a a and the number of data 
samples in the subset. 

In order to obtain a precise quadratic parametric curve, 
the least-squares method is used. A quadratic parametric 
curve is computed in the suggested formulation and it can 
be expressed as follows: 

                        2

0
( ) i

ii
u u

=
=∑S a ,                                      (4) 

where ia , [0,2]i ∈ are the coefficients.  The quadratic 
parametric curve that would best fit the original haptic 
data samples [ ]0 1 1, ,..., T

l −=S S S S where [ ],∈S F T in the 
least square sense is derived. The equation is then 
formulated as 

                               =φ A S ,                                            (5) 
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A is the unknown to be solved, 0u , 1u ,…, 1lu − are the 
parameter corresponding to haptic data [ 0 1, ,...,=S S S . 

]1
T

l −S . The solution to (5) in the least-squares sense is  

1( )T T−=A Sφ φ φ .                                      (6) 

It should be emphasized that only the coefficients of 
the curve segments and the number of data samples in a 
subset are encoded. Entropy coding (e.g., Huffman, 
Arithmetic coding, etc.) can be applied as a subsequent 
step (to the coefficients of the curve segment and the 
number of data samples in different subsets) to further 
improve the compression.  

III.  EXPERIMENTAL SETTINGS 

For our evaluation, an experimental telemanipulation is 
used. On the operator side, an MPB high fidelity haptic 
device tracks the hand movements which control the 
teleoperator. The haptic device is a six-axis force-
feedback hand controller that can generate both 
translational force and rotational torque (twist force). The  
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remote environment is a virtual environment consisting of 
a stick-on-ball application.  Fig. 4 shows a snapshot of 
the telemanipulation setup. As soon as the virtual 3D 
stick is in contact with the virtual 3D ball, corresponding 
force feedback is generated and displayed to the human 
operator. Furthermore, the force/torque computation to 
enable 6-DoF haptic rendering is performed while using 
the direct rendering method [29]. This technique is 
illustrated in Fig. 5, where a virtual 3D stick mimics the 
motion of the device stylus (device tool) in free space, but 
is constrained to the surface of the virtual 3D ball when a 
collision between the two objects is detected. Moreover, 
when the 3D stick is in contact with the virtual 3D ball, 
the deepest penetration point (device point) and its 
corresponding contact point located at the surface of the 
ball (proxy point) are first acquired. A feedback force 

3, , )x y z R∈F(F F F  is then calculated using the Hooke’s 
(linear) law •kF = d where 3∈d R  is the penetration 
vector between the two points and k R∈  is the stiffness 
constant. The force F  is then used to generate a torque 

l ×T = F  around a predefined holding point on the virtual 
tool where 3∈T R , l  is the distance between the 
predefined user holding point and the collision point 
between the 3D stick and the 3D ball. The resulting 
contact force/torque pair is then directly displayed 
(haptically) back to the user.  

Before the conducted evaluation, we recorded 10 tele-
manipulation sessions of the described telepresence setup.  

In order to ensure stable and realistic haptic interaction, 
exerted force (force/torque) data acquisition is performed 
at 1 kHz. Specifically, 10 haptic datasets were recorded, 
each consists of 6000 instances. Moreover, each instance 
of haptic force feedback signal encompasses 6 data 
samples, i.e., 3D force , , )x y z(F F F and torque , , )x y z(T T T  
data. Therefore, each dataset encompasses 6×6000= 
36000 force/torque samples.  

Haptic compression experiments using the proposed 
algorithm are performed on all 10 datasets. Force-
feedback (force/torque) samples in each dataset are 
compressed using different deadband values. The purpose 
is to achieve a high compression ratio while ensuring that 
perceptual haptic distortions introduced by the algorithm 
remain relatively imperceptible (if a user chooses to 
decode the haptic data and play back the signals using a 
6-DoF haptic device, e.g., the MPB Freedom 6S device). 
Accordingly, the haptic compression method was 
evaluated using eight different force/torque (%/%) 
deadband values: 0.5/0.5, 1.0/1.0, 1.5/1.5, 3.0/3.0, 5.0/5.0, 
7.0/7.0, 10.0/9.0 and 15.0/12.0. 

The compression algorithm runs on a Pentium(R) 
Dual-Core 2.20 GHz PC, with 2.00 GB of RAM and a 
32-bit Operating System (Windows 7 Home Basic). The 
software used for the implementation is Microsoft Visual 
Studio C++ 2008 and OpenGL. 

IV.  RESULTS 

We are basing the comparison of the proposed 
algorithm to that of the popular Least Square Estimation-
based Linear Prediction (LSE-LP) method which was 
proofed to deliver perceptually accepted results based on 
subjective evaluations. Consequently in this paper we 
objectively compare our results to those of LSE-LP. 

Fig. 6 provides a visual performance comparison 
between the proposed prediction model and the LSE-LP 
method, using one of the 10 recorded experimental 6-DoF 
haptic datasets which encompass force/torque data.  

Furthermore, Table I compares the haptic data 
reduction performance of the proposed method with the 
LSE-LP approach when force feedback (force/torque) 
data are considered. Specifically, Tables I shows the data 
reduction rates and the corresponding Mean Square 
Errors between the original and compressed signals, i.e., 

( )1 2

0

1 ˆMSE ( ) ( )
N

i
i i

N

−

=

= −∑ V V , [ ],∈V F T  

using the proposed method and the LSE-LP approach for 
different force/torque deadband values, respectively. It 
should be emphasized that Tables I presents the average 
haptic data compression results obtained upon evaluating 
the 10 aforementioned 6-DoF datasets. Additionally, data 
samples encoded (stored) using the proposed 
compression method consist of 3D coefficients associated 
with computed/fitted quadratic curves of force, torque 
data, and the number of data samples in the subsets. 
Conversely, data samples encoded using the LSE-LP 
method (as typically performed in the offline and online 
compression methods that use this approach [3,4,11,19]) 
consist of the original 3D force, torque data, and the 

 
 

(a)                              (b) 
Figure 4. Experimental setup which consists of (a) an MPB 

Freedom 6S haptic device used by the operator, to interact with (b) 
a remote virtual environment (adapted from [4]). 

  

Figure 4.  Force/torque feedback in 6-DoF haptic rendering 
(adapted from [30]). 
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lengths of predicted line segments. 

From Table I and Fig. 6 (a – d), it can be observed that 
for different force and torque deadbands, the proposed 
haptic data compression strategy outperforms the LSE-LP 
method. For all considered deadbands, the number of 
encoded data samples is substantially less when the 
proposed data reduction algorithm is used. For example, 
for a relative force/torque deadband pair=3.0/3.01, the 
average data reduction rate using the proposed method is 
75.70%. Conversely, the average data reduction rate 
using the LSE-LP method is 68.87%. Moreover, for a 
relative force/torque deadband=0.5/0.5, the average data 
reduction rate using the proposed method is 41.41%. For 
the same relative deadband value pair, the average data 
reduction rate using the LSE-LP method is 13.91%. 

Furthermore, from Table I it can be seen that MSE 
values obtained when compression is performed using the 
proposed algorithm are better than those obtained when 
the LSE-LP method is considered. 

V.  CONCLUSION  

In this paper, an offline haptic data reduction algorithm 
is proposed. The algorithm is based on a prediction model 
that exploits tangential directions at different haptic data 
points and quadratic curve reconstruction to improve 
haptic data reduction performance and signal 
approximation precision. Furthermore, the limitations of  

 
 
 

human haptic perception are considered in the method to 
ensure that compression artifacts are imperceptible to the 
user in haptic playback systems. The experimental results 
demonstrate that the proposed haptic data reduction 
strategy can potentially outperform other related methods 
in the literature which typically rely on a general linear 
prediction method. 
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Abstract—A fusion method of heterogeneous business 
intelligence (BI) technologies is put forward, named 
agent-network. This method treats BI system as a complex 
network composed of agents as its nodes. One agent is a unit 
of intelligence resource (IR) representing a computing model 
or an algorithm. A BI technology is a group of agents. Three 
basic mechanisms are discussed in detail. The IR aggregating 
and optimizing mechanisms can improve BI software to be a 
dynamical and flexible system. New technologies can be 
added into BI software continuously and less value existing 
technologies can be deleted from it. The IR using mechanism 
can always let the BI system to select an or a group of optimal 
technology (technologies) to respond to every specific user 
request by using some marketing mechanism such as 
negotiation, bidding and auction. The IR optimizing 
mechanism can keep the best agent and delete inferior agent 
by the performance of agents.  The BI architecture is 
proposed based on our method.  Different enterprises can 
customize their own BI service at a lower cost by using our 
method.  In the future, we will develop a prototype software 
system based on our agent-network method to improve the 
decision level of enterprise. 
 
Index Terms—business intelligence, agent-network, 
multi-agent, complex network 
 

I.  INTRODUCTION 

At present, more and more enterprises need BI software 
to support their statistics, analysis, forecast and 
decision-making. Some big companies, such as Oracle, 
SAS, BO, Cognos, MS, SAS and SPSS, have developed 
their own BI software. But those BI softwares are 
developed for some special application and only used in a 
limited range. Currently, the existing BI software is 
deficient in three points. Firstly, the current BI software 
can only provide solution for specified situation. If the 
situation is beyond its range, it can’t recognize it and 
respond to it. Secondly, the current BI software can’t deal 
with the dynamical requirement of enterprise. If the 
requirement is changed with time, the responding 
capability of the BI software is weakened. Lastly, the 
update speed of current BI software is slow. The source 
code of BI software must be always rewritten when new 

requirement is added. So the updating cost is high. In the 
current market, there is a need for an universal BI software 
that can meet the dynamical and various requirement of 
heterogeneous enterprise and can fuse all kinds of 
heterogeneous intelligence technologies together on one 
BI software. 

In order to develop such a BI software, we propose an 
fusion method for intelligence resource named 
agent-network based on multi-agent and complex network. 
This method treats BI as a complex network composed of 
agents as its nodes. One agent is a unit of intelligence 
resource which represents computing model or algorithm. 
Each BI technology is composed of a group of agents. The 
massive accumulation ability of complex network can help 
aggregating all the useful and new agents continuously 
into the system to make the system update more 
seamlessly and inexpensively. The optimal reorganization 
feature of multi-agent can help selecting the best agents to 
deal with the dynamical requirement of user’s service at 
any time. Therefore, not only all the useful intelligence 
resource (IR) can be aggregated in the BI system, but also 
the optimal agents which represent the most suitable BI 
technology can be selected to respond to the service 
request of user at any time. With our method, the BI 
software can be updated without modifying the source 
code, only adjusting the construction of agent-network by 
adding or deleting some agents. So our agent-network 
method is meaningful for providing a new solution to deal 
with the adaptability and compatibility of BI. 

The rest of the paper is organized as follows. Section 2 
discusses related research. Section 3 discusses our 
proposed fusion method of BI and the three mechanisms of 
agent-network for BI fusion. Section 4 discusses the fusion 
levels of our proposed method. Section 5 analyzes the 
feasibility of our method. Section 6 summarizes our 
research work and discusses directions for future work. 

II.  RELATED WORK 

A.  Multi-agent Oriented BI System 
Multi-agent systems as a standard communication 
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platform can interchange data and tasks [1]. The 
multi-agent systems have characteristics such as 
autonomy, reasoning, reactivity, social abilities, 
pro-activity, usability and adaptability [2-3]. 

Recently, multi-agent technology is used more and 
more in BI system for modeling and studying. Using 
multi-agent technology can make the BI system more 
adaptable, renewable, flexible, and extensible. The goal of 
intelligence fusion can be realized by multi-agent. I. Perko 
et al. [4] proposed a solution for multiple prediction 
models management and a uniform result representation 
by using multi-agent system and knowledge reasoning. 
The proposed system is adaptive, allowing the 
modifications and upgrading more easily and 
inexpensively. J. Bajo et al. [5] proposed a multi-agent 
system aimed at providing advanced capacities for risk 
management in small and medium enterprises. The agents 
in their system are characterized by their capacities for 
learning and adaptation in dynamic environments. F. 
Borrajo et al. [6] introduced a new business simulator 
named SIMBA based on web-based platform for business 
education and business intelligence. In SIMBA, the 
simulated market can be more complicated by using 
intelligent agents that is to assume the role of competitors. 
The proposed system has several key advantages in 
learning objectives, the development of work skills and the 
teaching function. K.I.K.Wang et al [7] proposed a novel 
ambient intelligence platform to facilitate fast integration 
of different control algorithms, device networks and user 
interfaces. The intelligence platform consists of four 
layers, including ubiquitous environment, middleware, 
multi-agent system and application layer. The multi-agent 
system can incorporate multiple control algorithms as 
agents for managing different tasks. For this, the offline 
control errors can be reduced greatly in comparison with 
single process control algorithms.  The system seems to be 
more flexible development and future improvement. M. 
Janssen [8] developed a semi-cooperative architecture 
based on multi-agent in which human-beings or other 
agents can substitute agents without affecting other parts. 
The initial system can start with a few agents having 
relatively simple behavior and then be extended into a 
more comprehensive system.  And some researches use 
multi-agent and other technologies to make the BI system 
more efficient, intelligent and automatically. 
A.L.Symeonidis et al. [9] proposed a method that can 
dynamically extract knowledge to improve agent 
intelligence by using data-mining and multi-agent 
technology together. The concept of training and 
retraining are described in detail. By this way, the system 
can be more efficient and intelligent. H.Pham [10] 
proposed an agent-based hypothetic agent-based model 
for carrying out business automation in large, distributed, 
and real-time business system. In their model, the 
agent-based components of a business organization can be 
created and integrated automatically into the system. They 
focused on controlling the agent interactions to achieve 
system reliability and regulate the agent visibility.  
Zhisong Hou et al.[11] designed a distributed intrusion 
detection system based on mobile agent.  The dynamic 

adaption of the system could be implemented while false 
alarm rate and false negative rate would be reduced. 
Weidong Zhao et al.[12] designed a multi-agent 
middleware for mobile supply chain management, aiming 
to solve integration problems and achieve mobile supply 
chain dynamic integration. Walaa H.E. et al.[13] studied a 
cooperative search of autonomous agents that represent 
agents’ coalition formation to enjoy a price discount for 
each of its requested service to achieve a goal. Besides the 
above research, multi-agent technology is used widely in 
dealing with all kinds of business tasks, such as trades[14], 
negotiation[15], bidding[16], auctions[17], supply 
chain[18] and warehouse management[19] for 
decision-making and data analysis. It seems that it’s 
feasible to use multi-agent technology in BI system. But 
currently, all the existing researches are put forward to 
dealing with specified business tasks for one or such a kind 
of enterprise. And there is no such an BI software that can 
meet the requirement of all kinds of heterogeneous 
enterprises. So in this paper, we propose a method that 
tries to solve this problem. 

B.  Multi-agent and Complex Network 
Multi-agent system is a distributed system based on 

network [20]. And especially, the internet as an important 
environment of multi-agent is a typical complex 
network[21]. The relationship between agents is a kind of 
complex network. [22-24] studied the statistic feature of 
entity in large distributed system by graphical analysis 
method. The result showed that the relationship of agents 
which denotes the entity has features of complex network, 
such as small-world and scale-free. J.Delgado[21] also 
pointed out that the topology of agents treated as complex 
network is more suitable than ruled-network. And at 
present, some existing researches develop some models 
and software based on multi-agent and complex network. 
N.Celik [25] developed an optimal workforce assignment 
module based on multi-agent to resolve the problem of 
short-term and long term tasks of alliance-based multiple 
organizations which forms a complex social network. The 
behavior of the complex social network can be predicted 
by using agent-based simulation. Each agent represented 
an individual in the organization network and had its own 
characteristic. M.Tran[26] developed an agent-based 
model to investigating the role of individual behavior and 
studying the complex network influence on energy 
innovation diffusion. M.B.Hu [27] studied the wealth 
distribution in different social networks. In their proposed 
model, they used agents to play as nodes of the complex 
social network and studied the agents’ personal wealth to 
find the law of wealth distribution.  All the above 
researches show that the agents can be treated as nodes of 
complex network. The agent as node has its independent 
functions and interacts with each other. From the complex 
network perspective, the relationship of agents can be 
described more clearly. 

III.  AGENT-NETWORK METHOD FOR BI 

On the basis of existing researches, a new intelligence 
fusion method named agent-network based on multi-agent 

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2805

© 2014 ACADEMY PUBLISHER



and complex network is proposed. In this method, all kinds 
of useful BI resources are formed to be a series of agents 
which are aggregated organically as nodes of complex 
network. The complex network acts as a container of 
agents. Then the optimal agents are selected according to 

their performance. The intelligence fusion mechanism of 
agent-network is in figure 1. There are three fusion 
mechanisms, including IR optimizing mechanism, IR 
using mechanism and IR aggregating mechanism. In the 
following, we will discuss the three mechanisms in detail.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A.  IR Aggregating Mechanism Based on Autonomous 
Agent and Complex Network  

An agent is one unit of packaged IR. The agents 
represent the corresponding IR. The representation of 
agents brings great convenience for reorganization and 
reuse of IR. There are various BI technologies from 
different fields, such as artificial intelligence, mathematics 
and so on. Each technology has a series of computing 
models or algorithms for constructing IR. Computing 
model is the basic unit of IR. Each model has a certain 
computing ability which can complete one or several 
complex computing tasks. Therefore, each computing 
model can be packaged into an agent.  

The agents can be classified into three levels: atomic 
agent (AA), natural agent (NA) and group agent (GA). 
Their relationship is in figure 2. A NA denotes a natural 
computing model or algorithm. A BI technology is 
composed of a series of mutually cooperative NA which 
construct a GA in agent-network. In order to reorganize 
and reuse agents, a natural agent can be split into some 
atomic agents which are the indivisible agent unit. In 
figure 2, we can see there are two modes of GA 
construction. One is that the NAs similar to each other can 
construct a GA. For example, some NAs representing 
algorithms or models based on genetic algorithm can 
construct a GA of genetic algorithm. In this GA, a basic 
genetic algorithm is the base of other modified genetic 
algorithms. And other NAs can cooperate with this GA, 
not only one agent of this GA. Another is that some 
cooperative NAs from different field can also work 
together to construct a GA for responding to the same 
user’s service. 

IR aggregating mechanism based on complex network 
is to aggregate the agents in the complex network. 
Therefore, each agent is treated as one node of the 
complex network. The cooperation between agents can be 
judged by the edge of complex network. As in figure 3, the 
weighted edge denotes the degree of close relationship 
between agents. So, a complex network of weighted agent 

is formed. For interactive relevance and infinite 
expandability of complex network, not only the existing 
BI resource can be aggregated, but also the new resource 
can be added in the system at any time. The agent at one 
node can be NA or AA, but not GA which is an agent 
sub-working net in actually. In figure 3, the initial edge 
weight is supposed to be 1. With the development of this 
agent-network after completing several tasks, the edge 
weight is changeable. If the edge weight is far more than 1, 
it denotes that the agent is active and valuable. If the edge 
weight is minus, it denotes that the agent is bad and can’t 
cooperate with other agents. If the edge weight is equal to 
1, it seems that the agent has no cooperative experience 
record with other agent. The edge weight can be between 
NA and AA or NA or GA. 

B.  IR Using Mechanism Based on “Competing for Post” 
and “Select the Best for Cooperation” 

“Competing for post” is a service mechanism for user’s 
dynamic requirement. A group of agents are selected by 
competing against other groups for the post of one service 
request. And one agent is a special case. How to select a 
group of agents to cooperate with others becomes a result 
of competition. The agents are not pre-designated by the 
system. In traditional multi-agent system, the cooperative 
agents are selected by the system through auto-matching 
or pre-designation. The cooperative relationship is rigid 
and lack of competition.   “Competing for post” 
mechanism breaks up the rigid cooperation. The selection 
of competitive agents is the key point to realize this 
mechanism. So, besides remaining the two traditional 
modes, typically competitive mechanism in realistic 
society, such as negotiation, bidding and auction, are 
introduced into the system. The auto-matching or 
pre-designation can be treated as special “competing for 
post” mechanism when there is no other method can be 
chosen for agents selection or the edge weight of agents 
reaches a high point. 

“Selecting the best for cooperation” is to select a group 
of optimal agents to respond to current user’s service 

Figure 1.  Intelligence fusion of agent-network 
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request by using “Competing for post”mechanism. Face to 
each service request of user, the system can flexibly 
choose one or several cooperative mechanisms according 
to current service property, service scale and status of 
respondent agent resource. Then, the optimal cooperation 
agents can be selected according to the rules of selecting 
the best for cooperation” mechanism. Of course, the rules 
and process of each mechanism are different for different 
situation in different complex degree. Therefore, the 
system must design a set of rules to guide the optimal 
agents’ selection at the current situation when responding 

to each user’s request. As in figure 4, we can use decision 
tree to build up the optimal selection rules to choose the 
optimal group of agents in different situation. The rule 
database can be divided into enterprise type, service type, 
service requirement and corresponding groups of optimal 
agents. Face to a service requirement, if the service 
requirement is not new, we can search for the group of 
optimal agents in the decision tree. If the service 
requirement is new, we can add it to our decision tree for 
next service selection. 
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Figure 3.Weighted edge of agents 
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C.  IR Optimizing Mechanism Based on Performance 
Evaluation and the Rule of “Survival of the Fittest” 

In the agent-network, the distributed agents as nodes of 
complex network have independent functions and can be 
interactive with each other. The cooperative agents can 
provide intelligence services, including profitable 
customer relationship management, market forecasting, 
deal deception identification, users’ monetary contribution 
perception and so on. Each service is a respondent for 
users’ requirement. Performance evaluation is a 
mechanism to measure the service performance of agents, 
including real-time evaluation and periodic evaluation. 
Real-time evaluation is to evaluate the performance of all 
the agents participating in the current cooperation after the 
service completion. The evaluation result is the basis for 
updating edge weight which reflects the cooperative 
relationship between agents. The edge weight is bigger 
when the number of successful cooperation is more and 
the performance result is better. The cooperation 
opportunity is determined by edge weight which is an 
important judgment for periodic evaluation. Periodic 
evaluation is to evaluate the performance of all the agents 
in a long time. The change of edge weight is very 
important for periodic evaluation. As in figure 3, if the 
edge weight of one agent is not changed after a period of 
working time, it seems that there is no cooperation record 
between the agent and other agents. So the edge weight is 
equal to the initial edge weight which is always 1 in our 
proposed agent-network. It shows that the agent has no 
chance in cooperation with other agents. The agent is 
called inert agent which is similar to the worthless goods 
in the warehouse of enterprise. If the edge weight of one 
agent is minus, it shows that the agent has several times of 
failing cooperative experience. The agent is called inferior 
agent which is similar to inferior-quality goods. If the edge 
weight of one agent is far bigger than the initial edge 
weight, it shows that the agent has several times of 

successfully cooperation experience. The agent denotes 
the superior IR. The basic task of periodic evaluation is to 
identify inert agents and inferior agents. 

“Survival of the fittest” is a mechanism like the 
juggle-law of nature. The inert agents and inferior agents 
can be eliminated from agent-network according to a 
certain rules. And the excellent agents can be remained in 
the agent-network. So the aggregated IRs in 
agent-network has the continuous evolution characteristic 
which is like ecological features of juggle-law. 

IV.  AGENT-NETWORK FUSION LEVEL 

As shown in figure 1, IRs can be fused organically on 
the level of system structure and system application by use 
of three agent-network mechanisms. 
A.  Intelligence Fusion on the Level of System Structure 

Intelligence fusion on system structure means that all 
kinds of superior BI resource persistently can be 
aggregated in BI system. IR aggregating mechanism based 
on autonomous agent and complex network ensures that 
the existing and new IRs can enter in system in form of 
conveniently used agent and form a dynamical 
agent-network whose capacity is infinite. IR using 
mechanism based on ”competing for post” and ”selecting 
the best for cooperation” ensures eliminating inferior IRs 
and remaining superior IRs. Therefore, the fusion on the 
level of system structure  ensures that the system is the 
best at any time. The fusion on the level of system 
structure is the base of intelligence fusion on the level of 
system application. 
B.  Intelligence Fusion on the Level of System Application 

Intelligence fusion on the level of system application 
means that the system can select the most appropriate BI 
resource to provide best service for users in a flexible and 
variable way. The fundamental purpose of intelligence 

Figure 4.Decision tree for optimal group agents’ selection 
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fusion is to respond to user’s service request better. If there 
is no intelligence fusion on the level of system application, 
the fusion on the level of system structure is meaningless. 
IR using mechanism based on ”competing for post” 
and ”selecting the best for cooperation” ensures selecting 
the best agents dynamically to respond to current user’s 
request. In this way, the fusion on the level of system 
application is realized. The granularity of agent (basic 
cooperation unit of agent) in system application can be 
classified into three levels: GA, NA and AA. The 
cooperative agent portfolio is more plentiful with smaller 
granularity of agents. And the adaptability of agents is 
more widely. The three levels of agent granularity can be 
used cooperatively at the same time when responding to 
user’s service request. 

V.  FEASIBILITY ANALYSIS 

In order to realize above fusion mechanisms, we must 
have two key technologies, including agent representation 
of heterogeneous BI resource and software technology 
of ”selecting the best for cooperation”.  In the following, 
the feasibility of the two technologies is discussed in 
detail. 

A.  Feasibility of Agent Representation 
Agent representation of BI resource is to package BI 

resource into a series of agents which have their 
characteristic. Each agent denotes a computing unit. Each 
BI technology becomes a group of agents after 
representation. Agent representation is the base of 
realizing intelligence fusion. There are two meanings: 
firstly, multidisciplinary BI resource agent can be 
homogenous after representation. The agent is similar to 
component which can be reused and used repeatedly. 
Secondly, the characteristic of agent, including 
subjectivity, intelligence, adaptability and society 

[28]( Shi C.Y. et al.,2007), provides necessary premise for 
agent to take part in competition like individual and 
enterprise in realistic society. 

Can the multidisciplinary BI resource be represented in 
the form of agent? The answer is yes. Many researchers 
propose various BI methods based on agent. For example, 
genetic algorithm based on multi-agent[29], production 
orders resolution by employing an expert system and a 
neural network based on multi-agent[30], a fuzzy logic 
controller based on multi-agent[31], data-mining for 
extract knowledge based on multi-agent[12]. The existing 
researches show that the combination of BI and agent 
becomes a research trend and its realization is feasible. 

B.  Feasibility of Competition Mechanism 
Competition mechanism, such as negotiation, bidding 

and auction, is the key point for realizing ”competing for 
post” and ”selecting the best for cooperation”. The 
existing researches show that the Competition mechanism 
can be used to effectively allocate task and resource in 
multi-agent system[28]. For example, some researchers 
proposed several agent negotiation methods based on 
reasoning-case, consultation theory, confliction theory and 
sort facility[32]. A multi-agent system based on auction 
negotiation is used to resolve distributed multi-project 
scheduling[17]. A software architecture 
called”market-like” becomes one of the three typical 
architecture of multi-agent system [28]. In this 
architecture, negotiation, bidding and auction are realized 
all. And currently, in e-commence or e-market, 
multi-agent technologies are also used in dealing with 
negotiation [15] and bidding [16] to improve the 
efficiency of system. All the above researches show that 
it’s feasible in technology to build up competitive 
cooperation of agents by introducing negotiation, bidding 
and auction. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Software architecture of BI system based on agent-network 
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VI.  ARCHITECTURE OF BI SYSTEM BASED ON THIS 
METHOD 

In this paper, we propose an architecture of BI system 
composed of user interface layer, service responding layer, 
service resource layer, network management layer and 
basic service layer, as figure 5 showing. Several 
technologies can be fused by use of this architecture. 

A.  User Interface Layer 
There are two functions in user interface layer: request 

acceptation and service result return. Request acceptation 
provides registration, reservation and logout for users. At 
the same time, the service task is generated and then sent 
to service responding layer. Service result return provides 
return result display and satisfaction enquiry for users. 
Then the information of satisfaction is sent to service 
responding layer for evaluating performance of current 
agent combination. 

B.  Service Responding Layer 
Each responding of user’s request is a new cooperation 

of a group of agents in agent-network. The dispatching 
mechanism is to determine which agent can participate in 
cooperation with others according to the dynamical 
property of task. The service responding layer is an 
intelligent dispatching mechanism and a control center. 
All kinds of BI services are fused on system application 
after task completion in service responding layer. The 
service responding layer is composed of task analyzer, 
task splitter, cooperative agent selector, cooperative plan 
executor, fusion of cooperative result and cooperative 
performance evaluator. Task analyzer is to recognize the 
structured degree, complex degree, work load and 
decomposability and provide basis for selecting task 
decomposing strategy and task responding strategy. Task 
splitter is composed of task decomposing strategy set, 
suitable strategy condition set and selective strategy rules 
set. The task decomposing plan is determined by task 
splitter according to the suitable decomposing strategy and 
the decomposing granularity. Cooperative agent selector is 
composed of cooperative strategy set, suitable condition 
set, selective strategy rules set, operating process and 
algorithms. The optimal cooperation that can realize 
fusion of all kinds of BI on system application is ensured 
by selecting the most suitable cooperative strategy of 
current task and completing the final agent selection 
according to the corresponding process and algorithms. 
Cooperative plan executor is to send command to the 
selected agents and receive task execution result according 
to cooperative plan. At the same time, it’s responsible for 
communicating and coordinating between agents. Fusion 
of cooperative result is to gain the final result by dealing 
with the return result of cooperative agents. For complex 
cooperative task, especially non-constructive computing 
task belonging to soft computing, some information fusion 
technologies, such as Bayesian inferences, D-S evidence 
theory, fuzzy set theory, expert system, artificial neural 
network, are used to deal with the cooperative result 
comprehensively. Cooperative performance evaluator is to 

organize related subjects users and related agent to 
evaluate the performance of cooperative agents, store 
performance result in public database, trigger network 
management layer to update the edge weight, and inform 
service resource layer to record the cooperative 
performance. 

C.  Service Resource Layer 
Service resource layer is composed of agent warehouse 

and service resource manager. The agent warehouse is the 
physical place for computing resource fusion on system 
construction in the form of agent. Each computing 
resource of BI technology is packaged into a series of 
subjectivation agent. The agents of the same method 
constitute a group of close relationship agents. These 
agents are the entity of executing service task and the base 
of BI system. Each agent can be participate in cooperation 
as an individual or part of a agent group. The agent 
warehouse is dynamic open, not only including various 
existing BI technologies, such as rough set, fuzzy logic, 
decision tree, group decision, swarm algorithm, data 
mining, genetic algorithm, artificial neural network and 
other traditional statistics and analytical technologies, but 
also adding the new technologies into the agent warehouse 
at any time. 

The service managers is to load, upload, import, export, 
and maintain agents’ record which is including list 
maintenance, warehousing registration, cooperation 
registration and performance records. The service 
manager is also to assist network management layer to 
maintain agent list in the warehouse consistenting with 
node list of network. The agent list in the warehouse must 
contain node list of network, otherwise the no-existing 
agent would be assigned to respond to service request. 

D.  Network Management Layer 
The network management layer is composed of network 

describer, network generator, network maintenance device, 
performance evaluator and network analyzer. Network 
describer provides an effective operation and management 
tool for users to construct the initial agent cooperative 
network. Users can easily describe the network composed 
of agents as nodes and their mutual relations, including 
node list of network, relational path and strength between 
nodes. Furthermore, the network relationship attribute 
database is formed for editing, adding, deleting, modifying 
and storing of complete network information. Network 
generator is to generate agent cooperative network 
according to data of relationship attribute. The generated 
network is a weighted cooperation network which has 
cluster structure. The weight reflects the relationship 
between agents. Cluster is a group of close relationship 
agents which denote one BI technology. Network 
maintenance device is to add new nodes, new edges and 
assign weight to new edge according to addition 
commands and algorithms. Network maintenance device 
is to delete the corresponding nodes according to deletion 
command and algorithms, update edge weight according 
to weight updating command and algorithms. Performance 
evaluator is to evaluate all the agents of the whole network 
in a long period, recognize dull agent and inferior agent 
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according to a certain rules, inform network maintenance 
device to delete dull agent and inferior agent from network 
and inform service resource manager to clear away the dull 
agent and inferior agent. Network analyzer is to calculate 
and analyze the network statistical characteristics, such as 
all nodes, all edges, average degree, average path length 
and cluster coefficient. 

E.  Basic Service Layer 
Basic service layer is composed of public database and 

public knowledge base. The data and knowledge of other 
layers can be stored and managed in this layer.  

All kinds of saving data and information is stored in 
public database, including history information of network 
construction data of cooperative agent, history information 
of network evolution and performance result of 
cooperative agents. All kinds of knowledge which is 
needed by network generation and task response is stored 
in public knowledge base, including node evolution rules, 
weight evolution rules, selective rules of task 
decomposition strategy, selective rules of task cooperative 
strategy, selective rules of cooperative objects and 
selective rules of cooperative result fusion method. 

VII.  CONCLUSIONS 

In this paper, we proposed a new method named 
agent-network for BI resource fusion. The heterogeneous 
technologies can be fused and aggregated together in an 
effective way by using our method. The three fusion 
mechanisms are described in detail to explain how to add 
new and best technologies in the agent-network to meet 
the dynamical requirement of enterprise service. They are 
IR aggregating mechanism, IR using mechanism and IR 
optimizing mechanism. In this way, the intelligence of BI 
system can be evolution and suitable for the development 
of enterprise. The software system architecture based on 
our agent-network method is discussed. The agent 
entering in the network can be combined optimally to 
respond to users’ service request. The excellent agents 
tested in practical can be remained in the network. So the 
current system reflects the highest level of group 
intelligence. The intelligence of system is constantly 
evolved for the endless creativity of group. 
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Abstract— A model driven engineering process involves dif-
ferent and heterogeneous models that represent various
perspectives of the system under development. The model
composition operation allows combining those sub-models
into an integrated view, but remains a tedious activity.
For that, traceability information must be maintained to
comprehend the composition effects and better manage the
operation itself. Against this context, the current paper
describes a framework for model composition traceability.
We consider the traces generation concern as a crosscutting
concern where the weaving mechanism is performed using
graph transformations. A composition specification case
study is presented to illustrate our contribution.

Index Terms— traceability, model composition, model trans-
formation, aspect oriented modeling, graph transformation.

I. INTRODUCTION

One of the main Model Driven Engineering (MDE)
principles is to reduce system complexity by raising the
abstraction level. In MDE, the primary focus is on models
rather than computing concepts. Models represent all
artifacts handled by the software development process
and can be used as first class entities in dedicated model
management operations. Therefore, the gap between the
requirements definition and the solution is reduced by
metamodeling and transformation tools [1].

Usually, complex and large systems are built based on
different models; each one representing a view of the
system according to a different perspective, a different set
of concerns, and a different group of components [2]. The
main purpose is to separate concerns in order to represent
the software system as a set of less complex sub-models.
Hence, the complexity of the analysis/design activities is
reduced in the earlier phase of the software development
process.

However, several issues are raised, among them the
need to synchronize contributing models. This task can be
handled through the generation of views that cross differ-
ent perspectives in order to propagate changes occurring
in sub-models. Combining those models can be performed
using a model composition approach. Nevertheless, even
if model-oriented decomposition is interesting; model
composition remains a laborious activity.

Traceability is a necessary system characteristic [3] that
reveals the software process maturity. Model composition,
as all other model management operations, requires a
traceability mechanism for manifold uses: model vali-
dation, co-evolution of models and model composition
optimization. Indeed, traceability management provides
support to better manage the composition operation. It
specifies how source artifacts participate in the production
of the composed model. Those links detail the flow of
execution and are useful to analyze the impact of changing
sub-models during the evolution of the system and help
to optimize composition chains.

This paper deals with the tracing of the composition of
heterogeneous models. Our approach is based on a generic
and extensible metamodel accounting for structuring trace
links. Essentially, we aim at minimizing the trace links
management effort and expressing highly configurable
trace models. This paper extends our initial work pre-
sented in [4]. It focuses on the generation of traces by
using aspect oriented modeling (AOM) principles [5]
and graph transformations [6]. In fact, the weaving of
the traceability aspect is specified by a set of graph
transformation rules.

Graph transformations theory provides a formal support
for defining some activities related to model management
such as: model transformation, model refactoring and
model integration. We intend to populate our traceability
metamodel regardless of the composition language. To
that end, we believe that graph transformation is a pow-
erful technology for specifying and applying the weaving
mechanism of the traces generation code in a composition
specification in a more abstract manner.

The rest of the paper is organized as follows: in Section
II we review related approaches concerning model trans-
formation traceability; Section III represents an overview
of our approach, while Section IV details the generation
of the trace model. Thereafter, in Section V we present
a concrete working example, followed by a discussion
of our contribution in Section VI. Finally Section VII
summarizes this paper and presents future works.
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II. BACKGROUND AND RELATED WORK

A. Traceability management in MDE

Traceability is recognized as an essential issue in
software engineering, and model driven engineering is no
exception. In the literature there are several definitions
of traceability, which, differ depending on the artifacts
abstraction level and the traceability intensions. The IEEE
Standard Glossary of Software Engineering Terminology
[7] defines traceability as: the degree to which relationship
can be established between two or more products of
the development process, especially products having a
predecessor-successor or master-subordinate relationship
to one other; for example, the degree to which the
requirements and design of a given software component
match.

More definitions concerning model transformation
traceability have been proposed, notably:

• Dirvalos et al. [3] consider traceability as: Any rela-
tionship that exists between artifacts involved in the
software engineering life cycle.

• Grammel and Voigt [8] define traceability as: The
runtime footprint of model transformation .Essen-
tially, trace links provide this kind of information
by associating source and target model element
with respect of the execution of a certain model
transformation.

Traceability refers to the ability to capture and reuse
links between a set of artifacts handled by a model driven
development operation. This information represents the
changes that have occurred in these elements and reveals
the complexity of logical relations [9] existing among
them. In MDE, traceability is a matter of three concerns
[10]:

• What: Decide which concepts described in the mod-
els will be traced.

• How: Determine how to generate, represent and
manage trace links.

• Why: Identify the intentions of capturing trace links.

B. Related work

Several researches address model transformation trace-
ability issue. In this section we briefly outline the main
approaches.

Jouault [11] presents an approach to trace transfor-
mations written in the ATL language. It addresses the
problem of implicit traceability persistence. This approach
is the basis for several future researches addressing trace-
ability management. The author considers traces as a
model generated in the same way as other target models.
The traces generation code can be automatically inserted
into any existing ATL program, through the application
of a higher order transformation called traceAdder [11].
Since the author uses a simple metamodel to represent
the trace model structure, traces are not configurable.
Nevertheless, the use of the traceAdder transformation
enhances scalability and allows reusability of the trace
model stored externally.

Falleri et al. [12] suggest a framework for traceability of
imperative model transformations written in the Kermeta
language. The authors consider the trace model as a
bipartite graph where the nodes are of two types: source
nodes and target nodes. Trace links are stored in a separate
model conforms to a generic traceability metamodel and
can be reused. Besides, the manual adding of the traces
generation code allows the user to select elements to trace,
but this reduces scalability.

Amar et al. [13] propose a traceability framework for
imperative transformations. The authors present a generic
traceability metamodel based on the ”composite” design
pattern, while the trace generation is based on aspect-
oriented programming using AspectJ. Thus, it builds
traces without modifying the transformation code and
supports scalability and reusability of aspects too. The
framework defines categories of traceable operations and
their respective poincuts. Since it does not take into
account all the operations to trace, the programmer can
define new custom categories or restrict the predefined
ones. Furthermore, the application of the ”composite”
design pattern as well as the link type concept, allow
defining configurable trace models.

Grammel and Kastenholz [14] have defined a generic
traceability framework for model transformation ap-
proaches. It is based on a generic metamodel exten-
sible through facets to simplify hierarchical structure.
The approach offers two mechanisms for traces gen-
eration: transformation of the implicit trace model to
another model conforms to the suggested metamodel and
generation of traceability data based on aspect oriented
programming. These two mechanisms make the approach
scalable and enhance reusability. As for the trace model
configuration, it entails the choice of artifacts to trace and
the granularity level through the use of facets.

The confusion between model transformation and
model composition is a debate topic. Some researches
perceive model composition as a transformation with two
input models and one output model, when others discern
model transformation as a specific model composition
which computes the source model with an empty model
to produce the target one. Therefore, the presented ap-
proaches can be used to trace the model composition
operation; however, we judge that the proposal for a
model composition traceability approach proves advan-
tageous. Actually, model composition has specific inten-
sions (model synchronization, model integration. . . ) and
a particular process (matching step, merging step. . . ) that
have to drive the traceability approach.

C. Traceability requirements

In [4], we have detailed an evaluation of the presented
approaches based on three comparison criteria: configura-
tion, portability, and scalability. These criteria are inspired
from the traceability challenges stated by the Center of
Excellence for Software Traceability [15]. According to
the results of this analysis, we derived four traceability
requirements that have driven our approach.
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Figure 1. The trace generation process

• In order to address the scalability challenge, the
trace model generation must be automatic; so as to
reduce the effort required to achieve traceability. Fur-
thermore, human intervention is useful to configure
model elements to trace.

• The code necessary to generate traces must not be
intrusive in the primary transformation in order to
allow its reuse.

• Traceability data has to be stored in a separate model
which conforms to a generic metamodel to reduce
trace links management effort. Thus, it supports
reusability of the trace model.

• The traceability metamodel has to be expanded with
an extensibility mechanism. Essentially, this mecha-
nism allows expressing configurable trace links de-
pending on the traceability scenario and the models
specifications.

In our approach, we propose to achieve the two first
requirements by using graph transformation rules to gen-
erate the trace model. The other points are achieved
by using generic composition traceability metamodel to
represent the traceability data structure.

III. OVERVIEW OF THE APPROACH

A. Trace generation process

We consider the trace model as an additional target
model of the composition operation (Fig. 1). To generate
it, we propose to use a weaving mechanism of the code
responsible of creating traceability elements in the compo-
sition specification. We describe in section IV the aspect
weaving process in more details. The trace model can be
visualized as a graph, or invoked by a selection request.
Furthermore, it can be used to validate the composition
by checking the consistency and the completeness of the
composed model. The co-evolution of models [16] can
be supported by analyzing the impact of changing source
elements through their corresponding trace links. Finally,

Figure 2. Composition traceability metamodel

we aim to optimize model composition chains; indeed,
some trace links are valuable for following steps.

B. The composition traceability metamodel

Several approaches address the model composition
operation: AMW [17], EML [18], Kompose [19]. We
take into account the typical composition process which
involves two major steps: matching and merging. During
the first step, similarities between left and right model
elements are calculated. Matching elements are merged
while other elements are eventually transformed to target
model elements or temporary modified to be merged.

We propose a traceability metamodel (see Fig. 2),
which defines the different kinds of relationships between
model elements independently from any given application
domain. We have extended the core traceability meta-
model proposed in [4] to support composition traceability
requirements and complement it with well-formedness
rules. Hereafter, we present the key elements of this
metamodel.

A MergingLink element connects the left and right
elements to the composed element, while a transforma-
tionLink element represents a transition from each left or
right element to the target one. A transformation link may
have no source or target element to allow tracing a deleted
element or a newly created one. Moreover, we represent
multi-scaled trace model that show the imbrications of
the rule calls, through a parent-child relation among trace
links. The nesting of traces allows the final user to
configure the granularity degree he desires.

In order to enhance the trace model semantic rich-
ness, we use the Context concept to assign additional
information to trace links depending on the traceability
point of view and the models to compose specifications.
Indeed, this extensibility mechanism is based on the
definition of the relevant context attributes that capture the
further expressiveness data to be assigned to a sub-set of
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traces, such as: the composition rule name, the traceability
intention. . .

We present thereafter some well-formedness rules spec-
ifying the static semantics of the traceability metamodel.

1) A merging link must have two source elements and
one target element.

context TraceLink
inv : self.oclIsTypeOf(MergingLink)
implies self.left->notEmpty() and self

.right->notEmpty() and self.target
->notEmpty()

2) A transformation link has at most one source ele-
ment.

context TraceLink
inv : self.oclIsTypeOf(

TransformationLink)
implies self.left.oclIsUndefined() or

self.left.oclIsUndefined()

3) There is one and only one root trace link of type
MergingLink.

context TraceModel
inv : let root:TraceLink = self.root

in
if root.oclIsUndefined()
then true
else
root.oclIsTypeOf(MergingLink) and root

.parent.ocIsUndefined()
endif

We illustrate a simple trace model in Fig. 3. The
purpose of the composition to trace is to merge two simple
class diagrams (Left model and Right model) each one
containing one class A. The trace model contains one
root element of type MergingLink that links the source
class diagrams with the target one. Childs of this element
represent the merging of the classes A and the types
int in the source models. Finally the copy of the class
attributes to the target model is represented by two nested
transformation links.

IV. TRACE MODEL GENERATION

In this section, we describe how we can use aspect
oriented modeling with graph transformations to trace the
model composition operation. Our objective is to address
our traceability requirements in order to automatically
build the trace model without modifying the code of the
composition specification by hand. Indeed, we consider
the insertion of the trace generation code as a weaving of
the base model (which represents the composition speci-
fication) with the aspect model (describes the traceability
concern). This weaving scenario is specified by graph
transformation rules.

A. AOM and graph transformations concepts

Aspect oriented modeling applies aspect oriented pro-
gramming [20] in the context of MDE, and focuses on
modularizing and composing crosscutting concerns during

Figure 3. A simple trace model

the design phase of a software system. Indeed, the aspect
that encapsulates the crosscutting structure and the base
model it crosscuts are both models. An aspect is defined
principally by:

• A pointcut: it is a predicate over a model used to
determine the places where the aspect should be
applied (joinpoints).

• An advice: It is the new structure that replaces the
relevant jointpoints.

A graph rewriting rule consists of two parts, a left-hand
side (LHS) and a right-hand side (RHS). A rule is applied
by substituting the objects of the left-hand side with the
objects of the right-hand side, only if the pattern of the
left-hand side can be matched to a given graph [21].

A formal definition of a graph transformation rule is
given in [22]: A graph transformation is a rule r : L → R
from a left-hand side (LHS) graph L to a right-hand side
(RHS) graph R. The process of applying r to a graph G
involves finding a graph morphism, h, from L to G and
replacing h(L) in G with h(R). To avoid dangling edges
i.e., edges with a missing source or target node h(R) must
be pasted into G in such a way that all edges connected to
a removed node in h(L) are reconnected to a replacement
node in h(R).

We establish the following correspondences to simulate
aspect weaving operation with graph transformation rules:
A set of rules correspond to an aspect, the LHS part
defines the points where the aspect should be applied
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(the pointcut), and the RHS part defines the crosscutting
structure that should be inserted at those points (the
advice). Note that we have chosen the Henshin project
[23] to implement the weaving process.

Henshin is a transformation language and tool environ-
ment based on graph transformation concepts and operat-
ing on EMF models [23]. It provides features needed to
express complex transformation such as: negative appli-
cation conditions (NACs) which specify the non-existence
of model patterns in certain contexts and transformation
units to control the rules application sequence.

B. The weaving operation

We have chosen the Epsilon Merging Language EML
[18] as an example of dedicated composition language,
which is used to express a model merging specification.
EML belongs to the Epsilon platform, which is a model
driven framework for developing integrated languages for
model management tasks such as comparison, transfor-
mation, validation, etc. This language proposes to merge
models through three categories of rules: match rules,
merge rules and transformation rules.

An EML specification can be represented as a graph,
since the abstract syntax of EML can be considered as a
graph. Hence, the transformation of an EML module to
another EML module, which contains traceability gener-
ation code, can be considered as a graph transformation.
Fig. 4 depicts an excerpt of the EML abstract syntax
[24]. Note that the definition of some model elements
has been modified to simplify the specification of graph
transformations that deal with the generation task.

1) Trace link declaration for merge rules: The rule
presented in Fig. 5 allows declaring the traceability
element that captures the correspondence between the
two source elements matched by the application of an
EML merge rule and the merged one. This rule searches
for a MergeRule node with its connected parameters
corresponding to the left, right and target parameters.
Thereafter, it adds a new ParameterDeclaration node
stereotyped with create, referencing the merging link to
be generated. Besides, the added AssignStatement nodes
attribute the reference of the corresponding element to the
appropriate trace link property (left, right, and target).

2) Trace link declaration for transformation rules:
The graph transformation rule presented in Fig. 6 aims
to add the trace link declaration to EML transformation
rules. As with merge rules, it searches for a Transforma-
tionRule node and appends to it a new parameter of type
TransformationLink. This newly added parameter allows
generating a trace link that captures the transition from the
source element to the target one. Furthermore, the added
assign statements attribute the references of the matched
ParameterDeclaration nodes stereotyped with preserve to
the generated trace link.

Note that in the EML abstract syntax, no distinction
is made between the left and the right elements (the
transformation rule connects the source element to the
target one). Consequently, we can’t automatically resolve

Figure 4. Excerpt of the EML abstract syntax

the origin of the element (left or right model) without
user’s assistance.

3) Trace links nesting rule: Within EML, the rule
call is implicitly performed using the equivalent opera-
tion that automatically resolves source elements to their
transformed counterparts in the target models [24]. This
target equivalent is produced by an anterior application of
a given rule. We propose to structure traces conforming
to the rule invocation sequence. Indeed, the application
of the two previous rules allows generating extra-outputs
corresponding to trace links that are resolved as potential
target equivalents. Hence, we trace a rule call by assigning
the trace link generated by the called rule as a child of
the link generated by the calling rule.

Accordingly, the rule depicted in Fig. 7 searches for a
call of the equivalent operation. Thereafter, it copies the
reference of the element to resolve (which corresponds
to the source of the SimpleOperationCallExpression node
stereotyped with delete) to the variable named element.
Then, the target equivalents are divided on two subsets:
those corresponding to the traceability data that are used
to bind the traceability element to its parent and the other
element used to copy the original call of the equivalent
operation. This filtering mechanism is made by applying
the select operation.
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Figure 5. Trace link declaration for merge rules

Figure 7. Trace links nesting rule

C. The tool architecture

Fig. 8 depicts a high level view of the tool architecture.
Basically, it contains two major layers: the composition
and traceability layer and the serialization and visual-
ization layer. The first layer constitutes the core of our
architecture while the second one offers facilities to
perform the traceability management.

The serialization service is implemented using the
EMFText project [25]; it involves a text to model parser

and a model to text printer for the EML language.
Essentially, this allows transforming the textual EML
specification to the corresponding model conforms to the
EML abstract syntax. Thereafter, a specific graph transfor-
mation unit (which is specified using the Henshin project
cf. Section IV-B) weaves the traces generation patterns
in the corresponding model. Finally, we reproduce the
concrete specification by using the model to text printer.

The execution of the resulting specification generates
exta-outputs corresponding to the traceability elements
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Figure 6. Trace link declaration for transformation rules

while producing the composed model. Besides, the vi-
sualization service provides support to transform the
generated trace model in a human friendly representation.

V. CASE STUDY

In this section, we provide an example to illustrate
the application of our approach. The merging scenario
we have chosen is the merging of two UML models
represented by class diagrams into a target model. The
source models as well as the merged model are displayed
in Fig. 9. Listing 1 represents the EML rule that merges
two source classes, while Listing 2 depicts the resulting
modifications over this rule.

1 rule MergeClassWithClass
2 merge l : left!Class
3 with r : right!Class
4 into t : target!Class
5 {
6 t.name = l.name;
7 t.ownedAttribute = l.ownedAttribute.includingAll

(r.ownedAttribute).equivalent();
8 }

Listing 1. Merge two classes rule

Depending on the rule type (merge or transformation),
the two first rules of the traces generation weaving unit,
declare the traceability parameter as another target param-
eter, and assign the traceability information to it (Listing

Figure 8. The tool architecture

Figure 9. Illustrative example
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2: lines 8,11-13). Besides, the call of the equivalent op-
eration (Listing 1: line 7) has been captured and replaced
with the fragment that divides its return to trace model
elements and default target elements (Listing 2: lines 1-
4,14-16). The first sub-set is used to copy the original call
of the equivalent operation (Listing 2: line 15), while the
traceability element is assigned as a child of current trace
link (Listing 2: line 16).

1 pre
2 {
3 var element : new Any ;
4 }
5 rule MergeClassWithClass
6 merge l : left!Class
7 with r : right!Class
8 into t : target!Class , tr:trace!MergingLink
9 {

10 t.name = l.name;
11 tr.left=l;
12 tr.right=r;
13 tr.target=t;
14 element = l.ownedAttribute.includingAll(r.

ownedAttribute);
15 t.ownedAttribute = element.equivalent().select(

it | not it.isKindOf(trace!TraceLink));
16 tr.child = element.equivalent().select(it | it.

isKindOf(trace!TraceLink));
17 }

Listing 2. Merge two classes with traces generation

Fig. 10 depicts an excerpt of the generated trace model.
This model conforms to our composition traceability
metamodel and contains two types of trace links (merging
links and transformation links) that are generated with
respect to the composition relationships kinds. Those links
are nested with respect to the rules invocation sequence.
Essentially, the multi-scaled character of trace links allows
the user to navigate over the trace model, from rough to
precise. Note that we have used the Emf2gv project1 to
visualize the trace model.

VI. DISCUSSION

As presented in section II, traceability involves three
concerns: what to trace, how to manage the traceability
information, and why we require it. Our approach allows
the user to identify a subset of elements to trace through
the selection of the relevant aspects (graph transformation
rules) to apply. On the other hand, the use of aspect
oriented modeling and graph transformation rules au-
tomatically insert the code responsible for generating
the traceability information. In order to reduce effort to
achieve traceability and support reusability of aspects, the
trace model conforms to a generic metamodel. Besides,
our metamodel is extensible to express traces regarding
traceability scenarios. Finally, we identified three major
intensions of capturing traces: validation in model compo-
sition, co-evolution of models and optimization of compo-
sition chains. These intensions will guide our future work.
We consider that the challenge is to make our approach
aware of the ”why”, in order to automatically select the

1See http://sourceforge.net/projects/emf2gv.

elements to trace and configure the trace management
process depending on the user’s intension.

The use of graph transformation proves to be ad-
vantageous for augmenting composition tools with a
traceability support, since, existing graph based tools as
Henshin project can perform this operation. It provides
features needed to express complex transformation such
as: application conditions and the control flow of graph
transformation rules. Furthermore, the plurality of the
composition languages and their characteristics (textual,
model-based, and graph-based) make traceability difficult
to manage; however, we believe that the exploration of
graph transformation options provides ways to overcome
this problem.

We aim to abstract as much as possible the composition
specification to the corresponding graph. Thereby, our ap-
proach can be used to trace model composition regardless
its nature: textual specifications written in EML, model-
based specification in ATL, and graph based composition
[2]. However, our contribution is currently a language
dependent approach, since the definition of the graph
transformation rules takes into account the composition
language. As a solution, we are considering a pivot
language.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented an approach dedicated to
manage the traceability concern in a model composition
operation. Our solution fits a set of traceability require-
ments we have deduced from the analysis of the main
model transformation traceability approaches. Indeed, we
consider traceability as a cross-cutting concern and we
generate the trace model automatically based on the
aspect oriented paradigm. The aspect weaving is imple-
mented using graph transformation rules. Moreover, we
use a generic and extensible traceability metamodel that
deals with the configuration challenge.

Several perspectives to our work are under considera-
tion. We are completing the visualization of the generated
trace model in a human-friendly representation using
the graphviz tool [26]. Besides, we intend to work on
a pre-configuration tool support to generate the trace
model according to the user’s requirements. Finally, we
believe that traceability data is useful for optimizing the
establishment of correspondences between contributing
models, by automatically refining the matching model.
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Abstract—An effective way to reveal the contents of research 
papers is assigning a group of terms against a controlled 
vocabulary. To the best of our knowledge, a variety of 
automatic indexing techniques have been studied to enhance 
the effectiveness and the efficiency. However, the current 
approaches depended on the content of a research paper, 
such as title, abstract, etc., which suffering from limitations 
on the automatic indexing performance. In this paper, we 
propose a new approach of automatic indexing for single 
research paper with its references based on Genetic 
Algorithm (GA). The extensive experiments on four subjects 
show the effectiveness of the proposed approach. 
 
Index Terms—information retrieval, automatic indexing, 
research paper, genetic algorithm 
 

I. INTRODUCTION 

Research paper indexing refers to the process of 
assigning a group of meaningful terms against a 
controlled vocabulary for one research paper, which the 
terms can be representative of the research paper. The 
indexing terms can be regarded as the knowledge 
summary for one research paper. Indexing terms are 
facilitated for users to grasp the highlights without going 
through the whole research paper, and they can also be 
used as low cost measures of text similarity for research 
paper search system. Many applications can benefit from 
it, e.g., research paper retrieval, automatic classification 
& clustering, content summarization, topic-oriented 
information visualization. Obviously, manual assignment 
of high-quality indexing terms is expensive and time-
consuming, which is almost an impossible task to handle 
a large number of papers annually for a library. Therefore, 
automatic indexing approaches are in great demand, 
which try to make process of assigning index terms with 
minimum human intervention. 

To the best of our knowledge, a variety of automatic 
indexing approaches have been proposed for general 
documents[1,2,4,5,7,14,18] or special types of documents 
(e.g., news articles, blogs)[3,6,7,8,9,10,11]. Research 
papers, as a special type of documents, require more 
precise terms as the highly condensed summary. Most 
present automatic indexing approaches for research 
papers only make use of the main content of research 
papers with statistics, linguistics, machine learning and 
other techniques. However, they suffer from two 

limitations in practice. First, many papers are in form of 
scanned images instead of texts in the database due to 
some reasons. Thus the content-based approaches could 
not deal with such papers. Though OCR(Optical 
Character Recognition) techniques could be used to 
recognize the texts in scanned images, the accuracy is 
disturbing for many factors, such as image resolution and 
scan angle. And usually watermarking techniques[12] are 
used to prevent illegal copying, which also increases the 
difficulties of image recognition. Second, word 
segmentation is one of the prerequisites for analyzing the 
contents of research papers. It is widely known that this 
problem has not been well addressed for research papers 
Chinese). Further, one important fact ignored by the 
precious approaches is that research papers are the 
heritage and improvement of academic knowledge, which 
is manifested as referenced papers. As a result, the 
indexing terms of the references can be considered as 
important clues to generate the indexing terms of the 
paper. 

Motivated by this idea, we tries to find a practical 
approach which can accomplish the automatic indexing 
task only using the papers’ references. This is very 
important for many applications. For instance, it is 
always a heavy burden for a library to index a quantity of 
purchased research papers every year. In this way, the 
newly published papers can be automatically indexed if 
all previous papers have been assigned appropriate index 
terms already. The prophase survey based on the journal 
paper database, dissertation database and conference 
paper database of National Science and Technology 
Digital Library[13] shows the feasibility of our approach: 
on average, 94.2% index terms of one paper appear in the 
indexing terms of its references, and 4.3% indexing terms 
have semantic similar terms(synonym, hypernym or 
hyponym) in the indexing terms of its references, and 
only 1.5% indexing terms are completely new for the 
indexing terms of its references. Without the ambiguity 

As a direct way, selecting high-frequency ones or low-
frequency ones from the indexing terms of the references 
is not a good idea because high-frequency ones are too 
common and low-frequency ones are too rare to represent 
the topic of the paper. Hence, the key is how to select 
appropriate ones from the indexing terms of the 
references? To this end, we regard the indexing task as 
the knowledge inheritance, and the genetic algorithm is 
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adopted help us fulfill the filter process of indexing terms. 
We believe this is the first work which handles the 
automatic indexing problem from the knowledge 
inheritance point of view. Based on the proposed 
approach, a prototype system AIRPUR(Automatic 
Indexing for Research Paper Using References), has been 
implemented and is on trial. The latest experimental 
results will be reported in Section 5. 

II. RELATED WORKS 

The keywords assigned by the authors in most papers 
are usually are not professional for literature indexing. As 
a result, the indexing quality could not be stable, and the 
papers have to be assigned indexing terms manually by 
pro. Obviously, this is a labour-intensive and error-prone 
task. To this end, automatic indexing is being a hot topic 
in the literature retrieval field. Various techniques have 
been adopted for solutions, such as statistics, machine 
learning, linguistics, and so on. 

The statistics-based solutions are simple for 
implementation, and no complicated training is necessary. 
Cohen et al[14] proposed a fast statistics method for 
generating indexing terms. This method utilizes N-gram 
to compute term’ weight, and only the word split 
technique is required. Barker and Cornacchia [15] 
propose a system that takes into account not only the 
frequency of a “noun phrase” but also the head noun. In 
addition, other statistics-based solutions, such as words 
co-occurrence method[16] and PAT tree based 
method[17]. Yih et al[19] uses a number of features, such 
as term frequency of each potential indexing term and 
inverse document frequency to extract new indexing 
terms from previously unseen pages. The linguistics-
based solutions generate indexing terms through lexical 
analysis, syntactic analysis and discourse analysis. Ercan 
et al[18] construct lexical chains and extract and qualify 
effective features from texts. The machine-learning-based 
solutions obtain the statistical parameters, and then 
extract indexing terms from samples. Zhang et al[19] use 
Conditional Random Fields model for training. Thuy 
Dung Nguyen et al[20] deduce the weights of candidate 
terms based on the layout structure of scientific and 
technical papers. [5] presents a term extraction approach 
which uses the features based on lexical chains in the 
selection of keywords for a document. Wan et al[2,4] 
proposes using a small number of nearest neighbor 
documents to improve document summarization and term 
extraction for the specified document, under the 
assumption that the neighbor documents could provide 
additional knowledge and more clues.  

A conclusion is easy to be drawn that all the existing 
methods only make use of the internal features of 
literatures, which put forward high demand for natural 
language analysis techniques. As mentioned above, they 
heavily limited by the word splitting algorithm and 
OCR(Optical Character Recognition) techniques. In the 
left this paper, a new automatic indexing method will be 
present, which uses the external features to avoid the 
limitations of previous approaches. 

III. SIMPLE APPROACH BASED ON TERM FREQUENCY OF 
REFERENCE 

In this section, a simple approach is introduced, which 
is simply based on term frequency. Intuitively, one term 
has more chance to be selected as the indexing term for a 
research paper if it appeared frequently as the indexing 
term in the references. So the direct way is to select the 
most frequent indexing terms of the references as the 
ones of the paper. Here we assume an indexing term 
appears only once in one reference. Based on such idea, 
the frequency of each indexing term is counted first. And 
then, the indexing terms are ranked by frequency. In 
order to make the rank more objective, citation frequency 
is incorporated, and the rank criteria of selecting indexing 
terms for a paper is as follows: 

| |

1
( ) ( ) ( )

references

i i
i

Rank x citation ref ref x
=

= •∑  

where |references| is the number of the references of the 
paper, citation(refi) is the citation number of the ith 
reference, and refi(x) is a bool variable, where: 

1
( )

0i

x in the ith reference
ref x

x not in the ith reference
⎧

= ⎨
⎩

 

However, Simple Approach is not effective and robust 
enough since frequency is not the most useful factor. In 
many scenarios, it would bring negative efforts instead. 
For example, in the fast developing subjects, the indexing 
terms those represent current progress need to be given 
more consideration on recent references, but frequent 
indexing terms are more likely appear past references, 
which are not representative enough. The experimental 
results reported in Section 5 will prove this fact. 

IV. AUTOMATIC INDEXING BASED ON GENETIC 
ALGORITHM 

In this section, a new approach is proposed based on 
genetic algorithm, which can eliminate the defects of 
Simple Approach. The idea of our proposed approach is 
similar with that of Wan et al[2,4], which generates 
indexing terms from neighbor documents. The main 
difference is that the neighbor documents of them are 
obtained by using  document similarity search techniques, 
while ours are references. 

A.  Genetic Algorithm 
Genetic Algorithms (GA) are adaptive heuristic search 

algorithms premised on the evolutionary ideas of natural 
selection and genetic. The basic concept of GA is 
designed to simulate processes in natural system 
necessary for evolution, specifically those that follow the 
principles first laid down by Charles Darwin of survival 
of the fittest. As such they represent an intelligent 
exploitation of a random search within a defined search 
space to solve a problem. First pioneered by Holland 
(1975), Genetic Algorithms have been widely studied, 
experimented and applied in many fields[21,22]. GA 
provides an alternative method to solving problem that 
consistently outperforms other traditional methods in 
most of the problems link. Many of the real world 
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problems involved finding optimal parameters that might 
prove difficult for traditional methods but ideal for GA. A 
population of individuals is maintained within search 
space for a GA, each representing a possible solution to a 
given problem. Each individual is coded as a finite length 
vector of components. These individuals are linked to 
chromosomes and the components are analogous to genes. 
Thus, a chromosome comprises several genes. A fitness 
score is assigned to each chromosome representing the 
abilities of an individual to compete. The individual with 
the optimal or generally near optimal fitness score is 
sought. The GA aims to use selective breeding of the 
solution to produce off springs better than parents do by 
combining information from the chromosomes. This 
process is repeated until the strings in the new generation 
are identical or certain termination conditions are met. 
GA can be more easily made scalable, concurrent and 
robust. The procedure of GA is described as follows: 

i. Choose the initial population of individuals  
ii. Evaluate the fitness of each individual in the 
population  
iii. Population evolves until termination conditions 
are met (time limit, sufficient fitness achieved, etc.): 
iv. Select the best-fit individuals for reproduction 
v. Breed new individuals through crossover and 
mutation operations to give birth to offspring 
vi. Evaluate the individual fitness of new 
individuals 
vii. Replace least-fit population with new 
individuals 

From the procedure above, three crucial components 
have to be well designed, which are coding for 
individuals, fitness function, and evolutionary process. 

B.  Coding for Individuals 
The initial population is all the references 

D={d1,d2,……,dn} of paper d0. Supposing the indexing 
term vector is W=<w1,w2,……,wm> and the indexing term 
of di(i 0) must be in W. Hence can be represented as 
one-dimensional vector (xi1,xi2,……,xim), where the value 
of xij is: 

0

1
j i

i j
j i

w d
x

w d

∉⎧⎪= ⎨ ∈⎪⎩

 

C.  Fitness Function 
GA is actually a process of survival of the fittest. The 

better genes(indexing terms) should have more possibility 
to be inherited to the next generation. Hence the 
individuals with more better genes must be assigned a 
larger fitness value. In the context of the problem studied 
in this paper, better genes can be considered as the 
indexing terms that can be representative of the paper. 

To design the fitness function, several factors have to 
be taken into consideration. The first is the topic 
relevance. Intuitively, an indexing term would be far 
more representative if it appears frequently in the 
references and rare in the whole paper database. The 
second is the impact of the references. Simply, we use the 
citation number to express the impact of a reference. The 
third is the publication dates of the references. We argue 

that, in most cases, the innovation of a research paper is 
the improvement on the current progress. Usually one 
paper is more relevant to the current ones among the 
references, which is also embodied in indexing terms. 
Based on the three aspects above, the fitness function is 
designed below: 

1

| | ( )
( ) (1)

( )

m

j i
j

i
i

w C d
fitness d

T d
lg =

∗
=

∑
 

The formula includes three parts, where | |jw is the 
frequency of indexing term wj that belongs to reference di, 

( )iC d is the citation number of reference di, and the time 
distance between the publication date of d0 and its 
reference di. 

D.  Evolution Process 
In GA, the population keeps evolving until the 

termination conditions are met. The population halves in 
each round. And the evolution process stops until there is 
only one individual left in the population. That is, the 
individuals of the current generation are paired off, and 
one of the next generation will be produced by two of the 
current generation. Hence, two questions should be 
answered in each evolution from the current generation to 
the next generation: first, how to make the individuals be 
paired off? Second, how to produce the individuals of 
next generation with the paired individuals of the current 
generation? 

For the first question, we believe that the individuals 
that are relevant on indexing term should be paired off, so 
that the “better genes” have more chance to be inherited 
to the next generation. To this goal, an undirected graph 
model, indexing-term graph(ITG), is proposed to 
facilitate the pairing process. ITG is constructed as 
follows: for each distinct reference di, there exists a 
unique vertex v V. An undirected edge eij E i.f.f. vi and 
vj share common indexing terms. For each eij, a number is 
assigned which is computed below 

( ) | |ij ijweight e w=∑   (2) 
where wij is the shared indexing terms of di and dj. By 
characterizing the references of one paper using ITG and 
the fitness, the algorithm of the evaluation for the initial 
generation P to the final generation P’ is described in Fig. 
1. 

This is an iterative process. In each round, the next 
generation is produced according to the selecting operator 
and the individual fitness. The whole process stops until 
there is only one individual left in the current generation. 
The basic idea is described as follows. Firstly, undirected 
weighted graph G is constructed using the shared 
indexing terms between references during each iteration. 
And then, some references are selected to produce the 
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Population Evolution Algorithm 
Input: the initial population P 
Output: the final population P’    //only one individual in P’ 
1 if only one individual in P 
2 P’=P, and the algorithm ends 
3 else perform steps 4-17 
4 construct ITG using P 
3 if V is not null, perform steps 5-17 
4 select vertex vx with the max fitness from ITG 
5 select vertex vy that has the max weight with vx 
6    initialize an individual dxy as the next generation dx and dy; 
7    for each indexing term wj perform steps 7- 
8       determine whether wj should be in dxy with probability P(wj) 
9       put dxy into P’ 
10       remove vx and vy from V 
11 remove exy from E 
12       remove dx and dy from P 
13    if P is not null 
14       go to step 2 
15    else  
16       P=P’ 
17       go to step 1 
18  End 

Fig. 1. Population Evolution Algorithm 
 

next generation according to the connection relation 
between references in G. As a result, two crucial 
problems have to be addressed: the construction of 
undirected weighted graph G and the selection of the next 
generation. The two issues will be discussed 
respectively.Using the shared indexing terms between 
references, the weighted undirected graph G is 
constructed as follows. V is the vertex set of G, and each 
vertex v in V corresponds to one conference. E is the 
edge set of G, and there is an edge two references if they 
shared indexing terms. The weight of one edge is the total 
number of the shared indexing between two references if 
they shared indexing terms. The weight of one edge is the 
total number of the shared indexing terms. To assure the 
fitness of the next generation, the higher-fitness 
individuals in the current generation should be selected to 
produce the next generation. In the algorithm in Fig. 1, 
the individual vx with max fitness is selected from the left 
ones (see step 3), and then, the one vy which is most 
similar to vx is selected (see step 4). In step 5, the “good” 
genes have more probability to be passed to the next 
generation. 

V. EXPERIMENTS 

To evaluate the proposed approach, a prototype system 
AIRPUR(Automatic Indexing for Research Paper Using 
References) is developed in C++ by modifying the open 
source code “Genetic Algorithm Library” downloaded 
from Website “Code Project”(www.codeproject.com). 
The key components “individual coding”, “fitness 
function” and “evolution process” of the proposed 
approach replace the original parts of the open source 
code. AIRPUR runs on the computer with Intel Core 2 
Duo, 2G memory and 500G hard disk.  

The comprehensive experiments are conducted over 
four subjects. We first show the dataset for our 

experiments, and then present the experiments and 
discuss for them. 

A.  Dataset 
The dataset contains 40 research papers and their 

references from four subjects which are computer, library, 
medicine and agriculture. The 40 research papers are 
averagely selected from the 4 subjects and randomly 
selected between 2006 and 2010. All the papers and their 
references have been assigned 6 indexing terms by 
experts. 

B.  Evaluation Measures 
To qualify the performance, the comparison results are 

classified into three parts: exact match, similar match and 
mismatch. In the experiments, we conducted evaluations 
in terms of exact match, similar match, and not match. 
Suppose a is an automatic indexing term and b is a 
manual indexing term, a and b being exact match means 
they are exactly the same, a and b being similar match 
means they are synonyms, and a and b being not match 
means they are fully different on semantic. 

C.  Performance Evaluation 
We evaluated the performance of the two approaches 

on the dataset. The experiments are conducted over four 
subjects respectively, and the results are checked and 
compared with the indexing terms assigned by experts. 
By means of the evaluation measures, the experimental 
results are shown in Fig. 2 and Fig. 3. 
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Exact Match                             Similar Match                           Mismatch 

Computer Library Medicine Agriculture 

(a) Simple Approach 

  

Computer Library Medicine Agriculture 

(b) GA Appraoch
Fig. 2. The experimental results over four subjects 

 

GA Approach                                                                                   Simple Approach 

 

 
Fig. 3. Comparison between GA Appraoch and Simple Approach 

 
Through comparing the experimental results in Fig. 2 

and Fig. 3, we can reveal several interesting phenomena. 
First, the performance on “extract match” of the simple 
approach is very poor over most subjects except 
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Medicine. We also find that the performance on “extract 
match” of Simple Approach is good enough, and 
analytical results indicated that the indexing terms in 
Medicine are more formal and stricter than those in the 
other three subjects. Second, the performance of GA 
Approach is much better than that of Simple Approach, 
especially on “extract match”. This indicates simple 
statistics on frequency is not effective and robust enough; 
while using the idea of genetic selection, the performance 
can be greatly improved. Third, for GA approach, the 
“exact match” instances make up the majority(74% of 
average), which is much more than the “not match” 
instances(12% of average) and “similar match”(15% of 
average). This means GA algorithm performs better on 
overall performance. Forth, for GA approach, the 
experimental result on “exact match” in Medicine is 
much better than those over other three subjects. Fifth, 
the experimental result on “not match” in Library is much 
worse than those over other three subjects. From the 
comparisons among the four subjects, we think that the 
terms in science are more rigorous and clear than those in 
arts, which lead to fewer synonyms under each concept. 

VI. CONCLUSION 

Auto indexing is always a crucial issue in the field of 
digital library. However, most previous approaches suffer 
from the serious limitations by extracting indexing terms 
from title, abstract, main body, and so on, which. In this 
paper, a new auto indexing approach is proposed for 
research papers by selecting indexing terms from those of 
the references. In the approach, the genetic algorithm is 
improved to select appropriate indexing terms as the ones 
of the research paper. The experimental results over 4 
subjects show the effectiveness of the proposed approach, 
and the performance difference among the 4 subjects is 
also discussed.  
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Abstract—This paper describes P4P(Proactive network 
Provider Participation for peer-to-peer) network server 
based on the Half-Sync/Half-Async and Pipe/Filter design 
patterns, which implements the requirements of the P4P 
system. The P4P network server applies the Half-Async 
layer to listen to the specified network port and establishes 
network connections asynchronously; makes use of message 
queue layer to buffer established network connections; 
applies the Pipe/Filter pattern into the Half-Sync layer and 
takes the Half-Sync layer to receive data and send data 
concurrently. Thanks to these patterns and the design, it 
gains various levels of concurrency and flexibility. 
 

I.  INTRODUCTION 

With the rapid development of P2P(peer-to-peer) 
networks, some new modules and protocols are used to 
construct P2P systems, some people propose new 
architectures based on P2P called P4P to provide more 
effective cooperative traffic control between applications 
and network providers. As peer-to-peer (P2P) emerges as 
a major paradigm for scalable network application design, 
it also exposes significant new challenges to achieve 
efficient and fair utilization of Internet network 
resources[1]. To improve the feasibility, concurrency and 
effectiveness of distributed systems, more and more new 
architectures and modules will be proposed. P4P systems 
developed from and based on P2P systems. Consequently, 
P4P systems are becoming an important application of 
distributed software systems, and the researches on it are 
being of great significance. On account of the 
development of information technology, computers, 
mobile phones and various media terminals will continue 
to emerge, how to make these different terminals interact 
with each other is difficult and filled with challenges. 
How to resolve this difficulty depends on the 
development of the network communication components 
in these systems. As the diversity of operating systems 
and communication platforms, communications software 
developers often have to face so many problems as the 
performance of communication, the management of code, 
platform coverage, and so on. P2P applications may face 
various of requirements and challenges, there are many 
related researches, such as [2], [3], [4], [5], [6] and [7] try to 

conquer these challenges, in which some effective 
methods and systems are proposed to conquer these 
challenges. There are many design patterns used for 
different application fields, including classic design 
patterns[8] and distributed applications related design 
patterns[9][10][11][12][13], which help us conquer the design 
challenges.  Some are used to create a specific types of 
software, such as the pattern languages for networked and 
concurrent computing[10] and enterprise application 
architectures[14]. The Half-Sync and Half-Async is one of 
these key patterns[8] in the domain of communication 
software. There are many common concurrency models 
for network server as follows:  

A.  Thread-Per-Connection Model.  

 
Figure 1.  thread-per-connection model. 

As is shown in figure 1, in this model, a new thread 
will be created and associated with the new connection 
request when a new connection request arrives. The new 
created thread is responsible for establishing connections, 
receiving network data, handling network data, sending 
result to clients, error handlings and shutdown the 
connection. This model takes the following disadvantages: 
(a.) does not separate the business logic and network 

logic. 
(b.) a huge number of threads will be created when a lot 

of networks connections arrive simultaneously, 
which costs much system resources and memory, the 
system may crash in the worst case. 
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(c.) developers are front with challenges from code 
maintain and business changes. 

(d.) if all the threads were created in one process, the 
whole process will crash when any one of these 
threads crashes. 

B.  Process-Per-Connection Model.  

 
Figure 2.  process-per-connection model. 

As is shown in figure 2, this model is similar with the 
thread-per-connection model, but processes instead of 
threads are created when network connection requests 
arrived. This model takes the following disadvantages: 
(a.) does not separate the business logic and network 

logic either. 
(b.) a huge number of processes will be created when a 

lot of networks connections arrive simultaneously, 
which costs a lot of CPU time, system resource and 
memory, the system may crash when system load 
becomes bigger and bigger. 

(c.) developers are front with challenges from code 
maintain and business changes. 

(d.) frequent IPC(Inter-Process Communication) will 
happen, which costs much system resource and leads 
to bad performance. 

C.  Thread-pool Model.  

 
Figure 3.  thread-pool model. 

As is shown in figure 3, in this model, network server 
creates a fixed number of threads before connection 
requests arrive. The server selects an idle thread from 
thread-pool to provide services to clients when a new 
connection request arrives. In this model, the number of 

threads is fixed, one thread may provide services to 
different network connections during different time. This 
model costs fixed system resources, will not bring huge 
load to the system, but it is not able to handle all the 
network connections when the number of concurrent 
network connections is more than the number of threads 
in the thread pool, which makes some network 
connection requests blocked for a long time. 

D.  Leader/Follower Model[10]. 
The Leader/Followers architectural pattern provides an 

efficient concurrency model where multiple threads take 
turns to share a set of event sources in order to detect, 
demultiplex, dispatch, & process service requests that 
occur on the event sources[10]. There is no message queue 
in this model, it is not able to handle a lot of current 
network connections simultaneously. 

E.  Half-Sync/Half-async Model[10]. 
The Half-Sync/Half-Async architectural pattern 

decouples asynchronous and synchronous service 
processing in concurrent systems, to simplify 
programming without unduly reducing performance. The 
pattern introduces two intercommunicating layers, one for 
asynchronous and one for synchronous service 
processing[10]. This model includes three level layers, 
Half-Sync layer, message queue layer and Half-Async 
layer, which is shown in figure 4 as follows: 

...

Single thread for Half-Async layer

Socket queue for queue layer

Thread pool for Half-Sync layer

sockets

sockets

 
Figure 4. Half-Sync/Half-Async architectural pattern[10]. 

Each layer`s responsibilities are as follows:  
(a.) Half-Async Layer. This layer is responsible for 

handling asynchronous network connection requests 
from clients  and establishing connections. 
Establishing a connection is a quick operation, which 
will not block other tasks or reduce the performance 
of the system. The concurrency strategy in this layer 
is various, including single thread strategy, thread 
pool strategy and so on. We choose single thread 
strategy here. 

(b.) Queue Layer. This layer is responsible for buffering 
requests and provides communication mechanism 
between Half-Async Layer and Half-Sync Layer. 
This layer separates and decouples Half-Async Layer 
and Half-Sync Layer, which makes the strategies of 
these three layers independent and flexible.   

(c.) Half-Sync Layer. This layer is responsible for 
handling requests in the queue layer. Generally 
speaking, there is a thread pool in this layer to handle 
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requests concurrently. 
This model takes the following benefits: 
(a.) higher-level tasks are simplified[10]. 
(b.) business logic and network logic is separated, which 

makes the design more flexible.  
(c.) synchronization policies in each layer are 

decoupled[10]. 
(d.) inter-layer communication is localized at a single 

point[10]. 
(e.) performance is improved on multi-processors[10]. 
(f.) code maintain and business changes are easy to 

handle. 
Each model owns its advantages and disadvantages, 

after comparing all the above models, we choose Half-
Sync/Half-Async to build the P4P systems. With these 
advantages of Half-Sync/Half-Async pattern, it is easy to 
build a flexible network communication server with high 
performance and various levels of concurrency. 

II.  REQUIREMENTS IN THE P4P SYSTEM 

The requirements of network communication 
components in the P4P system are as follows: 
(1.) sending and receiving data. 
(2.) good expansibility, concurrency and flexibility. 
(3.) the server owns the capabilities to handle  thousands 

of network connections concurrently. 
(4.) implementing dynamic and exchangeable data 

handling flow to provide sufficient flexible protocol 
parsing strategies to fit for various requirements and 
businesses in the P4P system. 

We should design the p4p systems flexible enough with 
high performance and various level of concurrency to fit 
all the requirements above, so it is very important to 
choose appropriate patterns to design the architecture.  

III.  ARCHITECTURE AND DESIGN 

When designing the network communication 
components of the P4P system, concurrency is a very 
important factor. How to maximize the number of 
concurrent connections is a problem front with 
developers.  

As we stated above, Half-Sync/Half-Async model 
takes several advantages to bring good concurrency and 
performance. But this pattern is not flexible enough in 
front of the requirements of the P4P systems, especially 
for the Half-Sync layer. Because the data handling 
business in the P4P system is very complex and various, 
there are many different protocols need to parse. How do 
you implement a sequence of transformation modules so 
that you can combine and reuse them independently[15]? 
Fortunately, Pipe/Filter[16]  pattern is designed to resolve 
this problem, which is shown in figure 5. This pattern 
requires the following[15]: 
(1.) The output of the data source must be compatible 

with the input of filter 1. 
(2.) The output of filter 1 must be compatible with the 

input of filter 2. 
(3.) The output of filter 2 must be compatible with the 

input of the sink data. 

 

 
Figure 5.  Pipe/Filter Pattern. 

We use the Half-Sync/Half-Async and Pipe/Filter 
patterns to design and implement these network 
communication components in the P4P system. 

 
Figure 6.  Architecture of network communication components. 

As shown in figure 6, the network communication 
components in the P4P system includes two parts: one is 
Functional Server, the other is Functional Client. 
Functional Server provides functions such as monitoring 
the specified port, maintenance of passive connections, 
receiving, buffering, handling and sending data, while 
Functional Client provides functions such as initiating 
active connections, maintenance of active connections, 
receiving and sending data. Functional Server use a single 
thread to listen to the specified network socket and put 
the sockets into socket queue; creates several thread pools 
and corresponding message queues to buffer data. The 
Pipes and Filters architectural pattern divides the task of a 
system into several sequential processing steps[16]. In the 
P4P system, each sequential processing step is a data 
handling module which contains a thread pool and a 
message queue. Functional Client creates a thread pool to 
handle messages and creates a message queue to buffer 
data.   

Data handling work flow 
This section describes how to design the data handling 

work flow framework of the Functional server. This 
framework implements the Pipes and Filters pattern[16]. 

In the front of the requirements from current P4P 
applications, there are more and more data handling 
requirements appears, the general static data handling 
work flow is not flexible and robust enough. For example, 
a static and complex network data handling flow is shown 
in figure 7, if we wanted to add or delete some data 
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handling module, we have to stop the system firstly, 
rewrite the whole data handling work flow or do much 
changes and rebuild the source code statically and then 
re-launch the system, which will cost us much time and 
make system unstable. 

 
Figure 7.  A complex network data handling flow. 

So with the help of the Pipes and Filters pattern, we 
build a more flexible and dynamic data handling work 
flow model. In this model, we use a list to link all the data 
handling modules sequentially, when a new module is 
needed to add into the work flow, just inserts the new one 
into the list. Each module owns its private threads pool to 
handle data, owns its message queue to buffer data, which 
makes the whole system more flexible and gains good 
performance. The new data handling work flow is shown 
in figure 8. 

 
Figure 8.  data handling work flow. 

The whole procedure of data handling work flow is as 
follows: 
(1.) The single thread listens to the specified network 

port, and establishes connections when connection 
request arrive. 

(2.) The single thread which listens to the port puts 
network connections into the queue of module A. 

(3.) Module A gets an item from its own queue. 
(4.) Thread pool of Module A handles the item and gets 

the result. 

(5.) According to the module list, module A finds out its 
next module which is module B and puts the result 
into the queue of module B.   

(6.) (7.)(8.)(9.) Module B and the following modules will 
do the similar procedure with module A until the 
handled result arrives to the tail module. 

(10.)(11.)(12.) The tail module of the module list handles 
the result passed from its previous module, produces 
the final result and sends it to the client. 

Thanks to the design, each module owns its private thread 
pool, the data handlings are concurrent and independent 
in both each thread pool and each module. Each data 
handling module is a list node, when some new module is 
needed to add into the data handle flow during the system 
is running, it is just needed to insert this new module into 
the list, which is shown in figure 9 as follows. A lock is 
hold to protect the list during the inserting. Deleting a 
module is in the backward procedure. Because adding or 
deleting a module is not a frequent operation and is 
always done during wee hours, the cost of holding lock is 
acceptable. 

 
Figure 9.  add a new module into data handling flow. 

At the same time, to make this system more flexible, 
each module owns a state to indicate its current state. 
Each module is in one state of four states: idle, active, 
running and inactive. The translation among these states 
is shown in figure 10. 

 
Figure 10.  State translations of data handling modules. 

Application Level Binary Exponent Backoff Strategy 
As we known, network crowd may happen during the 

network is busy, which will cost much resources and time. 
Binary exponent back-off algorithm[17][18] is applied into 
Ethernet (802.3)[19] to reduce network crowd. Similarly, 
in network communication system, clients always send 
connection requests to the server simultaneously, but the 
handling abilities of server is limited, so it is needed to 
apply some strategy to coordinate the clients. The 

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2833

© 2014 ACADEMY PUBLISHER



Figure 12. The run-time procedure. 

application level binary exponent back-off strategy is 
applied into the functional clients to decrease network 
crowd in the P4P system. The pseudo code of application 
level binary exponent back-off pseudo algorithm is 
shown in figure 11:  

 
int backoff_reconnect(int NumberOfReconnect, int initialDelayTime, 
string serverAddress) { 
   int i, sock; 
 ClientConnector connector; 
 ClientBuffer buffer; 
   int sock=socket(AF_INET, SOCK_STREAM,0); 
 ClientTim timeout(initialDelayTime ); 
for(i = 0; i < NumberOfReconnect; i++) { 

if(i != 0) sleep(timeout); 
if (connector.connect (sock, serverAddress, &timeout) == -1) 

 timeout *= 2; /* exponential backoff */ 
else{ 
connector.send(sock, buffer); 
break;  
        } 

} 
return (i == NumberOfReconnect)? -1 : 0; 

} 

Figure 11. Exponent backoff algorithm in clients. 

The description of the application level exponential 
back-off algorithm is as follows: 
(1.) Define the basic timeout time, in this communication 

system the basic timeout is defined by parameter 
initialDelayTime. 

(2.) Define a parameter named NumberOfReconnect, 
which stands for the times of network reconnections. 

(3.) New time out is equals to two multiplied by old 
timeout, the initial value of time out equals to 
initialDelayTime. 

(4.) If connection still failed after NumberOfReconnect 
times, reports the error to high level applications of 
this communication system. 

(5.) If connection was established, send messages to 
network. 

(6.) After applying Half/Sync-Half/Async and Pipe/Filter 
patterns into the system, it fit for all the requirements, 
which not only gains high performance but also 
obtains enough flexible. 

IV.  THE RUN-TIME PROCEDURE OF NETWORK 
COMMUNICATION COMPONENTS 

Figure 12 shows the run-time process of network 
communication component in P4P system. Functional 

server runs a single thread to listen to the network socket, 
while each data handling module owns a private thread 
pool to handle data. The number of threads in each thread 
pool is specified by parameters to satisfy different 
performance of different machines. In order to 
communicate among threads, there is a message queue in 
each module. The run-time procedure of network 
communication component in P4P systems are as follows: 
(1.) Clients initiate connection requests to the server and 

then send messages to the server. Both UDP[20] 
connections and TCP[21] connections are supported in 
the P4P systems to provide different services to 
various of businesses and requirements. 

(2.) The single thread which listens to the network port 
detects the connection requests, establishes the 
connections and put the sockets into the input queue. 

(3.) Thread pool for Half-Async gets these sockets items 
from the input queue, and calls select function to 
wait for network messages` coming. This function 
allows the process to instruct the kernel to wait for 
any one of multiple events to occur and to wake up 
the process only when one or more of these events 
occurs or when a specified amount of time has 
passed[22]. When messages are coming, the thread 
pool receives messages, handles these messages, and 
produces the results. 

(4.) Thread pool for Half-Async puts the results into the 
message queue of the first data handling module of 
the module list, which is Module A in figure 12. 

(5.) The thread pool of Module A gets messages from its 
message queue. 

(6.)(7.) The thread pool of Module A handles messages 
and put the results into the message queue of 
Module A`s next Module, which is Module B in 
figure 12. 

(8.)(9.)(10.)(11.)(12.) Module B and the following 
modules will handle the messages from their 
previous modules similar with Module A does until 
meets the final module. 

(13.) The final module handles the messages, produces 
and puts the final results into the output queue of the 
thread pool for Half-Async. 

(14.)(15.)(16.) The thread pool for Half-Async gets the 
final results from its output queue and sends them to 
clients by corresponding sockets. 

From the run-time view of the P4P system, we got a 
clear understanding about how the system works and how 
these components coordinate with each other. 

V.  PERFORMANCE TESTING 

We did the testing with the following hardware devices 
and configurations: Intel i7-4700HQ/4G platform with 
Ubuntu Server 12.04 and network with the speed of 
1000Mps. 

Testing in figure 13 shows high performance and 
advantages of network server based on Pipe/Filter and 
Half-Sync/Half-Async patterns compared with network 
server based on thread-per-connection and network server 
based on thread pool. With the number of network 
connections increasing, the performance of this system 
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keeps at high level relatively. 

 
 

Figure 13. Network performance comparison. 
 

 
 

Figure 14. CPU Usage comparison. 
 

As is shown in figure 14, with the increasing of the 
number of concurrent connections, the average cpu usage 
of network server based on half-sync/half-async and 
pipe/filter shows a smooth curve upward relatively, 
which means costing lower system resource and gains 
higher performance compared to others. 

According to these above testing results, our system 
gains various levels of concurrency, which better meets 
the requirements and needs of the P4P system. 

FUTURE WORK 

Our future work will focus on the following aspects: 
(1) The optimization of p4p protocols analysis. Because 

there are all kinds of application level protocols to 
support in this system, we need to optimize the 
protocol analysis components. 

(2) The optimization of data handling components and 
flows. As we known, the data handling will cost 
much time and system resource, so it is necessary to 
improve the performance of data handling flow and 
components. 

(3)  Try to apply other network communication related 
design patterns into this system, which could 
improve the flexibility, extension further and make 
this system more maintainable. 

(4) Do more stability related testing. Because the system 
is complex and will cover both Windows and Linux 
operating systems, it is necessary and important to do 
stability related testing. 

 
 
 

VI.  CONCLUSIONS 

In this paper, we compared several network server 
models and stated the disadvantages and advantages of 
these models firstly. And then, we proposed the 
architecture of the P4P network communication 
components based on Half-Sync/Half-Async and 
Pipe/Filter Patterns. Finally, we give the testing results 
and related analysis about these models. The network 
communication components in this system take the Half-
Sync/Half-Async pattern framework as its core 
framework, applies the Pipe/Filter pattern framework as 
its auxiliary framework and organizes all the data 
handling modules into a list to add and delete modules 
dynamically. Thanks to these frameworks and designs, it 
gains various levels of concurrency and flexibility which 
fits for the requirements of the P4P system. 
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Abstract—As the XML functional dependency and 
multi-valued dependency impact on the normalization 
design of semi-structured data, definitions of XML 
functional dependency, XML multi-valued dependency, 
path dependency base and the minimal dependency set are 
given in this paper. Algorithms for minimal dependency set 
and membership with path expression based on the 
coexistence of XFD and XMVD are then proposed. Finally, 
the correctness and termination of these algorithms are 
proved, and their time complexities are analyzed as well.   
 
Index Terms—XML functional dependency, XML 
multi-valued dependency, path dependency base,   
membership, minimal dependence set  
 

I.  INTRODUCTION  

XML (eXtensible Markup Language) inherits the 
powerful function of SGML(Standard Generalized 
Markup Language)[1] and makes up the deficiencies of 
HTML. It is a standard which is used for data expression 
and data exchange on the Internet, providing an effective 
means for data description and data exchange on the 
Internet applications. It is widely used in many fields 
[2-5]. XML schema is an important concept in the field of 
XML and it is the first step to build database applications. 
Currently, DTD develops well, and it is widely used in 
the practical applications of the XML document. 
However, because of some unusual data dependencies in 
XML database, it may result in data redundancies and 
abnormal operations due to design flaws for DTD [6].  

In recent years, scholars have done a lot of exploration 
and research on the normalization of XML database: the 
normalization based on functional dependency [7-12] and 
multi-valued dependency [13-15]. These research 
literatures analyze the effect on XML data and free 
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redundancy from a single point of view such as XML 
functional dependency or XML multi-valued dependency. 
However, they do not consider the effect on XML data 
and XML database normalization on the condition of 
coexistence of XML functional dependency and 
multi-valued dependency. Therefore, according to the 
inference rules based on the coexistence of XML 
functional dependency and XML multi-valued 
dependency [16], we propose algorithms for minimal 
dependency set (DEP-MINIMIZE algorithm) and 
membership (DEP-MEMBERSHIP algorithm) with path 
expression based on coexistence of XML functional 
dependency and multi-valued dependency. It simplifies 
the dependency set and ensures the simplification on 
analysis and calculation. 

II.  PRELIMINARY DEFINITIONS AND NOTATIONS 

In this section, we present some preliminary 
definitions and notations that we need. 

Definition 1: (XML Tree) An XML tree is defined as 
T=(V,lab,ele,att,val,root), it is said to conform to a 
DTD[9] D=(E1,E2,A,P,R, r), denoted by T⊨D[17], where  

(i) T is the XML tree’s name;  
(ii) V is a finite set of nodes in T;  
(iii) lab is a function from V to E1 ∪E2 ∪A ,which 

assigns a identifier to each node in V. A node v in V is 
called a complex element node if lab(v)∈E1; a simple 
element node if lab(v)∈E2, and an attribute node if 
lab(v)∈A;  

(iv) ele is a function from V to a sequence of V 
nodes ,so that for any v∈V, if lab(v)∈E1, ele(v) is a set of 
some children of v. The node in ele(v) is element node, 
and if ele(v)={v1,...,vm}, then 
{lab(v1 ) ,...,lab(vm )}∈P(lab(v));  

(v) att is a function from V to A. If att(v, l)=v1 ,then 
lab(v)∈E1 and lab(v1)=l; if att(v)={v1,...,vn}, 
then{lab(v1) ,...,lab(vn)}∈R(lab(v)), where v∈V, l ∈A;  
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(vi) val is a function that assigns a value to each node. 
If a node v is a leaf node or a simple element node of T, 
val(v) is a string value which is either the content of a text 
element or the content of an attribute; otherwise val(v) is 
the node’s identifier of v.  

(vii) root is the unique root node labeled with complex 
element name r.   

Example 1: Describe a college’s relationship among 
three entities Course, Student and Teacher and store data 
information in Relational database. Relational schema R 
of database is designed as following: 

Course( Cno, Cname)  Student(Sno, Sname)  
Teacher(Tno, Tname) 
Courses(Cno,Sno, Tno,Cname, Sname, Tname) 
If the relational database need to be stored as an XML 

document, this document’s DTD D is expressed as:  
<!ELEMENT Courses (Course*)> 
<!ELEMENT Course (Cname,Student*)> 
   <!ATTLIST Course 
Cno CDATA #REQUIRED> 
<!ELEMENT Cname (#PCDATA)> 
<!ELEMENT Student (Sname,Teacher)> 
   <!ATTLIST Student 
Sno CDATA #REQUIRED> 
<!ELEMENT Sname (#PCDATA)> 
<!ELEMENT Teacher (Tname)> 
     <!ATTLIST Teacher 
Tno CDATA #REQUIRED> 
<!ELEMENT Tname (#PCDATA)> 
There are some data instances in TABLE I: 

 
 
 

TABLE I. 
A PART OF STUDENTS' COURSE RECORDS OF ONELEGE COL 

Cno Cname Sno Sname Tno Tname 

C01 XML S001 Amily T001 Mary 

C01 XML S002 Stephen T001 Mary 

C01 XML S001 Amily T002 Anne 

C01 XML S002 Stephen T002 Anne 
According to this course records, we can obtain an 

XML tree T which based on the DTD D. It is shown in 
Figure 1.  

Definition2: (Path Instance on XML Tree) Let T be an 
XML tree that satisfied the given DTD D. A path instance 
[7] over an XML tree T is a sequence, v1 = vr and for 
every vi, 2≤i≤n, vi ∈V and vi is a child of vi-1. A path 
v1.v2. ….vn-1.vn is defined as one path instance based on 
the path p1 .p2  . … .pn−1 . pn if for all vi, 1≤i≤n, lab(vi)=pi . 
All path instances based on a path p over a tree T form a 
set which denoted by Paths(p). All Path sets on D are 
defined as the Paths (D).       

Example 2: As Figure 1 shows that, v1.v2.v4 is a path 
instance of path Courses.Course.Cno, 
Paths(Courses.Course.Cno)={v1.v2.v4, v1.v3.v6}. 

Definition 3:(XFD) Let T be an XML tree that satisfied 
the given DTD D. An XFD is a statement of the form 
p1, … , pk→ q1 , … ,qm , k≥1,m≥1. P={p1 ,. . .,pk } and 
Q={q1, … , qm } are subsets in Paths(D).There are 
arbitrary two distinct path instances 
V={ 1

1v . 1
2v . … . 1

1−lv . 1
lv , … , mv1 . mv2 . … . m

nv 1− . m
nv } 

 
Figure 1.  An XML tree formed from a part of students' course records 
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and W={ 1
1w . 1

2w . … . 1
1−lw . 1

lw , … , 
mw1 . mw2 . …  . m

nw 1− . m
nw } in Paths(Q), n≥1, l≥2, T 

satisfies the XFD: p1 ,. . .,pk→q1, . . ., qm ,where 
(i) Q⊂P; or  
(ii)For any two distinct  path  instances 

iv1 . iv2 . … . i
tv 1− . i

tv  and iw1 . iw2 . … . i
tw 1− . i

tw  in  
Paths(qi ),  if Last(pj )[16] ∈E1 and xij =yij , or Last(pj ) 
∉ E1 and val(Nodes(xij , pj )[16])∩val(Nodes(yij, pj )) ≠∅ 
then val( i

tv )=val( i
tw ); where xij={v|v∈{ iv1 , …, 

i
tv }∧v∈N(pj∩qi)},yij={v|v∈{ iw1 , …, 
i
tw }∧v∈N(pj∩qi},1≤j≤k,1≤i≤m,t≥1. 
We note that the path pj ∩qi is a prefix of qi. There 

exists only one node in the set {v1 , … ,vt }  also in N(pj 
∩qi) , therefore xij contains only one node. yij .is similar 
to xij and it also contains only one node. 

Definition 4: (XMVD) Let T be an XML tree that 
conforms to a DTD D. An XMVD is a statement of the 
form p1 , … ,pk →→q1 , … ,qm |r1 , … ,rs , 1≤k,1≤m,1≤s. 
P={p1 ,· · · ,pk },Q={q1 ,· · · ,qm } and R={r1 , …, rs } are 
subsets in Paths(D), {{p1, ..., pk}∪{q1, ..., qm}∪{r1, ..., 
rs}}⊂Paths(D). The tree T satisfies the XMVD if there 
exists a qi, 1≤i≤m, and two distinct path instances 

iv1 . iv2 . … . i
tv 1− . i

tv and iw1 . iw2 . … . i
tw 1− . i

tw in 
Paths(qi ),1≤t, where  

(i) val( i
tv ) ≠val( i

tw );  
(ii)There exists a rj∈R,1≤j≤s, and two nodes z1, 

z2 ,where z1 ∈Nodes(xij ,rj ) and z2 ∈Nodes(yij ,rj ), such 
that val(z1 ) ≠val(z2 );  

(iii)For all ph ,1≤h≤k, there exists two nodes z3 and 
z4 ,where z3 ∈Nodes(xijh ,ph)and z4 ∈Nodes(yijh ,ph ), such 
that val(z3 )=val(z4 );  

(iv)There exists a path instance iv 1' . iv 2' . … . i
tv 1' − . i

tv'  

in Paths(qi), we have val( i
tv' )=val( i

tv ), and there is a 

node z'1 in Nodes( ijx' , rj) , such that val(z'1 )=val(z2 ). 
There exists a node z'3 in Nodes(x'ijh, ph)such that 
val(z'3)=val(z3); 

(v)There is a path instance iw 1' . iw 2' . … . i
tw 1' − . i

tw'  

in Paths(qi ) making val( i
tw' )=val( i

tw ), and there exists 
a node z'2 in Nodes(y'ij, rj), we have val(z'2)=val(z1) and 
there exists a node z'4 in Nodes(y'ijh, ph)such that 
val(z'4)=val(z4). 

Where, xij ={v|v∈{ iv1 , ... , i
tv } and v∈N(rj∩qi)}, 

yij={v|v∈{ iw1 , ... , i
tw } and v∈N(rj∩qi)}, xijh 

={v|v∈{ iv1 , ... , i
tv } and v∈N(ph∩rj∩qi)}, 

yijh={v|v∈{ iw1 , ... , i
tw } and v∈N(ph∩rj∩qi)}; x'ij 

={v|v∈{ iv 1' , ... , i
tv' } and v∈N(rj∩qi)}, y'ij 

={v|v∈{ iw 1' , ... , i
tw' } and v∈N(rj∩qi)}, x'ijh 

={v|v∈{ iv 1' , ... , i
tv' } and v∈N(ph∩rj∩qi)}, y'ijh 

={v|v∈{ iw 1' , ... , i
tw' } and  v∈N(ph∩rj∩qi)}. 

We note that the path rj ∩qi is a prefix of qi, there exists 
only one node in set { iv1 , ... , i

tv } also in N(rj∩qi), 
therefore xij contains only one node. yij, xijh, yijh, x'ij, y'ij, 
x'ijh, y'ijh  are similar to xij. The XMVD is symmetrical, i.e. 
the XMVD: p1, ... , pk→→q1, …, qm|r1, …, rs holds iff the 
XMVD: p1 , … ,pk →→r1 , … ,rs |q1 , … ,qm.  

 Definition 5: (Minimal Base) Let T be an XML tree 
that satisfied the given DTD D, Path set is P={P1,...,Pk}. 
We assume that Paths(D)= P1∪...∪Pk. The minimal base 
of P is denoted by MB(P) and it is a partition of Paths(D), 
S1,...,Sq ,where 

(i) Each Pi is a set of Sj by union operation; 
(ii) There exists no partition that satisfies the condition 

(i) and the number of partition is less than q,  where 
1≤i≤k, 1≤j≤q. 

Definition 6: (Dependency Base) Let ∑ be the set of 
XFD and XMVD over the complete instance document 
XML tree T which satisfied DTD D, P⊆Paths (D), the 
minimal base MB(P+) of P+ [16]  is a path dependency 
base relative to ∑, denoted by DEP(P). 

Definition7: (Logical Implication) Let Paths(D) be the 
path set of DTD D, and ∑ is the data dependency set of D. 
If each XML tree T of D satisfies ∑ and P→→Q|R or 
P→Q, we call P→→Q|R or P→Q implicated logically by 
∑, and denotes ∑⊨P→→Q|R or ∑⊨P→Q. 

III.  MEMBERSHIP ALGORITHM ON THE CONDITION OF 
COEXISTENCE OF XML FUNCTIONAL DEPENDENCY AND 

XML MULTI-VALUED DEPENDENCY 

A.1.  Path Dependency Base Algorithm 
Dependency base is a partition of attribute set of 

relational data schema in the relational data theory. The 
path dependency base can gain the logical implication of 
multi-valued dependency directly; in other words, when 
the dependency base based on given multi-valued 
dependency is confirmed, we can get all multi-valued 
dependencies implicated logically by some attribute set. 

Lemma 1: Let T be an XML tree that satisfied the 
given DTD D. ph, rj, qi∈D,1≤h≤k,1≤i≤m,1≤j≤s. If XML 
tree T satisfies XFD: p1,  … , pk→q1, …, qm , T will 
satisfy XMVD: p1, …, pk→→q1, …, qm|r1, …, rs, where 
R={r1, ..., rs}∈D. 

B.1.  Algorithm Description 
We note that if there is one dependency: XMVD 

P→→Q(XFD P→Q), and dependency set ∑ implicates 
logically this dependency, so Q is the union set of some 
paths among DEP(P) according to the definition 6 and 7. 
The algorithm for path dependency base is given before 
solving the membership on the condition of coexistence 
of XML functional dependency and XML multi-valued 
dependency: 

First, extend all the XFDs among dependency set ∑ to 
XMVD, then we can get a transformation from ∑ to ∑′ 
which only includes XMVD; the initial value of BASIS 
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consists of all the single paths from path set P and 
Paths(D)-P. The initial value of change-flag is set as T, 
then execute “while” loop: initialize the value of 
change-flag as F, and then do the following operations for 
each MVD in ∑′: let P′ be the non-empty set, all of its 
elements from the intersection of BASIS and P, Q′=Q-P′. 
At the first time, W is empty. For the gi in BASIS, add gi 
into W if gi⊂Q′. If Q′≠∅and Q′≠W, set change-flag as T, 
then add Q′ into BASIS by the definition 5. Executing the 
“while” loop repeatedly before Q′=∅ or Q′ has been the 
union set of some elements from BASIS. 

Algorithm 1:  DEP-BASE(Path Dependency Base). 
INPUT: mixed set ∑ consisting of XFD and XMVD, 

Paths(D), P={p1, … , pk}; 
OUTPUT: DEP(P). 
DEP-BASE(∑,Paths(D),P) 
Begin 
(1) To transform ∑ into ∑′including XMVD only. 
(2) BASIS:={{ pi}| pi∈P}∪{Paths(D)-P}; 
(3)change-flag:= ‘T’; 
(4)while change-flag do 
(5)  {change-flag:=‘F’; 
(6)   for every MVD P→→Q∈∑′ do 
(7)     {P′:=∪{R|R∈BASIS and R∩P≠∅}; 
(8)      Q′:=Q-P′; 
(9)      W:=∅; 
(10)      for gi∈BASIS do 
(11)       {if gi⊂Q′ then 
(12)         {W:=W∪gi;} 
(13)     if Q′≠∅ and Q′≠W then do  
(14)         {change-flag:= ‘T’; 
(15)          BASIS:= MB{BASIS∪Q′};}}} 
(16)return(BASIS) 
End 

C.1.  Analysis of Algorithm  

C.1.1.  Termination of the Algorithm  
After the initialization of step (2), step (3) and the step 

(4)’s loop operation, BASIS becomes a partition of 
Paths(D), because every subset after partitioning is 
non-empty, and the number of sets attained by 
partitioning the Paths(D) is at most the number of all the 
paths in Paths(D). After every time (except the last time) 
for executing step (4), the size of BASIS will always 
increase. We note that the size of BASIS is at most the 
number of all the Paths in Paths(D). Because the XMVD 
in ∑′ is finite, so that the “for” loop in step (6) is 
terminable. In conclusion, algorithm 1 is terminable.  

C.1.2.  Correctness of the Algorithm 
Correctness of the algorithm is to prove that BASIS is 

equal to DEP(P) when the algorithm terminates.  The 
proof process includes two parts. The first part is to prove 
BASIS⊂DEP(P), and  the second part is to prove DEP(P) 
⊂BASIS. 

First, to prove BASIS⊂DEP(P). When the algorithm 
terminates, BASIS={{P1},...,{Pm},{p1},...,{pk}},where 
{P1},...,{Pm} is a partition of Paths(D)-P, and single paths 
of P form a set only including one path. According to the 

reflexivity inference rules, we note that ∑ implicates 
logically XMVD P→→pi. The induction method is used 
to prove P→→Pj∈∑+, for each {Pj}∈BASIS, where 
1≤j≤m as following.  

According to the reflexivity inference rules, we have 
P→→ Q ∈∑+, so that P→→VPaths(D)-P-Q∈∑+ holds. 
After executing the step(2), all elements in BASIS 
depend on P by multi-value, that is to say P→→ Pj∈∑+ 
hold , for each {Pj}∈BASIS, where 1≤j≤m.    

After t(t≥0) times loop, we assume P→→ Pj∈∑+ hold, 
for each {Pj}∈BASIS, where 1≤j≤m. For the (t+1)th loop: 
if P→→Q∈∑ is an XMVD during the (t+1)th loop, 
BASIS value will change(if BASIS values don’t change, 
it will be the final value ). Let P′ be the non-empty set 
whose elements are from the intersection of BASIS and P. 
P′→→Q holds in accordance with the augmentation 
inference rules, because BASIS is a partition of Paths(D) , 
P ⊂ P′. P→→ Pj∈∑+ holds, for each {Pj}∈BASIS, where 
1≤j≤m before the (t+1)th loop, then P→→ P′ holds under 
the union rules. At the same time, we note that 
P→→Q-P′∈∑+ holds according to transitivity rules. 
Q′=Q-P′ is set. If Q′ is empty or Q′ is a union set of some 
elements among BASIS, Q′ is added into BASIS. Then 
solve the minimal base of BASIS. BASIS value doesn’t 
change according to definition 6. We need to make a 
corresponding modification for BASIS when Q′ is not 
empty and Q′ isn’t a union set of some elements among 
BASIS. Now, according to the difference rules, P→→Pj 

holds after modifying, for each {Pj}∈BASIS. In 
conclusion, P→→Pj∈∑+holds, for every {Pj}∈BASIS, 
1≤j≤m during the (t+1)th loop, so that BASIS⊂DEP(P) 
holds in accordance with the definition 6. 

Second, to prove DEP(P)⊂BASIS. Constructing a 
XML tree T that conforms to DTD D, where 

(i) Each XMVD on T from ∑ is legitimate; 
(ii) The necessary and sufficient condition of one 

XMVD P→→Q on T holds is that Q′ is a union set of 
some elements among BASIS. 

Constructing an XML document tree T: there are 2m 

tree tuples, and every tuple in TupleT(D)[16] has a group 
of corresponding sequence {a1,...,am}, where ai∈[0,1]. 
{P1},...,{Pm} is a partition of Paths(D)-P. The 
corresponding values of all paths in P+ for every tuple in 
TupleT(D) are 1 ,and the value of every path in Pi is ai . 

Properties of the XML document tree T: 
Property 1: Each XMVD is valid when on the right of 

T is Pi. 
Property 2: Some XMVD holds on T when on the right 

of Pi is a non-empty subset iff the left of XMVD has 
intersection with Pi.  

Each multi-valued dependency on the T will be proved 
correct as following: 

P→→Q∈Σ holds, and P′ is the set whose elements 
attained from the intersection of BASIS and P. We note 
that Q-P′ is an empty set or the union set of some 
elements among BASIS in accordance with termination 
of the algorithm, so that P→→Q-P′ holds on T. 
According to Property 2, P→→Q∩P′ holds on T, then 
W→→R holds on T based on union rules among 
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deriving. 
We will prove P→→Q hold on T iff Q is the union set 

of some elements in BASIS. 
We note from definition 5: if Q is the union set of some 

elements in BASIS, P→→Q holds on T, that is to say the 
sufficiency condition holds. 

If P→→Q holds on T, P→→Q∩Pi holds on T, for each 
i, 1≤i≤m. Because the intersection of P and Pi is empty, 
Q∩Pi is empty or is Pi based on Property 1 and Property 2. 
Therefore, Q is the union set of some elements among 
BASIS. 

In conclusion, BASIS=DEP(P), algorithm 1 is correct. 

C.1.3.  Time Complexity of the Algorithm  
“m” expresses the total number of paths from Paths(D), 

and “n” expresses the number of dependencies from ∑. 
Because XFD is a special case of XMVD, so we note 

that every XFD can be extended to the corresponding 
XMVD. 

Partition the path set into g subsets, using matrix g×m 
for expressing. Each row with m digits expresses a set. 
Each column of the matrix has only one 1, other positions 
are 0. The (ij)th position of matrix is 1 iff path pj belongs 
to the ith set. Obviously, pj and pi are in the same path set 
iff the ith column and the jth column of the matrix are the 
same; in other words, when the set is on the hth row, the 
values of hi and hj both are 1, then other positions of the ith 
column and the jth column of the matrix are 0. Therefore, 
to find the minimal path dependency base, we partition 
the same columns into one set whose row values are 1 in 
the same columns. Arbitrary two of all the columns are 
compared for g times. We note that the time cost of which 
solving the minimal path dependency base is O(g×m). 

This algorithm initializes the path dependency base at 
first. Every single paths from path P set form a set 
respectively and all sets constitute one set, then path set 
Paths(D)-P forms one set. Since constituting two rows of 
the matrix after initialization, we get the time cost of the 
operation is O(m).  

The loop in step (4) executes at most m times. In every 
loop, for the given XMVD P→→Q, our goal is to find 
the union set of all the elements attained from the 
intersection of BASIS and Q. Since the size of BASIS is 
at most m, the time cost of the operation is O(m2). The 
time complexity of the “for” loop is O(m2) of step (10). 
In step (4), it is possible to examine whether n 
dependencies change the BASIS value or not. Therefore, 
the loop continuous until the BASIS value change, and it 
need to execute O(n×m2) times.  The time cost of 
solving minimal path dependency base is O(m2) and the 
time cost of executing step(4) once is O(n×m2). After 
executing step (4) completely, the total time cost is 
O(n×m3). 

In conclusion, the total time complexity of this 
algorithm is O(n×m3). 

A.2.  Membership Algorithm 
The membership is to solve whether some dependency 

implicated logically by dependency set or not. On the 
basis of DEP-BASE algorithm, we provide the 

membership algorithm in the following. 

B.2.  Algorithm Description 
First, we get the path dependency base, and the initial 

value of Q′ is set as empty. If the dependency is a 
multi-valued dependency, the following operations is 
executed: if the element in DEP(P) belongs to the right 
path set of this multi-valued dependency, then add this 
element into Q′. Whether Q′=Q hold or not examined. If 
holds, this dependency is implicated logically by Σ. If the 
dependency is functional dependency, and need to 
examine whether the right path set Q∈P+ of this 
dependency hold or not; if holds, this dependency is 
implicated logically by Σ. 

Algorithm 2: DEP-MEMBERSHIP(XFD and XMVD 
Membership). 

INPUT: dependency set Σ, path set Paths(D), a 
dependency g:P→→Q(P→Q). 

OUTPUT: if this dependency is implicated logically by 
Σ, the output is True; otherwise, the output is False. 

DEP-MEMBERSHIP(∑, g) 
Begin 
(1)DEP(P):=DEP-BASE(Σ,Paths(D), P); 
(2)Q′=∅; 
(3)if P→→Q 
(4)  for every Pi in DEP(P)do   
(5)    if Pi⊆Q then 
(6)      Q′:= Q′∪ Pi; 
(7)if (P→→Q and Q′=Q) or (P→Q and Q∈P+) then  
(8)  return(True); 
(9)else 
(10)  return(False); 
End 

C.2.  Analysis of Algorithm  

C.2.1.  Termination Of the Algorithm  
The step (1) of algorithm 2 calls the algorithm 1 to get 

the DEP(P), so the step(1) is terminable by algorithm 1. 
Because the number of elements from DEP(P) is finite 
and at most the number of paths in Paths(D), the “for” 
loop is terminable in step (4) of algorithm 2. Therefore, 
the algorithm 2 is terminable. 

C.2.2.  Correctness of the Algorithm  
If the dependency needed to be examined is XMVD, it 

can be transformed from judging whether ∑ implicates 
logically the XMVD P→→Q to judging whether the Q is 
the union set of some elements from DEP(P) by 
definition 6. The step (1) of algorithm 2 calls the 
algorithm 1 to attain the DEP(P), and we note that the 
step (1) is correct. The “for” loop in step(4) is to examine 
one by one whether every set belongs to Q, then Q′ is 
used for expressing the sets whose elements in DEP(P) 
also in Q. Finally, compare Q′ with Q. If they are same, Q 
is the union set of some elements from DEP(P), now 
return True, otherwise , return False. If the dependency 
needed to be examined is XFD, we note that algorithm 2 
is correct by the definition of closure.  
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C.2.3.  Time Complexity of the Algorithm 
The number of paths from Paths(D) is expressed as m, 

and n expresses the number of dependencies from ∑. The 
time complexity of the step (1) in this algorithm is 
O(n×m3). The “for” loop in step (4) mainly make a 
comparing among sets, and the number of elements from 
DEP(P) is at most m, so its time complexity is O(m2). 
Therefore, the total time cost of algorithm 2 is O(n×m3). 

IV.  MINIMAL DEPENDENCY SET ALGORITHM 

Definition 8: Let ∑ be the set of XFD and XMVD, if 
∑min is a minimal dependency set of ∑, the ∑min should 
meet the following conditions: 

(i) There is no redundancy path in ∑min, that is to say 
there is no P→→Q(or P→Q) that makes  
∑min=∑min-{P→→Q}(or ∑min =∑min-{ P→Q }). 
(ii) There is no redundancy on the left of every 

dependency, namely for every XMVD P→→Q(or XFD 
P→Q)∈∑min , there not exist XMVD P′→→Q (or XFD 
P′→Q)∈∑+ that makes P′⊂P hold. 

(iii) There is no redundancy on the right of every 
dependency, and the right of every dependency is single 
path, namely for every XMVD P→→Q(or XFD 
P→Q)∈∑min , there not exist XMVD P→→Q′(or XFD 
P→Q′)∈∑+ that makes ∅⊂Q′⊂Q hold. 

A.  Algorithm Description 
Data dependency plays an important role in the 

normalization design of database [18]. Designing an 
XML database that can avoid data redundancy and 
abnormal operation is an important research subject in the 
XML field [19].  

Some data dependency can be implicated logically by 
other data dependencies. Removing the redundancy 
dependency and redundancy path is to simplify the given 
dependency set and make sure it is simple during the 
analysis and computation, on the condition that the data 
dependency set closure doesn’t change. This problem is 
about minimal dependency set. 

First, we set change-flag as T, then execute “while” 
loop, let change-flag be F, and initialize the value of ∑ as 
∑′. To perform the following operations for every d in ∑: 
judging whether the dependency is redundancy using 
DEP-MEMBERSHIP (algorithm 2) at first. If it is 
redundant, then remove it from ∑. If it is not redundant 
then to examine whether the left and right of this 
dependency exist the redundancy paths respectively, and 
if there is a redundancy path , it will be removed. After 
executing the operations, we need to examine whether 
∑≠∑′ hold or not, if it holds, ∑ is not the minimal 
dependency set. Then set the change-flag as T and 
re-execute the “while” loop. If ∑=∑′, ∑ is a minimal 
dependency set. 

Algorithm3: DEP-MINIMIZE(Minimize Dependency). 
INPUT: A set ∑ including XFD and XMVD. 
OUTPUT: the minimal dependency set ∑min of ∑. 
DEP-MINIMIZE(∑) 
Begin 

(1)change-flag:=‘T’; 
(2)while change-flag do 
(3)change-flag:= ‘F’; 
(4)∑′:= ∑; 
(5)for (every dependency d in ∑)  do    
(6)  if DEP_MEMBERSHIP(∑-d, d) then 
(7)      ∑:=∑-d; 
(8)  if (exist redundancy path on the left of d) 
(9)    for every path p∈P do  
(10)     if d is a XFD, then P→Q do 
(11)       if DEP_MEMBERSHIP(∑,{P-p}→Q) 

then 
(12)           ∑:=(∑-{ P→Q }∪{P-p}→Q));   
(13)    if d is a XMVD, then P→→Q do 
(14)     if DEP_MEMBERSHIP(∑,{P-p}→→Q) 

then 
(15)       ∑:=(∑-{ P→→Q }∪{P}-{p}→→Q)); 
(16)  if (exist redundancy attribute on the right of d) 
(17)    for every path q∈Q do  
(18)     if d is a XFD, then P→Q do 
(19)        ∑:=(∑-{ P→Q })∪{P→ q1, ..., P→ qm}; 
(20)     if d is a XMVD, then P→→Q do    
(21)      if DEP_MEMBERSHIP(∑,P→→{Q}-{q}) 

then 
(22) ∑:=(∑-{ P→→Q })∪{ P→→Q′, P→→{Q}-{q}} 
(23)if ∑≠∑′ 
(24)  change-flag:= ‘T’; 
(25)return(∑). 
End  

B.  Analysis of Algorithm  

B.1.  Termination of the Algorithm  
The number of elements from preliminary ∑ and from 

∑+ is finite. In addition, the size of ∑ is at most the size of 
∑+ after executing the step (5). The size of ∑+ is finite 
which results in the “for” loop in step (5) is terminable. 
The left and right paths of every dependency are finite. 
We note that the “for” loop is terminable in step (9) and 
step (17) of algorithm 3. In conclusion, the algorithm 3 is 
terminable. 

B.2.  Correctness of the Algorithm  
Examine whether every dependency conforms to the 

definition of minimal dependency set or not in “for” loop 
of step (5) after executing the step (1)~step (4) of this 
algorithm. step (6) and step(7) of algorithm calls 
DEP_MEMBERSHIP algorithm to remove the 
redundancy dependency; step(8)~step(15) calls 
DEP_MEMBERSHIP algorithm to remove the left 
redundancy path; step(18) and step (19) transforms the 
right path of XFD to single path; step (8)~step(15) calls 
DEP_MEMBERSHIP algorithm to remove the right 
redundancy path for XMVD. We note that algorithm 3 is 
correct in that the dependency meets the definition of 
minimal dependency set.  

B.3.  Time Complexity of the Algorithm  
“m” expresses the total number of paths from Paths(D), 

and “n” expresses the number of dependencies from ∑. 
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The time cost of step (6) is O(n×m3) based on calling the 
DEP_MEMBERSHIP algorithm; the time cost of step 
(8)~step(15) is equal to the time cost of the “for” loop, 
and it is O(n×m4). The time complexity of 
step(16)~step(22) also depends on the “for” loop whose 
time complexity is O(n×m4). In addition, the number of 
dependencies ∑ is n. Therefore, the time complexity of 
executing the step(5) once is O(n2×m4). In conclusion, the 
time complexity of algorithm 3 is O(n2×m4). 

V.  CONCLUSION 

The design of database schema is the first step of the 
database application. If the database schema is well 
designed, abnormal data dependencies, data redundancies 
and abnormal operations can be avoided. This paper 
studies the membership problem from the view of the 
condition of coexistence of XML functional dependency 
and XML multi-valued dependency. At the same time, we 
propose DEP-BASE algorithm, DEP-MEMBERSHIP 
algorithm and DEP-MINIMIZE algorithm on the 
membership problem, not only proving the termination 
and correctness of these algorithms, but also analyzing 
their time complexities. They laid a foundation for 
designing a normal form which level of normalization is 
higher than others. 
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Abstract—With the continued growth of tourism multimedia 
information made available through the World Wide Web, 
more efficient and accurate retrieval approaches are leading 
to an increasing demand. Most existing information 
retrieval approaches are based upon keywords and 
therefore provide limited capabilities to capture the query 
requirements. However, a complete understanding of search 
requirements is essential for improving the effectiveness of 
retrieval. To achieve this goal, we propose a novel subject 
perception semantic model (SPSM) for searching tourism 
information, which allows the customized query threshold to 
retrieve tourism information. In this model, we present the 
definition of Subject Hierarchy Graph to support semantic 
search capabilities, and propose computing methods of 
subject perception to quantify the semantics of query 
requirements. The experiments show that SPSM obtained 
encouraging performances. 
 
Index Terms—information retrieval; subject perception; 
tourism; quantification; query requirements 
 

I.  INTRODUCTION 

During the last decade, the rapid advance of search 
technology has made people acquire multimedia 
information easily. However, due to complex data 
formats of tourism information and the ambiguity of 
query requests, people have to spend much time to find 
out from query results exactly what they want. So how to 
understand accurately query requirements is a challenge 
for the development of information retrieval system. 
Nowadays, many technologies have been proposed, 
including ontology, schema summarization, semantic 
search and query expansion, and these technologies 
provide intelligent retrieval services [1-2]. For example, 
Avatar Semantic Search was used to express user 
semantic information through extracting facts and 
concepts [3]. KIM was provided to complete the service 
of automatic semantic annotation [4]. XSEarch was 
presented as a semantic search engine for XML [5]. A 
web search engine using page counts and texts was 
developed to measure semantic similarity between words 
[6]. A type of relevance feedback was proposed and more 
expansion words were associated with the user query [7]. 

A new pseudo-relevance feedback method was presented 
to retrieval information, and the words with the highest 
degree of query word were identified to new queries [8]. 
Nevertheless, there is still a problem of understanding 
difficulties. In order to better analyze query intention, we 
propose a subject perception semantic model (SPSM) 
from the perspective of requirement quantification. SPSM 
allows customized query thresholds to retrieval tourism 
information, stressing on the one hand the computation of 
subject perception, and on the other hand the 
consideration of label documents, which extract from 
multimedia resources as the target search space. 

The development of SPSM presents the solutions to 
two key problems: one is how to quantify users’ 
implication requirements and the other is how to integrate 
multimedia resources. With regard to the first problem, 
the key issue is to identify appropriate semantic 
information according to the requirements from users’ 
vague queries. To address this problem, we introduce the 
definition of Subject Hierarchy Graph and subject 
perception computing to choose appropriate query 
subjects, and propose a new measuring method reflecting 
the ambiguity of users’ requirements. The integration of 
multimedia resources is the second problem. It is 
important to make sure that multimedia search results be 
displayed in a comprehensive ranking. To address this, 
we propose the label documents method for tourism 
information retrieval. In conclusion, the novel 
contributions of this paper are shown as follows. 

• We propose the definition of Subject Hierarchy 
Graph (SHG) to quantify the semantics of the 
query keywords, and it is the building block of 
Subject Perception. 

• We present the computations of Subject 
Perception for measuring implication queries. And 
the application of Subject Perception in SPSM can 
also be demonstrated. 

• Multimedia query results are displayed in a precise 
and comprehensive way, namely, not only text 
results, but also image results. In order to unify 
these multimedia resources, the label documents 
method is presented.  
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• Better solving of the semantic search problem, the 
implementation of SPSM is proposed for 
enhancing semantic retrieval. This system includes 
four parts 1) semantic annotation module 2) index 
module 3) subject perception module 4) result 
display module. SPSM is capable of improving the 
traditional problem of keyword search, so as to 
provide  more accurate multimedia query results. 

The rest of the paper is structured as follows. Section II 
discusses the related work. Section III shows the method 
of Subject Perception. Section IV illustrates the 
implementation of SPSM. Section V presents 
experimental works to demonstrate the effectiveness of 
SPSM. Section VI concludes the paper. 

II.  RELATED WORK 

Ontology has a good ability of semantic representation 
and it is widely used in the field of information retrieval 
[9-10]. So many models and methods using ontology 
technique have been proposed for efficient retrieval. 
Semantic retrieval based on concept designing [11] is 
proposed and it makes full use of ontological concepts. A 
concept map learning system based on domain ontology 
is presented [12] and it plays a very important role for 
education. A service search engine for industrial digital 
ecosystems [13] is developed and it achieves accurate 
semantic retrieval. In order to provide implication query 
results, graph-based query rewriting for knowledge 
sharing is proposed [14]. Inspired by the idea of ontology, 
we construct Subject Hierarchy Graph for tourism 
multimedia information, so as to complete the search task. 

Schema summarization is of great help to concise 
overview of searching results, and an important 
advantage is that a user can determine query results in a 
short time. So this technology has been widely applied in 
system development. Dynamic summarization of 
bibliographic-based data is developed to accommodate 
relevant information [15]. A visual tool called VIREX for 
producing XML schema is designed and one of the 
attractive features is to support XML views update in a 
form of summary obtained from web-based database [16]. 
In the SPSM model, all the query results can be 
summarized in the form of subject and shown clearly to 
the users.  

III.  THE SUBJECT PERCEPTION METHOD 

In this section, we elaborate the subject perception 
method to obtain query semantics. This method contains 
two parts, one is to construct Subject Hierarchy Graph 
(SHG) and the other is to calculate the values of subject 
perception based on SHG. Finally, we present the 
application of subject perception which can be used in 
SPSM. 

A.  Subject Hierarchy Graph 
A subject hierarchy graph contains three parts: the 

subject layer, the concept layer and the instance layer. 
The subject layer is composed of subject nodes SN, 
which is denoted by , , ,c ssid h n n< > . The concept layer is 
composed of concept nodes CN, which is denoted 
by , , .icid sort n< >  And the instance layer is composed 
of instance nodes IN, which is an instance of a concept 
associated with the given subject. Table I shows the 
definition of each notation in SHG. 

Consider the SHG in Fig. 1. Subject nodes in the 
subject layer are organized in the form of a tree. Take 
subject S5<S5,3,4,0> as an example. We get the 
following information: the subject id is S5, the subject 
lever is 3, the subject type is a leaf node, and four concept 
nodes containing the subject are placed at the concept 
layer, where c5 and c6 belong to the basic concept (BC 
for short), c7 belongs to the comment concept (CC for 
short) and c8 belongs to the association concept (AC for 
short). So the corresponding concepts can be represented 
as <C5,BC,1>, <C6,BC,1>, <C7,CC,3>, and <C8,AC,1> 
respectively. The third part of above angle brackets 
represents the number of instances associated with the 
concept. For example, c7 connects three instances (i.e. i8, 
i9 and i10) in the instance layer. 

TABLE.I 
NOTATIONS OF SHG 

Notation Definition 

sid The identity of SN 

h The level of SN 

nc The concept number associated with SN 

ns 
The number of child nodes of SN, including leaf 
nodes and connection nodes 

cid The identity of CN 

sort 
The type of CN, including basic concepts(BC), 
association concepts(AC), and comment 
concepts(CC) 

ni The instance number associated with CN 
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Figure 1.An example of SHG. 
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B.  The Computing of Subject Perception 
An important contribution of this paper is to quantify 

the semantics of the query keywords. In order to achieve 
this goal, we compute the values of subject perception for 
each type nodes. Due to the type of nodes in SHG, the 
corresponding three methods are presented respectively, 
including the perception computing in the subject layer 
(PS), the perception computing in the concept layer (PC) 
and the perception computing in the instance layer (PI). 

PS reflects the extent of subject concerned by tourists 
and the bigger the value of PS is, the more attention this 
subject attracts. The computing formula of PS is shown as 
(1). 

1 2 3 4
max

11( )
1 1

c
S

s

n
P w h w w w

n N
ϑ ς ϖ+

= ∗ + ∗ + ∗ + ∗ ∗
+ +

 (1) 

In (1), ( 1,2,3,4)iw i = is a weighting factor, which 
satisfies 1 2 3 4 1w w w w+ + + = , ( ) (11 ) /10ϑ μ μ= − , maxN  
is the maximum number of concepts contained by the 
same subject, ϖ  is the ratio of the subject resources to 
total resources, and ς  is an amplification constant, here 

10.ς =  
PC is related to the concept type and the instance 

number ni, shown as (2). 

m
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( )*

I 1
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                             (2) 

Where r is the ranking number of concept type, and the 
descending order is BC, AC and CC. mI ax  is the 
maximum number of instances with any concept 
contained by the same subject. 

PI  indicates the attention degree of the instance, shown 
as (3). 

1 2I CP Pε ε η= ∗ + ∗                              (3) 
Where 1ε  and 2ε  are adjustment coefficients, and η  is 
the function of the linear conversion, shown as (4).   

                     min

max min

ln n
n n

η −
=

−
                               (4) 

Where nl is the number of multimedia resources 
contained by the given IN, nmin is the minimal number of 
multimedia resources contained by any IN. Similarly, 
nmax is the maximal number. 

C.  The Application of Subject Perception 
The proposed subject perception method is used to 

measure the implication query requests and this method is 
divided into leaf node measure (LNM) and connection 
node measure (CNM) according to the type of subject 
nodes in the SHG. The input parameters of each measure 
method contain subject keywords matched (key in short) 
and threshold σ (σ>0). Measure result is denoted by MR 
(id, EK), where EK represents expansion keywords of key 
and id is its corresponding sequence number. 
Furthermore, larger the value of σ (σ>1) is, the wider the 
range of subject is extended and with σ closer to 1, it 
indicates that EK is more important to the given key. 
Table II and Table III show the application of LNM and 
CNM respectively. The details of application way, 

including the method, condition and example, are 
demonstrated in the corresponding table.  

TABLE.II 
LNM 

Case 1:
0<σ<1

Method Find all the IN which satisfies the 
condition, rank IN, and output MR 

Condition PI > σ 

Example 

Input:  Imperial Palace and 0.9 
Procedure: We find that the name of SN is 
the Imperial Palace and instance nodes 
satisfying PI>0.9 are Hall of Supreme 
Harmony, Palace of Heavenly Purity and 
Palace of Earthly Tranquility. 
Output:(1,Hall of Supreme Harmony) 
(2,Palace of Heavenly Purity) 
 (3,Palace of Earthly Tranquility) 

Case 2:
1<σ

Method 

Search all the SN whose parent node is the 
same with the parent node of key, find the 
SN which satisfies the condition,  rank the 
SN, and output MR 

Condition 1 1

1 1
key keyS S SP P P

e e
σ σ− −+ < < + , where 

keySP denotes the value of SP of key and e1 

is an amplification factor 

Example 

Input: Great Wall Badaling  and 1.5 
Procedure: Subject nodes are Great Wall 
Badaling, Fragrant Hill and Xiayunling. 
Based on the computing of the above 
condition, results are Great Wall Badaling 
and Fragrant Hill. 
Output: (1,Great Wall Badaling) 
(2,Fragrant Hill) 

TABLE.III 
CNM 

Case 3:
0<α<1

Method 
Find all the SN whose child node is key 
and PS of the obtained SN need satisfy  the 
below condition,  and output MR 

Condition 

min

max min

S S

S S

P P
P P

σ
−

>
−

, where 
minSP  and 

maxSP are the minimal and maximal values 

of SP of subject nodes contained by the 
parent node key 

Example 

Input:  natural scenery and  0.7 
Procedure: We find all the child nodes of 
natural scenery and get the subject node 
with the minimal value is Changping  
Huyun and the subject node with the 
maximum value is Great Wall Badaling. 
So the results returned are natural scenery, 
Great Wall Badaling and Fragrant Hill. 
Output：(1,natural scenery) (2,Great Wall 
Badaling) (3,Fragrant Hill) 

Case 4:
1<α

Method 

Search all the SN whose parent node is the 
same with the parent node of key, find the 
SN which satisfies the condition,  and 
output MR 

Condition 2| | * ( 1)
keyS SP P e σ− < − , where e2 is an 

amplification factor 

Example 

Input:  Old Town and 1.2 
Procedure: To be similar with case 2, the 
range of SP  is computed under the setting 
of e2=10. So the results are Old Town and 
street scene. 
Output：(1,Old Town) (2,street scene) 
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IV.  THE SUBJECT-AWARE SEMANTIC RETRIEVAL MODEL 

In this section, we demonstrate the subject perception 
semantic model (SPSM). The model architecture is 
presented in Fig. 2, and it consists of four parts: semantic 
annotation module, index module, subject perception 
module, and results display module. It is emphasized that 
the subject perception module is the core of SPSM. This 
module is established according to the information of 
semantic annotation module and the output results of this 
module serve for the results display module. Next we 
take each part of the SPSM model and describe its 
corresponding function within the infrastructure. 

 
Figure 2 The architecture of SPSM. 

A.  Semantic Annotation Module 
This model is responsible for collecting the massive 

tourism information from multiple sources of information, 
such as portal sites, travel forums, and blogs. It contains 
the following three parts. 1) Information collection. 
Firstly, we use a Meta search engine to search web sites 
which have a high correlation with tourism information 
and these web sites are put in the queue of URL, as a 
source set of information collection. Then a metadata 
judgment method using the technique of semantic 
analysis is used to extract new web links in this set, and 
keyword-based vector space model is adopted to exclude 
the web pages with useless information, so as to improve 
the accuracy of collected web pages. Finally, valid URL 
websites can be acquired through link filtering, and the 
corresponding images and texts can be captured. 2) Text 
extraction. Web crawler automatic captures multimedia 
information from URL websites and the obtained 
information are saved in the corresponding database. 
Then we adopt a series of operations, including feature 
extraction, structural analysis, and duplicate content 
elimination, to get information semantic [17]. And 
information semantic can be recorded in a file, which 
contains subject tags, the concept tags, instance tags, and 
label texts. 3) Semantic annotation. We establish a label 
document for each information file and the creation of 
this method is static, which is independent of the process 
of searching. The contents of label documents mainly 
contain document property information, resource 
collection information and semantic information. 

Through the method of label documents, images and texts 
can be unified from the perspective of semantic level. 

B.  Index Module 
The index module is responsible for creating index 

fields according to the label documents, so as to lay the 
foundation for the searching of tourism information. This 
process mainly contains three steps (see Fig. 3): 

Step1: The contents of label documents are analyzed 
and the corresponding index terms are extracted. 

Step2: According to the obtained index terms, the 
index fields are constructed and the inverted index is 
created. 

Step3: Both batch updating and incremental updating 
are adopted to complete constant renewal of index files. 

 
Figure 3 Index module. 

C.  Subject Perception Module  
As a quantitative basis for semantic retrieval, the 

subject perception module is the core part of SPSM (see 
Fig. 4.). In this module, the values of subject perception 
are calculated according to SHG and on this basis, a list 
of expansion keywords are obtained according to the 
query keywords and the query thresholds. An overview of 
the process is shown as follows. 1) According to the 
keywords entered by users, preprocessing operations, 
such as null detection and Chinese word segmentation, 
are carried out. 2) The filtered keywords are matched in 
the SHG using the technique of word matching. 3) Using 
the proposed subject perception method, the appropriate 
query expansion lists are returned and saved in the hash 
tables. 

Keywords
Threshold

Subject matching

Matching SN

Preprocessing
Subject perception

SHG generator and modifier

Subject perception computing

Expansion Storage

Expansion keywords

Sequence numberHash 
table

 
Figure 4 Subject perception module. 

D.  Results Display Module 
As a large number of results obtained from the index 

module, the navigation method is used to display media 
results in an order way. Specifically, the expansion words 
are placed in the navigation bar, and all media results are 
classified and displayed according to the given expansion 
word. This module (see Fig. 5) consists of three parts. 1) 
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Results ranking. The type of ranking includes navigation 
ranking and content ranking. The former ranks expansion 
words according to the sequence number in the saving 
hash table and the latter ranks the results according to the 
correlation between the given expansion word and label 
texts in the label documents, i.e. the term frequency of 
label documents in the index file. 2) Media type judgment. 
Due to different display contents of media, the 
representation type of media results is determined. If the 
further details are need to be browed, users can only click 
the titles of returned results because the source URL is 
also saved the field of index file. 3) Navigation display. 
Using the navigation view, SPSM shows multi-faceted 
tourism information search results integrated with texts 
and images. 

 
Figure 5 Results display module. 

V.  EXPERIMENTAL RESULTS AND DISCUSSION 

For the development of SPSM, we used Myeclipse8.5 
platform, MySQL 5.1 and a PC with Intel Core(TM) 2 
Duo T6570 processor and 2GB of main memory. Also, 
the open source full-text search engine Lucene and Web 
crawler Heritrix were also utilized. Using SPSM, we 
collected 6191 multimedia objects in the field of tourism, 
including 2934 texts and 3257 images. In this section, 
firstly we validate the efficiency and accuracy of the 
proposed approach by setting different weight values and 
then show the system performance from user’s 
perspective. Finally, we conduct the comparison 
experiments. 

W1 W1 W3 W4 W5 W1 W2 W3 W4 W5 W1 W2 W3 W4 W5 W1 W2 W3 W4 W5
0

10

20

30

40

50

60

70

80

90

100

pe
rc

en
ta

ge
(%

)

 

 
Pricision Recall F-measure

Natural
scenery 0.7

Great Wall
Badaling 1.5

The Imperial
Palace 1.1

Old Town
1.2  

Figure 6 P/R/F results of different weights. 

Three experiments were carried out to investigate the 
proposed method and it was measured by Precision, 
Recall and F-measure (P/R/F in short). Firstly, we set 

four query keywords and corresponding query thresholds 
using different weight values to evaluate PS. The types of 
subject nodes of these query keywords contain both leaf 
nodes and connection nodes. The following weight value 
sets were studied: W1=<0.25,0.25,0,25,0.25>, W2=<0.1, 
0.1,0,7,0.1>,W3=<0.7,0.1,0,1,0.1>,W4=<0.1,0.7,0,1,0.1> 
and W5=<0.1,0.1,0,1,0.7>. This experiment was helpful 
to find appropriate weights in the PS formula. Fig. 6. 
summarizes the impact of different weights by presenting 
P/R/F results. More precisely, Precision values range 
from 79% to 88.5%, Recall values range from 73.4% to 
90.3% and F-measure values range from 78.5% to 88.9%. 
We observe that W1 and W5 were the best weighting 
schemes. But for the last query case, Recall was only 
73.4% using W5. In conclusion, W1 obtains better P/R/F 
results and this was due to a reasonable balance for all the 
factors of PS. The reason of poor results produced by the 
other weighting schemes is because of highlighting only 
one factor contribution in the PS formula.  
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Figure 7 P/R/F results of different parameters. 

Secondly, we investigated the PI formula by setting 
different parameters. The following parameters were 
studied: P1: ε1=0.5, ε2=0.5; P2: ε1=0.3, ε2=0.7 and P3: 
ε1=0.7, ε2=0.3. Fig. 7 shows the P/R/F results in the case 
of the same query words under the different query 
thresholds and we can see the following three points. 1) 
Using the parameter P1, Precision values range from 
82.7% to 88.9%, Recall values range from 87.9% to 
90.5%, F-measure values range from 86.4% to 88.4%, 
and the average P/R/F values are 85.6%, 89.1%, 87.3% 
respectively. This shows that the results are relatively 
stable. (2) Using the parameter P2, Precision values range 
from 70.5% to 85%, Recall values range from 79% to 
86.6%, F-measure values range from 74.5% to 85.8%, 
and the average P/R/F values are 81.1%, 83.8%, 82.3% 
respectively. It is noted that when query threshold is 0.2, 
Precision has the lowest value. Therefore, the results 
under this parameter are relatively unstable. (3) Using the 
parameter P3, Precision values range from 70.1% to 
84.5%, Recall values range from 84.1% to 90.2%, F- 
measure values range from 76.5% to 86.3%, and the 
average P/R/F values are 80.4%, 87%, 83.4% 
respectively. It is also noted that when the query 
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threshold is 0.7, Precision has the lowest value. Therefore, 
the results under this parameter are also relatively 
unstable. In view of these facts, we find the appropriate 
parameters in the PI formula, namely ε1=0.5 and ε2=0.5.  

0.2 0.5 0.7 0.9 0.2 0.5 0.7 0.9 1.2 1.5 1.7 1.9 1.2 1.5 1.7 1.9
0

10

20

30

40

50

60

70

80

90

100

pe
rc

en
ta

ge
(%

)

 

 
Precision Recall F-measure

The Imperial
Palace

Natural
scenery

Great Wall
Badaling

Old Town
 

Figure 8 P/R/F results. 

In the third experiment, four query keywords are 
selected and each query keyword contains four query 
thresholds in order to test the performance of SPSM. Fig. 
8 depicts the results produced by W1 and P1. It can be 
seen from the figure that Precision values range from 
71.8% to 90.3%, Recall values range from 80.1% to 
90.8%, F-measure values range from 77.7% to 88.4% and 
the average P/R/F values are 82.6%, 85.9%, 84.1% 
respectively. It shows that SPSM has the encouraging 
results. Note that with regard to the same query keywords, 
we can find the following two points. 1) For the first two 
query keywords, as the decreasing of query thresholds, 
namely the value of query threshold gradually 
approaching zero, Precision values decrease whereas 
Recall values increase. (2) For the latter two query 
keywords, as the decreasing of query threshold, namely 
the value of query threshold gradually approaching one, 
Precision values increase whereas Recall values decrease. 
The reason of these facts is probably that different query 
thresholds get the different implicated query results. 

TABLE.IV 
THE QUERY CASE 

Query ID Query keyword Query threshold 

Q1 The Imperial Palace 0.9 

Q2 The Imperial Palace 0.2 

Q3 Great Wall Badaling 1.5 

Q4 Great Wall Badaling 1.8 

Q5 Natural scenery 0.7 

Q6 Natural scenery 0.2 

Q7 Old Town 1.2 

Q8 Old Town 1.6 

We demonstrate the performance of SPSM from the 
perspective of the users. The query cases are shown in 
Table IV and according to the results returned, ranking 
accuracy and satisfaction scores are displayed in Fig. 9. 

The criteria of satisfaction scores is set as follow: 
0 20score< ≤ represents slight satisfaction, 
21 40score≤ ≤ represents fair satisfaction, 
41 60score≤ ≤ represents moderate satisfaction, 
61 80score≤ ≤ represents substantial satisfaction and 
81 100score≤ ≤ represents almost perfect satisfaction. 
From Fig. 9, we find that users are satisfied with the 
query results. 
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Figure 9 Performance evaluation by users. 

Finally, we define the subject coverage measure to 
evaluate the integrity of query results. At the same time, 
the subject novelty measure is also presented to evaluate 
the expansibility of query results, shown as (5). 

,correct unknown

relevant known unknown

N N
Coverage Novelty

N N N
= =

+
     (5) 

In (5), Ncorrect denotes the number of correctly subjects of 
returned results, Nrelevant denotes the number of relevant 
subjects of returned results, Nunknow denotes the number of 
unknown subjects of returned results, and Nknown denotes 
the number of known subjects. Table V shows the 
comparison results of Coverage and Novelty using SPSM 
and Mediapedia [18]. 

TABLE.V 
COMPARISON OF COVERAGE AND NOVELTY 

Query ID Coverage of
SPSM 

Coverage 
of 

Mediapedia 

Novelty of 
SPSM 

Novelty of 
Mediapedia

Q1 0.27 0.66 0.07 0.26 

Q2 0.77 0.66 0.33 0.26 

Q3 0.33 0.17 0.16 0.16 

Q4 0.5 0.17 0.28 0.16 

Q5 0.25 0.81 0.09 0.23 

Q6 0.88 0.81 0.29 0.23 

Q7 0.5 0.25 0.5 0.5 

Q8 0.75 0.25 0.66 0.5 

The obtained values of Coverage and Novelty using 
SPSM are generally higher than those of Mediapedia. But 
for Q1 and Q5, the above values are lower than those of 
Mediapedia. That is due to the restriction of query 
thresholds. In a word, experimental results show that 
SPSM obtains good performance. 
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VI.  CONCLUSIONS 

This paper presents a novel method of measuring user 
implicated query intention, aiming at accurate searching 
tourism multimedia information. Based on the proposed 
approach, we construct the SPSM model which can 
quantify the relations between user query intention and 
query results. The experiments show that SPSM has 
encouraging performances. Future research lines will 
focus on extracting image semantics using the technology 
of transfer learning [19], so as to better improve the 
accuracy of information annotation. 
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Abstract—Factor analysis method offers state-of-the-art 
performance in speaker identification during the paper. The 
compact representations of speakers named i-vectors are 
extracted from the utterances in a new low dimensional 
speaker- and channel-dependent space, named a total 
variability space. LBG algorithm is combined with fuzzy 
theory in the initialization of speaker models,which  
improves the recognition rate of the system. Channel 
compensation techniques, such as Linear Discriminate 
Analysis (LDA), Principal Component Analysis (PCA), 
Nuisance Attribute Projection (NAP) and Within-class 
Covariance Normalization (WCCN) are compared during 
the experiment. It can be seen that LDA followed by WCCN 
achieves satisfying performance. In addition, several 
identification methods are contrasted in the experiments. 
One is through Support-Vector-Machine (SVM), another 
one directly uses the cosine distance similarity (CDS) as the 
final decision score, logarithmic likelihood and vector 
quantization are used to compare to above two methods. It 
demonstrates that CDS combined with score normalization 
obtains better result. The testing of mobile phone database 
shows the robustness of the system in complex channel 
environment. The graphical user interface of training and 
testing module is simulated on MATLAB in the end of the 
paper. 
 
Index Terms—factor analysis, total space, i-vector, channel 
compensation, cosine similarity, score normalization 
 

I.  INTRODUCTION 

Speaker recognition is becoming an increasingly 
significant biological authentication technology. Speaker 
identification mainly aims to identify the exact speaker 
from speaker utterance corpus. For the speech of high 
quality, such as the consistent training and testing 
background environment, general systems can achieve 
high recognition rate. Yet, the complexity and peculiarity 
of the transmission channels or other interference factors 
will make the performance of the system degrade sharply. 
Thus the systems cannot adapt to the development of 
practical environment, which leads to our research on the 
robustness of speaker recognition. Channel compensation 
or score normalization could be applied in order to isolate 
the target speakers. 

Joint Factor Analysis (JFA), originally proposed by 
Kenny [1], has received considerable focus due to its 
successful application to the speaker recognition task. 
Both the channel effects and the information about 
speakers are contained in the speech. The first step of 
factor analysis is to train the Gaussian Mixture Models 
(GMMs). GMMs were obtained by adapting the 
Universal Background Model (UBM) with the use of the 
algorithm of Maximum A Posteriori (MAP) [2][3]. Then 
Gaussian Mixture Super Vectors (GSVs) are produced by 
concatenating the means of GMMs, which are used to 
train the eigenvoice and eigenchannel space. JFA 
assumes each GSV is composed of two independent 
components, one of them is associated with the speaker 
itself, and the other one has relationship with channel. 

More recently, i-vector approach motivated by JFA 
was introduced. It only defines one variability space 
termed total variability space, instead of joint estimation 
of separate speaker and session spaces and factors. I-
vectors stand for sessions of utterance in the new total 
space. Since the channel variability information is 
included in this total variability space, i-vectors need to 
be in conjunction with channel compensation methods, 
for example, within-class covariance normalization,  
linear discriminant analysis, principal component analysis 
and nuisance attribute projection. In the paper, we 
contrast these compensation techniques, and find that the 
best result comes from the combination of LDA and 
WCCN [4]. This algorithm makes full use of the 
advantage of LDA and WCCN, which has the maximum 
disparity as well as the minimum overall cost. 

The main content of the paper is showed as follows. In 
section II, we describe the total variability space and i-
vectors. Section Ⅲ describes the channel compensation 
techniques. We analyze the recognition methods in 
section IV.The simulation experiments and results  
analysis are given in section V. Section VI is the 
conclusion of the paper. 
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II.  FACTOR ANALYSIS 

This section mainly describes the following stages, 
including GMM training, total variability space training, 
i-vectors acquiring [5].   

A.  Training Gaussian Mixture Models  
The first step is to initialize the clustering centers after 

extracting the feature parameters of all the utterances 
from different speakers. Then we apply LBG algorithm 
followed by fuzzy theory to get the new clustering centers. 
LBG algorithm was first proposed by Linda, Buzo and 
Gray in 1980. Since the approach does not take the prior 
information into account, it may lead to a negative 
influence on the final cluster centers. Thus fuzzy theory is 
used to update the clustering centers. The following 
formula is the definition of the function of overall cost. 

2

1 1
( ) ( , )

T M
m

m jt t j
t j

J d x cμ
= =

=∑∑                     (1) 

22 1( , ) ( ) ( )T
t j t j t j j t jd x c x c x c F x c−= − = − −   (2) 

where M is the order of the GMM. jtμ  is the 
membership, which ranges from zero to one. Initial 
cluster centers are obtained when the partial derivatives 
are zero. 

1 1
( ) / ( )

T T
m m

j jt t jt
t t

c xμ μ
= =

=∑ ∑                       (3) 

In order to estimating the models accurately, we should 
utilize EM algorithm to obtain the optimal centers. Above 
procedures are used to acquire the UBM. UBM represents 
the speaker- and session-independent characteristics of all 
the speakers. Experimental results have shown that this 
initialization approach improves the accurate recognition 
rate to some degree. 

To train GMMs corresponding to UBM is the next step. 
GMM is acquired by the adaptation of UBM. Then 
Gaussian Supervectors (GSVs) are produced by 
connecting means of GMMs. This self-adaption is only 
used to update mean vectors of GMMs; however, we 
assume that all the GMMs have the same weigh vector 
and covariance matrix. 

B.  Total Variability Space 
In JFA system, we need to estimate both the channel 

and the speaker space.  The speaker space is defined by 
the eigenvoice matrix V  and the channel space is 
represented by eigenchannel matrix U . In the eigenvoice 
training, all the recordings of a given speaker are 
considered to belong to the same person. Meanwhile, in 
the eigenchannel training we should get the utterances in 
different channels. The training data is so complex that 
we begin the research on total space. The process of 
training total variability space is exactly the same as 
eigenvoice matrix training. Both the feature of speaker 
and the channel variability are included in the space.  

It has to be mentioned that the entire utterances are 
produced by different speakers. The space assumes that 
an utterance can be represented by GMM supervector, 

which is concatenated by the mean vectors of each GMM. 
A Gaussian supervector M is defined as 

M m Tω= +                                     (4) 
where m  can be replaced by UBM supervector. The 

matrix T is the definition of the total space.  Moreover 
w is a random vector, whose distribution can be 
described as (0, )N I . w  is also called identity vector, 
which is referred to as i-vector in short. M is normally 
distributed. The mean vector of M  is m  and covariance 
matrix of M  is TTT . The model of i-vector can be seen 
as the reduction of dimension of the GMM supervector, 
which projects the GMM supervector onto the total 
variability space.  Since the dimension of total variability 
space is far smaller than that of supervector space, the 
process makes the following manipulations such as 
intersession compensations, scoring, become tractable.  
The algorithm of training total variability space matrix 
T is given as follows 

Step1: Compute the Baum-Welch statistics for the 
given utterance h . The statistics are extracted using UBM, 
similar to [6]. 

, ( ) ( )c h t
t

N s cγ=∑                                   (5) 

, ( ) ( )( )c h t t c
t

F s c Y mγ= ∑ −                           (6) 

{ }, ( ) ( ) T
c h t t t

t
S s diag c YYγ= ∑                        (7) 

where c is the Gaussian index. ( )t cγ corresponds to 
posterior probability of mixture component c generating 
the vector tY . The centralized Baum-Welch first order 
statistics are showed in equation 3. 

Step2: The initial value of matrix T is produced 
randomly. EM algorithm is used as an iterative method to 
estimate the total variability space matrix.  

Step3: Compute the posterior distribution of the hidden 
variable .s hω . 

1( ) ( )T
hl s I T N s T−= + ∑                        (8) 

[ ] 1 1
. ( ) ( )T

hs hE l s T F sω − −= ∑                     (9) 

[ ] 1
. . . . ( )T T

s h s h s h s hE E E l sω ω ω ω −⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦         (10) 

Where ( )hN s is defined as the diagonal matrix of a 

given utterance h  of speaker s , whose diagonal blocks 

are , ( )c hN s I . ( )hF s  is a supervector obtained by 

concatenating all the , ( )c hF s for a given utterance h . 
∑  can be replaced by the covariance matrix of UBM.  

Step4: Recalculate the statistics below through the data 
of training set and acquire the maximum likelihood. 

, . .( ) , ( 1, 2, )T
c c h s h s h

s h

N s E c Cω ω⎡ ⎤Φ = =⎣ ⎦∑∑    (11) 

.( ) T
h s h

s h
F s E ω⎡ ⎤Ω = ⎣ ⎦∑∑                    (12) 
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The updating formula of total variability space matrix 
T is written as follows. 

i c iT Φ = Ω ( 1,2, )i CP=        (13) 

In general, the number of iterations of EM algorithm is 
about ten.  In the paper, we decide to concatenate all the 
recordings of each speaker into one utterance. That is to 
say, each speaker has a whole session of speech. The 
value of the variable h  is defined as one. In this case, the 
procedure of training the total variability space is 
simplified to some degree.  

C.  Identity Vector 

Identity vector/total factor .s hω  is a hidden variable, 
whose posterior distribution is also a Gaussian 
distribution. It has to mention that mean vector of total 
factor is the estimation of i-vector. Three steps are needed 
to obtain i-vectors, which is specifically described below 

Step1: Calculate the Baum-Welch statistics of each 
target speaker. 

Step2: Read the trained total variability matrix T . 
Step3:  Compute the mean value of .s hω . 
The estimation of i-vectors is showed in equation 9. 

The goal of factor analysis is to realize the extraction of 
low-dimensional features. Basically, i-vectors are the new 
features of each speaker. In the actual experiment of the 
paper, we don’t carry out the process of subsection on the 
training utterances of each speaker. That is to say, 
consider the training speech of one speaker as one session. 
The following experiment proved that it doesn’t affect the 
recognition rate of the system, instead, improves the 
efficiency of acquiring i-vectors. 

III.  CHANNEL COMPENSATION 

As the total variability space, which is represented by 
matrixT  , contains both speaker and channel variability, 
additional intersession/channel compensation techniques 
are required. It is an integral part of speaker recognition 
task, which can significantly reduce the classification 
errors. Three compensation techniques are described in 
this section as applied to i-vectors: Linear Discriminant 
Analysis (LDA), Principal Component Analysis (PCA), 
Nuisance Attribute Projection (NAP), and Within Class 
Covariance Normalization (WCCN).  

A.  Linear Discriminant Analysis  
Due to the reduction of dimension, LDA is extensively 

used in the scope of pattern recognition [7][8]. LDA 
helps better discriminate between separate classes 
through finding out the orthogonal axes of total space. 
The entire speech of one speaker is considered as one 
class. LDA algorithm attempts to simultaneously 
maximize the inter-speaker discrimination and minimize 
the intra-speaker variance. Therefore, the problem of 
optimization can be turned into maximizing the Rayleigh 
coefficient below 

=( )
T

B
T

w

y S y
J y

y S y
                              (14) 

The equation showed above describes the significance 
of the Rayleigh coefficient. And the between-class 
variance 

BS and within-class variance WS are calculated 
respectively as follows 

1
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s sB
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S ω ω ω ω
=

= − −∑                     (15) 
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The mean vector of total factor is supposed to a zero 
vector since the identity vector is a random variable with 
a standard normal distribution. However, we use the 
actual computed global mean vector rather than assuming 
it was zero. The goal of maximization is to acquire a 
projection LDA matrix A  which is constituted by the 
eigenvectors with the highest eigenvalues. The equation 
is written below 

λ=
B w

S y S y                                 (17) 
We can choose the k eigenvectors having the best 

eigenvalues given in equation 14 to construct the LDA 
matrix. LDA helps project the total factors onto a low-
dimensional space. 

B.  Principal Component Analysis 
Principal component analysis [9] is commonly used in 

data compression. The direction of projection is obtained 
by maximizing the projection value of feature. Detailed 
computing process is described as follows 

Step1: Calculate the mean of i-vectors of every speaker. 
Then the intermediate value is obtained by difference 
between i-vector and the mean. 

Step2: Acquire the covariance matrix of these above 
characteristics which are described in the following 
formula. 
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                   (18) 

Step3: Compute the eigenvalues and eigenvectors of 
covariance matrix. Then the next step is to normalize the 
eigenvectors. 

Step4: Sort the eigenvalues in descending direction. 
Then the first K  values corresponding to the eigenvectors 
are constructing the projection matrix.  

C.  Within Class Covariance Normalization 
Attenuating the dimensions of high within-class 

variance is the purpose of WCCN [10]. However, it 
guarantees only the conservation of directions in space, 
and removes information about the between-class 
variability. We make the assumption that all the voices 
belong to one category of a given speaker. The matrix of 
WCCN is calculated as below 

ω ω ω ω
= =

= − −∑ ∑ . .
1 1

1 1
( )( )

snS
t

s ss h s h
s is

W
S n

   (19) 
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where ωs is the mean value of i-vectors of the speaker 
s , andS is the number of speakers.  

s
n is the number of 

utterances of speakers . Considering with the form of 
cosine kernel, a feature projection function can be defined 
as follows 

( ) TBϕ ω ω=                              (20) 
Where B is obtained through Cholesky decomposition 

of the inverse of the within class covariance 
matrix 1 tW BB− = . WCCN applies the within class 
covariance matrix to normalize the cosine kernel function 
aim to realize channel compensation.  

D.  Nuisance Attribute Projection 
NAP needs to construct a feature space that mainly 

describes the information of channel [11]. The purpose is 
to seek for the space which can best describe the 
characteristics of speakers.  It allows us to project i-
vectors onto speaker space in order to remove the 
nuisance direction. The projection matrix is showed in the 
following formula. 

TP I RR= −                             (21) 
where R is a matrix of low rank. The number of 

column vectors is k. The matrix is obtained by the 
eigenvectors of within-class covariance matrix with the 
first k large eigenvalues showed in equation 19. What is 
more, the channel space is assumed to be made up of all 
these eigenvectors.  

IV.  RECOGNITON METHOD 

The system based on factor analysis applies several 
methods to estimate the similarity. Vector quantization is 
described in the previous research work. Thus we mainly 
describe support vector machine (SVM), cosine distance 
scoring (CDS) and logarithmic likelihood. Score 
normalization is used to reduce the difference caused by 
channel variability. 

A.  Support Vector Machine (SVM) 
Using i-vectors to train the SVM has several 

advantages relative to GMM supervector, such as 
lowering the dimensions of features, providing more 
convenience for modeling, reducing the amount of 
computation in channel compensation. In general, SVM 
is mainly applied in two-class classification. We should 
design a series of two-class classifiers to solve this multi-
class classification problem. For example, if N speakers 
are included in the speaker corpus, the number of 
classifiers is 2

NC . These multi-class classifiers are trained 
by all the utterances of the speakers.  

The weakness of this approach is that these classifiers 
may interfere with each other and then have a negative 
impact on the recognition rate. Therefore we may attempt 
to take advantage of global traversal algorithm. That is to 
say, i-vectors of testing utterance are as the input to every 
classifier, and then calculate the score acquired by each 
classifier. As a result, the class having the highest score is 
the target speaker. 

In this paper, we use a library of support vector 
machine (LIBSVM) [12], which is currently one of the 
most widely used SVM software. Two steps are included 
in the typical use of LIBSVM: firstly, to obtain a model 
by the training dataset and secondly, to predict 
information of testing data by the known model.  The tool 
package provides us with different data formats and SVM 
parameters to choose. 

B.  Cosine Distance Scoring  
Comparison between channel compensated i-vectors 

for speaker identification can also be accomplished using 
other approach. As both training and testing i-vectors 
undergo the same transformation，cosine distance [13] 
can be seen as a symmetric classification method. Given 
two i-vectors, argt etω from a known speaker, and 

testω from a unknown speaker, the cosine similarity is 
calculated as follows 

arg
arg

arg

,
( , ) t et test

t et test
t et test

score
ω ω

ω ω
ω ω

=            (22) 

Note that the cosine distance scoring (CDS) only 
considers the angle between the two i-vectors and not 
their magnitudes. It is believed that channel/session 
information is included in the magnitude. Thus cosine 
distance scoring is reasonable to identify the target 
speaker in the utterance corpus and can improve the 
robustness of the system to some degree. 

C.  Logarithmic Likelihood 
Logarithmic likelihood refers to the calculation of the 

probability of each speech frame. The object speaker is 
the one who gets the highest score. The probability value 
is computed below 

1 2( ) ( , , , )k k TP X P x x xλ λ=               (23) 
According to the Bayesian formula, the above formula 

can be converted to calculating ( )kP X λ . If the probability 
is so small, the numerical value may beyond the scope of 
MATLAB. Therefore the logarithmic value is applied to 
remove the multiplicative noise and normalize the range 
of the value. 

11

ln( ( )) ln( ( )) ln( ( ))
T T

k t k t k
tt

P X P x P xλ λ λ
==

= =∑∏   (24) 

As the length of testing speech is not consistent, the 
logarithmic likelihood should be normalized in order to 
reduce the impact of voice length on recognition rate. 
That is to say, the average logarithmic likelihood should 
be computed in the following formula. 

1 1

1 ln( ( , ))
T M

k j t k
t j

score P x j
T

ω λ
= =

= ∑ ∑           (25) 

According to the similarity between the testing speech 
and each speaker in the database, the one corresponding 
to the maximum likelihood is the target speaker. 

D.  Score Normalization 
Score normalization aims to counteract statistical 

variation in classification scores. This is accomplished by 
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Figure 1.  The flow chart of score normalization. 

scaling all the scores to a global distribution with a zero 
mean and unit variance. Recently, score normalization 
technique is becoming inevitable in speaker recognition 
system [14]. 

In this paper, we decide to use Z-norm to normalize the 
scores. Z-norm is a kind of normalization technique; it 
aims to estimate the mean and variance of the score, and 
perform linear transformation to the score.  

Compared to Z-norm, there are T-norm, and ZT-norm. 
Combination of different normalization techniques may 
not have a superimposed effect. Considering that T-norm 
needs to compute the mean value and covariance of 
several testing speech to normalize the score, thus the 
procedure will cost more time which may have a negative 
influence on the real-time requirement of the system. 
Therefore, the simple and convenient Z-norm is applied 
in the final score normalization process. The specific 
process of Z-norm is showed in the figure above. 

V.  EXPERIMENTS AND RESULTS 

A. Corpora 
The experiments are performed on the corpus designed 

by the members of our laboratory to evaluate the text-
independent speaker identification system. The corpus 
includes the recordings of 50 speakers in all (30 males 
and 20 females). These voices are recorded at an 8 KHz 
sampling rate with 16bit-quantization precision in the 
general laboratory environment on the same microphone. 
To each speaker, the length of the training data lasts 3 
minutes, and the length of testing data is 30 seconds. 
Then we divide the training data into 40 sessions, and the 
testing data into 10 sessions. To make sure that each 
speaker has 40 samples to train the identification model 
and 10 samples to identify the target speaker. That is to 
say, we have 500 samples to test the accuracy of the 
system. It is mentioned that generally each sample will be 
divided into several sessions, each of which lasts about 
two seconds. 

The experiments were carried out to compare the 
influence of different compensation techniques on 
recognition rate.  On the other hand, we apply separate 
classification methods, such as SVM, cosine distance 
scoring, vector quantization and logarithmic likelihood. 
In the experiments, we will contrast the result of SVM 
with that of cosine distance. Despite of this point, we use 
the same channel compensation for these two conditions. 

Another corpus used in our experiments is from a 
voice library of MIT mobile phone speaker recognition 
[15]. It is mainly conducted to test the performance of the 
system in different recording devices in order to show the 
advantage of i-vector based speaker identification system. 

B. Experimental Configuration 
Cepstral parameters, which are acquired by hamming 

window with the length of 30ms, are used in the 
experiments. The shifting is 15 ms. 12 Mel Frequency 
Cepstral Coefficients (MFCC) with appended delta 
coefficients were calculated.  Two gender-dependent 
UBMs with 32 Gaussian Mixture Models were trained on 
microphone and mobile phone data using Expectation 
Maximum (EM) algorithm. The Random method is used 
to initialize the cluster centers. The training voices were 
truncated into several interval periods in order to increase 
the amount of the development data. Then GMM of each 
speaker was acquired by combining UBM with MAP. 
Concatenating the mean vectors of GMM is to acquire the 
GMM mean supervector, which is used to train the total 
variability matrix.   

The dimension of i-vectors is generally 400. The 
corpora are also applied in training LDA, PCA, WCCN, 
NAP matrix to accomplish the channel compensation.  Z-
norm was utilized for the procedure of score 
normalization.  LDA is the projection to reduce the 
dimension; however, WCCN and NAP are the equal 
dimension mapping.  We assume the dimension of i-
vector is 300 after the procedure of LDA. SVM training 
and classification was performed using i-vectors after 
session compensation. Cosine distance is used to compare 
the performance with SVM. Where applicable, score 
normalization is employed by Z-norm.  

Evaluations in this paper focus primarily on three 
aspects: Firstly, the paper discusses the comparison 
between different compensation techniques as well as the 
impact of LDA and PCA dimension selection on 
recognition rate under the system of different orders. 
Then it comes to the influence of initialization method on 
accurate recognition result. Secondly, it contrasts separate 
identification approaches in speaker recognition system. 
In the end, the paper concludes the robustness of the 
speaker identification system based on factor analysis 
approach and its application on the utterances of mobile 
phone.  It has to mention that all the experiments are 
realized on the software of MATLAB R2009b.  

C. Results 
All our experiments were carried out on the corpus of 

50 speakers, 35 males and 15 females are included. 
Another corpus is the MIT mobile phone utterance library, 
normally 3 min in training and 30 seconds in testing.  

1) The experiments carried in this section compare the 
recognition rates under several conditions. The goal of 
the first experiment is to contrast the performance of 
LDA with that of PCA in removing the nuisance 
directions. The results are reported in Figure 2. It’s worth 
noting that during the stage of matching we make use of 
cosine distance scoring without score normalization. 
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Figure 3.  The effect on accuracy by LDA under the system of 

different order.. 

 
Figure 2.  The effect on accuracy by .LDA and PCA in different 

dimension. 

The results show that when the dimension is low, the 
effect of PCA is better than that of LDA. However as the 
increase of dimension, especially higher that 250, the 
system based on LDA behaves better. Considering both 
the recognition rate and experimental result, LDA is 
chosen and the optimal dimension of LDA space is 300 
from the figure. LDA helps rotate the space in order to 
minimize the intra-speaker variance; and improve the 
performance in the case of cosine kernel. During the 
training step, we train the LDA projection matrix on all 
utterances used for training T matrix.  The training data is 
projected onto the low-dimensional space to compensate 
for channel effects.  

After determining the influence of dimension, it comes 
to the research on different order GMM in LDA based 
systems. The comparison result is showed in the below 
figure. 

It can be seen in the figure that the recognition rate is 
on the rise as the order of the system becomes higher. 
The trend is embodied in the order of 8, 16 and 32. When 
the order rises to 64, there will be a certain degree of 
decline. The increase of the order will make the interval 
between different curves become reduced.  That is to say, 
the model cannot well represent the characteristics when 
the dimension is too high or too low. If the dimension is 
too low, the models cannot distinguish among the speaker. 
However, the space dimension disaster will occur if the 
dimension is too high. 

From the experiments, we can find the marked 
improvement with channel compensation. Moreover, 
single compensation technique will not appropriate for 

intersession compensation. Thus the comparison of 
accuracy between separate compensation techniques is 
showed in the following Table Ⅰ. 

The experiments were carried on the same database. 
According to the results showed in the above table and 
figure ， we note that applying WCCN in the LDA-
projected space helps to improve the performance as 
compared to other single channel compensation 
techniques such as PCA, WCCN, NAP.  Moreover, it is 
obvious that WCCN depicts better results than NAP, 
which makes us think over the combination of NAP and 
WCCN. Although, to some degree, the integration of 

WCCN and NAP improves the ratio, it does not obtain 
the best performance, so does the joint of three channel 
compensation techniques. Above all, the combination of 
LDA with WCCN achieves the best accurate recognition 
rate. The score of cosine distance after LDA and WCCN 
is showed in the following formula. 

^

_
T T

LDA WCCN B Aω ω=                      (26) 

The purpose of WCCN approach is to compensate the 
intra-speaker variability. Theoretically speaking, the 
application of WCCN in the two-dimensional LDA space 
reduces channel effects by minimizing the within-speaker 
variance.  It is significant to note that the matrix of 
WCCN is a diagonal matrix after two dimensional LDA 
and WCCN projection.  Thus the distribution of samples 
only executes the scale transformation without the change 
of rotation.  

From the above experiments, it can be seen that LDA 
followed by WCCN acquires satisfying result. Then next 
experiment will show the contribution of initialization 
method on recognition rate, which increases by 1.1%.  
The following table II shows the result of different 
initialization methods including random, LBG algorithm, 
and LBG algorithm followed by fuzzy theory. 

2) In this section, the thesis discusses difference 
between different identification approaches, including 
support vector machine, cosine distance scoring, 
logarithmic likelihood and vector quantization. It has to 

TABLE.II 
 COMPARISON OF DIFFERENT INITIALIZATION APPROACHES 

Initialization random LBG LBG+Fuzzy 
Accuracy 91.6% 92.1% 92.7% 

TABLE.I 
COMPARISON BETWEEN DIFFERENT COMPENSATION TECHNIQUES 

Compensation technique Accuracy rate 

LDA(dim=300) 90.1% 

PCA(dim=300) 89.2% 

WCCN 89.4% 
NAP 88.9% 

NAP+WCCN 90.8% 

LDA(300)+WCCN 91.6% 
LDA+NAP+WCCN 89.3% 
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mention that LBG algorithm combined with fuzzy theory 
is applied to generate the initial cluster centers. 

Previously, SVM is always combined with JFA to 
constitute the system of JFA-SVM. The method of SVM 
is mainly through training SVM classifiers and then we 
have to calculate the score of each speaker. The target is 
the speaker with the highest score. We use the software 
package of LIBSVM as a library for support vector 
machines in the paper.  In order to use this package, we 
have to change the data set into spectacular form. The 
form of training dataset and testing dataset is as follows 

<label> <index> : <value1>  <index>: <value2>… 
 Label is to identify the categories of the utterances.  

Index represents the numerical order of the exacted 
features. The index number starts from one. Values stand 
for every dimensional value of i-vectors after 
intersession/channel compensations. Then we should 
refer to three principal functions. One of them is 
libsvmread, which helps reading the testing and training 
data. The function of svmtrain is to produce a model for 
solving an optimization problem of SVM. The last one is 
svmpredict, which utilizes the trained model to get the 
category of the testing data. The advantage of the 
package is that we can choose different kernel functions 
and other parameters. [16]. 

The approach of cosine distance scoring is also applied 
in the total variability space. Compared to SVM, cosine 
distance scoring (CDS) provides a similar performance 
with a considerable increase in efficiency. The cosine 
similarity score operates by comparing the angles 
between the testing i-vector and the target i-vector after 
channel compensation without considering the amplitudes 
of i-vectors. The experiments are performed on the same 
dataset. The scores are normalized with Z-norm which 
further compensated for nuisance effects. The parameter 
to evaluate the system is the accurate recognition rate 
[17][18].  

The method of logarithmic likelihood is to compute the 
probability scoring of testing speech sequences in each 
GMM. The target is the model with the best score. Vector 
quantization is to think i-vectors after channel 
compensation techniques as the parameters, which are 
used to generate the best codebook. The size of the 
codebook is 64. After quantizing the feature vectors of 
testing sequence, the relative difference between the 
testing speech and codebooks should be calculated. The 
speaker with minimum error is the identification result. 
The performance of the identification system using the 
above four method is displayed in table Ⅲ. 

From the above table, we can see that the system that 
combines LDA with WCCN using cosine distance 
scoring achieves the highest accurate recognition rate. 
Meanwhile, it is obvious that within class covariance 
normalization definitely optimizes the classification 
performance of SVM [19]. In a word, cosine distance 
scoring improves not only the accuracy of the system, but 
also the efficiency of algorithm to some degree [20].  

The above table IV shows the average time overhead 
of these identification methods. Vector quantization 
[21][22] method is the fastest approach relative to others.  
The second is support vector machine; logarithmic 
likelihood costs the highest time consumption.  Because it 
needs to calculate the probability value of each frame of 
testing speech relative to different speaker, which 
increases the complexity of the process. It can be seen 
that cosine distance scoring is the modest weighing the 
algorithm complexity and identification rate. 

3) This section illustrates that factor analysis method 
improves the robustness of the system in speaker 
identification. In practical application, a number of 
external factors have a negative effect on the recognition 
rate. For example, the training circumstance doesn’t 
match the testing environment; the source of utterances 
comes from several ways. The experiments carried out in 
this section are used to verify that the system based on 
factor analysis can guarantee the recognition rate in spite 
of using separate sources.  LBG algorithm combines with 
fuzzy theory in the process of initializing models; 
meanwhile cosine distance similarity with scoring 
normalization is used in obtaining the final score. 

Channel compensation techniques exactly improve the 
accurate recognition rate of the system as expected in 
Figure 4. Firstly, as discussed in the paper, the accuracy 
achieves the highest rate when the dimension of LDA is 
300. According to the process of getting i-vectors and the 
following channel compensations, the dimension of LDA 
is equal to that of recognition model. Secondly, for the 
sources come from microphone, the change of 
recognition rate is not very obvious under the 
circumstance of LDA and WCCN, which is increased by 
3.6%.  Nevertheless, for the sources come from 
microphone, the recognition ratio increased by 4.2% after 
channel compensations.  Thus we can see that i-vectors 
compensated by LDA and WCCN can represent the 
characteristics of speaker preferably. TABLE.III 

COMPARISON BETWEEN DIFFERENT IDENTIFICATION METHODS 
Method I-vectors LDA LDA+WCCN 

VQ 79.4% 82.5% 84.2% 
SVM 87.8% 86.5% 89.8% 
LLR 87.5% 88.6% 91.2% 
CDS 89.1% 91.6% 92.7% 

CDS+Znorm 89.8% 92.3% 93.4% 

TABLE.IV 
AVERAGE TIME OVERHEAD OF DIFFERENT METHODS 

Method VQ SVM LLR CDS 
time 4.1s 6.7s 10.2s 8.6s 
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Figure 4.  Comparison of accuracy between different sources. 

Figure 5.  Training Module. 

Figure 6.  Testing Module. 
4) The whole process of identification in the paper is 

simulated on MALAB. The system consists of training 
and testing module. The GUI of the system is showed in 
the below Figure 5 and Figure 6. 

The first part of the system is training module showed 
in Figure 5. The speech of every speaker is analyzed at a 
30 ms frame length and a 15 ms overlap. The feature 
parameters are included by 12 MFCCs together with first-
order differential coefficients [23].  The GMM of each 
speaker is trained by the total features of one person. 
LBG algorithm and fuzzy theory are applied to 
initializing clusters, and EM algorithm is to update the 
GMM. GMM supervectos (GSV) are linked by the mean 
vectors of each GMM component. I-vectors are acquired 
by projecting the GSVs onto the total variability space.  
Then we move on to channel compensations. The process 
of training has ended so far. 

In the training module, the training time of each 
speaker lasts for 3 minutes, which is divided into 40 
sections. We can acquire 40 samples of every speaker as 
training data in this way. The button of playback it to test 
that if the microphone is working normally. In addition, 
the number of components of GMM is selected as 32 
based on the above experiments. In the below part of the 
figure, we can see the table that contains i-vectors of 
trained speaker. The column of the table represents for 
the number of i-vectors, while the row of it stands for the 
dimension of i-vectors.  Channel compensation includes 
the optimized combination techniques discussed in the 
above experiments. 

Another part is testing module showed in Figure 6. I-
vectors of testing utterances are obtained during this 
section according to the trained total variability space, 
GSVs of testing data, and projection matrix of channel 
compensations. For example, if the button of channel 
compensation is pushed down, the projection matrix will 
be loaded.  Then it compares the processed i-vectors of 
testing data to that of training data using cosine distance 
scoring (CDS). The speaker with the highest score after 
score normalization [24][25] is the target speaker.   

It is significant to mention that the speech of tested 
speaker is recorded for 30 seconds, which is changed into 
10 partitions. The sum score of these samples will help us 
find the target speaker displayed in the edit blank showed 
in the above figure. The right part of the figure displays 
the feature parameters of the tested speaker. Contrast the 
feature with that of the target speaker in Figure 5, we can 
find out that a certain similarity has existed. 

VI.  CONCLUSIONS 

A text-independent speaker identification system based 
on factor analysis is represented in the paper. The method 
is to define a total variability space, which contains both 
the speaker and complex channel information. LBG 
algorithm combined with fuzzy theory is used to initialize 
the mean vectors of the models. All the GMM 
supervectors are projected onto this space to obtain the 
evaluation value of i-vectors.  Compensation techniques 
are applied on i-vectors to remove the channel inference 
in order to improve the robustness of the system. The 
paper contrasts several channel compensation techniques, 
which are respectively nuisance attribute projection 
(NAP), linear discriminant analysis (LDA), and principal 
component analysis (PCA), within-class covariance 
normalization (WCCN). During the experiments in the 
paper, we can find out that the combination of LDA and 
WCCN may achieve the satisfying performance.  As to 
the design of the classifiers, in contrast to SVM, LLR and 
VQ, cosine distance scoring not only provides higher 
recognition rate, but also makes the decision process less 
complicated. However, score normalization is inevitable, 
the goal of which is to counteract statistical variation in 
classification scores.  
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From the experiments, the results demonstrated that 
the system obtains the best performance when the 
dimension of LDA is 300. The initialization approach 
mentioned in the paper exactly increases the recognition 
rate by 1.1% compared to randomly generating the 
clustering centers or only using LBG algorithm. The 
technique of LDA may remove the nuisance directions, 
maximization of the variance between the speakers and 
minimization of the variance within the speakers. 
Experiment uses correct recognition rate as the 
assessment of the systems. Comparing to other 
approaches, LDA followed by WCCN has shown over 
3.6% improvement during the experiment. In addition, 
the system guarantees the recognition rate in spite of 
using cellphone utterances, which increase the 
recognition rate by 4.2%.  In the future we intend to 
optimize the algorithms in order to increase the 
recognition rate of telephone channel voice. Then the 
proposed method can be applied in an extended field. 
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Abstract—With the development of information technology, 
the scale of current software is growing dramatically. This 
motivates the needs of techniques for intelligent software 
requirements engineering, which allows for modeling and 
analyzing requirements formally, rapidly and automatically, 
avoiding mistakes made by misunderstanding between 
engineers and users, and saving lots of time and manpower. 
In this paper, we propose an approach to acquiring 
requirements automatically, which adopts automated 
planning techniques and machine learning methods to 
convert software requirement into an incomplete planning 
domain. By this approach, we design an algorithm called 
Intelligent Planning based Requirement Analysis (IPRA), to 
learn action models with uncertain effects. Furthermore, we 
obtain a complete planning domain by applying this 
algorithm and convert it into software requirement 
specification. 
 
Index Terms—intelligent planning, quality of service, 
requirement analysis, software engineering 
 

I.  INTRODUCTION 

Software requirement is an abstract concept, which is 
represented as software requirement specification. 
Requirements serve to tie the implementation world of 
the developers to the problem world of the stakeholder [1, 
2, 21, 22]. Most empirical studies of requirements have 
shown that misunderstanding and changing requirements 
cause the majority of failures and costs in software [19, 
20, 23, 24]. Since software engineers usually have limited 
knowledge about related field, they have to focus on 
analyzing obtained business process, and possibly neglect 
some uncertain factors. That is the reason why some 
software can not be applied in practice. On the other hand, 
it is usually difficult for users to express their demands 
accurately and completely without necessary hint.  

Therefore, more and more attention is paid on how to 
acquire requirement rapidly and accurately in software 
requirement engineering [2, 22, 24]. For example, 
acquisition of software requirements based on ontology 
[1] is one of hot topics, which focuses on inducing users 
to offer system information with normal situation 
examples. Since those examples are collected randomly, 
it is difficult to make sure that a group of situation 
examples can cover the whole system, and induce users 
to offer requirement information completely and exactly, 
therefore this method can not be applied generally. 

In this paper, we focus on applying intelligent methods 
to acquire software requirement specification 
automatically, which will make great difference in 
practice to avoid incomplete information and 
misunderstanding. In traditional planning research, we 
normally assume that action models with conditional 
effects and probabilistic effects could be built manually 
by experience, but in fact, it is difficult even for experts. 
It requires that experts not only should grasp logic of 
domain, but also have enough prior knowledge. Therefore, 
we propose an algorithm called Intelligent Planning based 
Requirement Analysis (IPRA) to learn action models with 
conditional effects and probabilistic effects and apply this 
algorithm to acquire software requirement automatically. 
Compared with previous action model learning 
algorithms, IPRA make the following contributions: (1) 
obtained action models by IPRA could have uncertain 
effects, including conditional effects and probabilistic 
effects. In practice, effects of actions are usually 
uncertain and conditional, with multiple possibilities; (2) 
state information of the planning traces could be 
incomplete. It is difficult to obtain complete state 
information in reality. IPRA can be applied with 
incomplete state information. 

The rest of this paper is organized as follows. In 
section 2, we introduce related work. In section 3 and 
section 4, we make problem definition and present the 
steps of algorithm IPRA in detail. In section 5, we 
construct experiments in four planning domains to 
estimate the error rates of learned action models by IPRA, 
and apply IPRA algorithm to acquire software 
requirement specification. In section 6, we summarize 
this paper and discuss our future works. 

II.  RELATED WORK 

Automated planning systems achieve goals by 
producing sequences of actions from given action models 
that are provided as input. In 1971, Fikes and Nils 
designed STRIPS system [3] to introduce definitions of 
STRIPS operators, which made significant difference in 
the research of automated planning. In 1991, Soderland 
and Weld [4] designed the first nonlinear planning system 
SNLP of the world. In 1996, Kautz [5] converted 
planning into SAT problem, which effectively solved 
partial planning problem and showed new direction of 
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automated planning. In 1995, Avrim and Merrick [6] 
designed the first graph planner system Graphplan to 
solve planning problem, and proposed concept of graph 
plan. In 1998, Malik proposed Plan Domain Definition 
Language (PDDL) [7], then PDDL gradually became a 
general standard of representing domain models and was 
applied broadly in international planning competitions. 

In recent ten years, researchers have proposed a series 
of planning algorithms to solve problems with uncertainty. 
Planning problems with uncertainty have become one of 
the most important research topics in artificial intelligent 
field. Artificial intelligence magazine organized a special 
version to introduce planning problems with uncertainty. 
As a direction of planning problem with uncertainty, 
probabilistic planning problems have contracted more 
and more attention. In international intelligent planning 
competition of 2004, researchers organized the first 
probabilistic planning competition. Younes and Littman 
[8] proposed PPDDL1.0 to solve probabilistic planning 
problems with uncertain effects and was applied in 
competition. 

Recently, researchers have proposed some algorithms 
to learn action models. According to whether state 
information is complete, these algorithms could be 
divided into two parts. Some algorithms are, to learn 
action models from plan races with complete state 
information [9-16], which means for each action, we 
obtain the state information before and after it happens in 
advance, and then learn preconditions and effects of 
action model by statistics and reasoning. Gil et al. [9] 
build EXPO system, bootstraped by an incomplete 
STRIPS-like domain description with the rest being filled 
in through experience. Oates et al. [10] use a general 
classification system to learn preconditions and effects of 
actions. Schmill et al. [11] learn action models by 
approximate computation in relative domains. Wang et 
al.[12] propose an approach to learn action model 
automatically by observing planning traces and refine the 
operators through practice in a learning-by-doing 
paradigm. Pasula et al. [13, 14] present how to learn 
stochastic action models without conditional effects. 
Holmes et al. [15] model synthetic items based on 
experience to build action models. Walsh et al. [16] 
propose an efficient algorithm to learn action models for 
describing Web services. 

III.  PROBLEM DESCRIPTION AND DEFINITION 

A STRIPS-like planning problem with conditional 
effects and probabilistic effects can be defined as a four-
tuple <S,s0,sg,O>, where S represents a set of states, and 
each state is a set of propositions; s0 represents the initial 
state and sg represents the goal state which is the final 
state following with a series of states transition, starting 
with initial state; O represents a set of action models with 
conditional effects and probabilistic effects. In this paper, 
we note O as a three-tuple <a, PRE, CPEFF>, where a 
represents an action schema with action name and 
parameters, PRE represents preconditions, CPEFF 
represents conditional effects and probabilistic effects. 

Normally, CPEFF can formally be expressed as 
<(pi1,ci,ei1)...(pij,ci,eij)…(pin,ci,ein)>, where ci represents 
the ith condition composed of literal and conditions 
ci )1( ki ≤≤ are mutually exclusive, the corresponding jth 

effect is represented by eij with probability pij, which is a 

conjunction of literal and ∑
=

≥=
n

j
iji ,pp

j
1

01 .In the case 

when condition ci is empty, conditional effects are exactly 
equal to probabilistic effects. If preconditions of an action 
are satisfied in state s, then the action can be applied in 
state s, and its effects can be selected according to 
conditions and probabilities. A possible action sequence 
is denoted as <a1,a2,…,an>, transferring from initial state 
s0 to goal state sg. Furthermore, we call 
(s0,a1,s1,a2,…,sn,an,sg) as a planning trace, where the 
middle state si might be null, and ai  represents action 
schema. 

Action model learning with conditional effects and 
probabilistic effects can be described as follows. Given 
planning traces set T, propositions set P as input, 
algorithm IPRA outputs all the action models with 
conditional effects and probabilistic effects in A. We 
show an example of action model learning with 
conditional effects and probabilistic effects in Table 1, 
which is is chosen from the domain slippery-gripper, an 
indeterminate planning domain. 

 
TABLE I  

AN EXAMPLE INPUT IN IP  RA 
Input:Predicates P 

(block ?b) (gripper ?g) (gripper-dry ?g) (holding-block ?b)  
(block-painted ?b) (gripper-clean ?g) 

Input:Action Schemas A 
(pickup ?b ?g) (dry ?g) (paint ?b ?g) 

Input:Plan Traces T 
 Trace 1 Trace 2 Trace 3 

Initial 
state 

(gripper G) 
(block B) 
(gripper-clean 
G) 
(gripper-dry G) 

(gripper G) 
(block B) 
(gripper-

clean) 

(gripper G) 
(block B) 

(gripper-clean) 

Action 1 (paint B G) (pickup B G) (pickup B G) 
Observ 1  not(holding-

block B) 
(holding-block 

B) 
Action 2 (pickup B G) (dry G) (paint B G) 
Observ 2    
Action 3  (pickup B G)  
Observ 3    
Action 4  (paint G)  

Goal state (gripper-clean 
G) 

(holding-block 
B) 

(block-painted 
B) 

not(gripper-
clean G) 
(holding-
block B) 
(block-
painted B) 

(gripper-clean 
G) 
(holding-block 
B) 

(block-painted 
B) 

IV.  FRAMEWORK OF ALGORITHM IPRA 

The motivation of our algorithm IPRA is to transform 
the action model learning problem into weights learning 
problem in MLNs, and obtain action models with 
conditional effects and probabilistic effects. The 
frameworks of algorithm IPRA is shown as following: (1) 
Encode each plan trace as a set of propositions; (2) 
Generate candidate formulas, using A and P; (3) Apply 
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MLNs to learn weights of all the candidate formulas; (4) 
Choose some of candidate formulas according to given 
threshold, and convert weighted candidate formulas to 
action models with conditional effects and probabilistic 
effects as output. In the following subsections, we will 
show a detailed description of each step of the algorithm 
IPRA. 

A.  Encode Plan Traces 
In the first step of algorithm IPRA, we encode all the 

plan traces as a set of proposition databases DBs with 
plan traces T as input. Firstly, we use propositions to 
represent each state of plan traces. For example, consider 
domain slippery-gripper in table 1, which includes two 
objects B and G. Present state s1, describing that B is a 
block, G is a gripper, and G is clean, can be represented 
as (block B s1) ∧ (gripper G s1) ∧ (gripper-clean G s1). 
Secondly, we can consider an action as transition of states, 
then action can be encoded as the conjunction of 
propositions. For example, the action (pickup B G s1) in 
table 1 can be treated as transition from the state (block B 
s1) ∧ (gripper G s1) ∧ (gripper-clean G s1) to the state 
(holding-block B s2), then the action (pickup B G s1) can 
be encoded as: (block B s1) ∧ (gripper G s1) ∧ (gripper-
clean G s1) ∧ (pickup B G s1) ∧ (holding-block B s2). 

According to the above method, we can encode each 
plan trace into a conjunction of grounded literals, and 
then convert them into a database(DB), where each record 
in a DB is a ground literal, and records are related as 
conjunction. For the sake of simplicity, we use i to denote 
the state symbol si. As an example, we encode the plan 
traces in Table 1 as database, and the results are shown in 
Table 2. In the paper, we make open world assumption, 
which means the grounded literal not shown in Table 2 is 
considered as unknown. 

TABLE II 
ENCODINGS OF PLAN TRACES AS DATABASES 

DB1 DB2 DB3 
(gripper G 0) 
(block B 0) 
(gripper-clean G 
0) 
(gripper-dry G 0) 
(paint B G 0) 
(pickup B G 1) 
(gripper-clean G 
2) 
(holding-block B 
2) 
(block-painted B 
2) 

(gripper G 0) 
(block B 0) 
(gripper-clean G 0) 
(pickup B G 0) 
not(holding-block B 
1) 
(dry G 1) 
(pickup B G 2) 
(paint G 3) 
not(gripper-clean G 
4) 
(holding-block B 4) 
(block-painted B 4) 

(gripper G 0) 
(block B 0) 
(gripper-clean G 0) 
(pickup B G 0) 
(holding-block B 1) 
(paint B G 1) 
not(gripper-cleanG 
2) 
(holding-block B 2) 
(block-painted B 2) 

 

B.  Generate Candidate Formulas 
In STRIPS model, if a predicate is a negative effect of 

an action, then the predicate should be a precondition of 
the action; and a predicate can not be both positive effect 
and negative effect of an action. Considering the two 
characteristics, we describe an action model in two parts: 

(1) Preconditions. If predicate p is a precondition of 
action a, then p must be satisfied when the action a is 
executed, which can be described formally as: 

       ( ) ,i),yp(,ix,ay,xi, →∀              (1) 

where ,x y are parameters, and i is the state symbol. In 
formula (1), since ( ),iyp is a necessary condition, not a 
sufficient condition, we choose ( ),iyp from candidate 
formulas with weights bigger than some threshold as 
preconditions in action model. 

(2) Conditional effects. If predicate p is a positive 
effect of action a with condition c, then p should be 
added to the next state after the action a when condition c 
is satisfied, which can be described formally as: 

    ( ) ,i)z)^c(,iy,i)^p(yp(,ix,ay,xi, 1+→∀             (2) 
where ,x ,y z are parameters, and i is the state symbol.  

If predicate q is a negative effect of action a with 
condition c, then q is satisfied when a is executing and 
condition c is satisfied, but not satisfied after action a, 
which can be described formally as: 

  ( ) ,i)zc(,iyq,i)yq(,i)x,a(y,xi, ∧+¬∧→∀ 1    (3) 
where ,x ,y z are parameters, and i is the state symbol. 

Similarly, suppose action a has a positive effect p and 
a negative effect q with condition c, then it can be 
described formally as  

( ) ( )
1

                         1

i, x, y,a(x,i) p(y,i) p(y,i )

q(y,i) q y,i c z,i

∀ → ¬ ∧ + ∧

∧ ¬ + ∧
  (4) 

where ,x ,y z are parameters, and i is the state symbol, 
which means that effects of an action can be described as 
conjunction of some atomic formulas. 

Applying formula (1) and (4), we can acquire 
candidate formulas of preconditions and conditional 
effects. For example, in slippery-gripper domain, 
candidate formulas of preconditions and conditional 
effects of action pickup are shown in Table 3 and Table 4. 

TABLE III  
CANDIDATE FORMULAS OF PRECONDITIONS BY (1) 

ID Formulas 
1 i)g(gripperi )gbkupi,b,g,(pic →∀  
2 i)b(blocki)gbkupi,b,g,(pic →∀  
3 i)gry(gripper-di)gbkupi,b,g,(pic →∀  
4 i)block(holding-bi)gbkupi,b,g,(pic →∀  

TABLE IV  
CANDIDATE FORMULAS OF CONDITIONAL EFFECTS BY (4) 

ID Formulas 
1 

)ibg-blocki)^(holdinblock(holding-b^
i)gry(gripper-di)gbpi.b.(picku

1+¬
→∀

 

2 

)iblock(holding-bi)^bblock^(holding-
i)gry(gripper-di)gbpi.b.(picku

1+¬
→∀

 

3 

)ibg-blocki)^(holdinblock(holding-b^
i)gry(gripper-di)gbpi.b.(picku

1+¬
¬→∀

 

4 

)iblock(holding-bi)^bblock^(holding-
i)gry(gripper-di)gbpi.b.(picku

1+¬
¬→∀

 

5 

)igry(gripper-di)^gdry^(gripper-
i)block(holding-bi)gbpi.b.(picku

1+¬
→∀

 

... ... 

C.  Learn Weights of Candidate Formulas 
According to reference [17], Markov Logic 

Networks L consists of a set of pairs ( )ii ,ωF , where iF is a 
formula in first-order logic and iω is a real number. With a 
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finite set of constants { }n,c,,ccC 21= , it defines a Markov 
network L,CM as following steps: (1) L,CM contains one 
binary node for each possible grounding of each predicate 
appearing in L .The value of the node is 1, if the 
grounded predicate is true, and 0 otherwise; (2) 

L,CM contains one feature for each possible grounding of 
each formula iF in L . The value of this feature is 1 if the 
ground formula is true, and 0 otherwise. The weight of 
the feature is iω associated with iF in L . 

We apply Alchemy system [18] to learn weights of 
candidate formulas, by using weighted optimized pseudo 
log-likelihood. For each atomic formula, if it appears in 
DBs, then it corresponds to 1=ix , otherwise 0. As 
mentioned in step 2, we can obtain the candidate 
formulas of preconditions and effects of actions by (1), 
(4), then learn weights of all the candidate formulas by 
MLNs. For example, the weights of candidate formulas in 
Table 3 and 4, are shown in Table 5 and Table 6. 

TABLE V 
WEIGHTS OF CANDIDATE FORMULAS FOR PRECONDITIONS 

ID Weights Formulas 
1 0.3 i,b, g,(pickup b g i )

(gripper g i)
∀
→  

2 0.5 i,b, g,(pickup b g i)
(block b i)

∀
→  

3 -0.4 i,b, g,(pickup b g i)
(gripper - dry g i)

∀
→  

4 -0.2 i,b, g,(pickup b g i)
(holding - block b i)

∀
→  

TABLE VI  
WEIGHTS OF CANDIDATE FORMULAS FOR EFFECTS 

ID Weights Formulas 
1 0.77 

1
i.b.(pickup b g i) (gripper - dry g i)

^ (holding - block b i) ^ (holding - block b i )
∀ →

¬ +

 
2 0.12 

)iblock(holding-bi)^bblock^(holding-
i)gry(gripper-di)gbpi.b.(picku

1+¬
→∀

3 0.44 
)ibg-blocki)^(holdinblock(holding-b^

i)gry(gripper-di)gbpi.b.(picku
1+¬

¬→∀

4 0.47 

)iblock(holding-bi)^bblock^(holding-
i)gry(gripper-di)gbpi.b.(picku

1+¬
¬→∀

 
5 -0.3 

)igry(gripper-di)^gdry^(gripper-
i)block(holding-bi)gbpi.b.(picku

1+¬
→∀  

... ... ... 
 

D.  Obtain Action Model  
In the candidate formulas of preconditions, we choose 

those formulas with weights bigger than some threshold 
as a set and convert the set into the preconditions of 
action model. Similarly, we can choose some candidate 
formulas of conditional effects and calculate their 
corresponding probabilities. Finally, we can obtain action 
model with probabilistic conditional effects. Weight of a 
formula in MLNs reflects the level of truth, which means 
the higher weight, the more formulas with true value after 
instantiation. At the beginning, we need to decide a 

threshold of the weights. For example, we set the 
threshold to be 0, then we can choose all the formulas 
with weights bigger than 0 in Table 7, as shown below.  

i,b,g,(pickup b g i ) (gripper g i)
i,b,g,(pickup b g i) (block b i)

∀ →⎧
⎨∀ →⎩  

Therefore, predicates i)b(blocki),g(gripper are the 
preconditions of action i)b(pickup . 

Similarly, we choose those formulas under the same 
condition, with weights bigger than 0 in Table 6, and 
calculate their corresponding probabilities, then we can 
acquire the action model of i)b(pickup with 
probabilistic and conditional effects as shown in Table 7. 

TABLE VII 
THE ACQUIRED ACTION MODEL 

Action pickup(?b ?g) 
Preconditions block(?b), gripper(?g) 
Probabilistic 
conditional 
effects: 

<(0.87 (gripper-dry ?g) (and (holding-block ?b))), 
 (0.13(gripper-dry?g) 
(and(not(holdingblock ?b)))) > 
 <(0.48(not(gripper-dry?g))(and(holdingblock? 
b))), (0.52 (not (gripper-dry ?g)) (and(not(holding-
block ?b))))> 

V.  EXPERIMENTS EVALUATION 

A.  Datasets and Evaluation Criteria 
To evaluate the algorithm IPRA, we collected plan 

traces from the following planning domains: slippery-
gripper, blocks-world, zenotravel, logistics-strips. These 
domains have the characteristics we need to evaluate in 
IPRA algorithm: all the four domains have uncertain 
effects. Using probabilistic planner Probabilistic-FF, we 
generated 20-100 planning traces from the three domains, 
as training data of learning action models with 
probabilistic effects. We consider the given action models 
in the above web-page as correct ones, and then use the 
correct action models to evaluate the error rates of 
learned action models.  

We define the error rates of our algorithm as follows: 
(1) Error rates of preconditions: let the number of all 

the possible preconditions in action models be preN ,the set 
of preconditions of learned action models be preT′ ,and the 
set of preconditions of correct action models be preT ′′ .If a 
precondition belongs to preT′ , not preT ′′ , then the number of 
errors in preconditions denoted by preE ,adds one; 
similarly if a precondition belongs 
to preT ′′ ,not preT′ , preE adds one. Then the number of errors in 
preconditions can be expressed 
as preprepreprepre TTTTn ′′′−′′′= ∩∪ .Thus error rate of 

preconditions can be calculated as
pre

pre
pre N

n
P = . 

(2) Error rates of effects: since the learned action 
models have probabilistic effects, then we calculate the 
error rates of effects in a different method. Suppose for 
action a, the correct action model with probabilistic 
effects has m effects, and the corresponding probability 
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is mi,1pi ≤≤ ,and ∑
=

=
m

1i
i 1p .Suppose the learned action 

model has n effects, and the corresponding probability 

is nj,1q j ≤≤ ,and∑
=

=
n

1j
j 1q . We compare the ith effect ie in 

the correct action model with the jth effect jf in the 
learned one. Let the number of atomic formulas 
belonging to ie , not to jf ,be missn ; let the number of atomic 
formulas belonging to jf , not to ie ,be extran .The number of 
errors is denoted by extramissij nnn += .Therefore, we can 
calculate the average number of errors of action a 

as ∑ ∑
= =

=
m

1i

n

1j
jijieffect qnpn .Let the number of possible errors 

be effectN ,then the error rate of action a can be calculated 

as
effect

effect
effect N

nP = . 

Furthermore, for action a, the error rate of action 
model with probabilistic effects can be defined 

as ( ) ( )effectpre PP
2
1aR += .Here we assume that the error rates 

of preconditions and effects were equally important, and 
the range of error rate ( ) [ ]0,1aR ∈ .Moreover, the error rate 
of all the action models A in a domain is defined 

as ( ) ( )∑
∈

=
Aa

aR
A
1AR ,where A is the number of A's 

elements. 

B.  Accuracy and the Observed Intermediate States 
To simulate partial observation between two actions in 

a plan trace, from the plan traces, we randomly select 
observed states with specific percentage of observations 
1/5, 1/4, 1/3, 1/2, 1. For each percentage value, e.g. 1/3, 
we randomly select an observation within three 
consecutive states in a plan trace. We run the selection 
process three times. IPRA generates learned action 
models each time, and meanwhile error rates are 
calculated. Finally, we calculate an average error rate on 
the plan traces. The results of these tests are shown in 
Figure 1. 

 

(a) Threhold t = 0.5 
 

 
 
 

(b) Threhold t = 0.01 

(c) Threhold t = 0.5 

(d) Threhold t = 0.001 

Figure 1. Error Rates of Learned Action Models in Different 
Domains 

Figure 1 shows the performance of the IPRA algorithm 
with respect to different threshold values t  used to select 
the candidate formulas, which are set to be 0.001, 0.01, 
0.1 and 0.5, respectively. From the results, we find that 
error rate is sensitive to the choice of threshold. Generally, 
thresholds shall not be set to be extremely smaller or 
bigger. A bigger threshold will miss out some useful 
formulas, meanwhile a smaller threshold will cover some 
formulas with noise. From these experiments, it is shown 
that when the threshold is set to be 0.1, the mean average 
accuracy is optimal. Furthermore, the error bars 
representing the confidence intervals, show that our 
algorithm performance is stable. 

The result also shows the relationship between the 
accuracy of learned model and percentage of observed 

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2865

© 2014 ACADEMY PUBLISHER



intermediate states. In most cases, the more observations 
we have, the lower the error rate will be, which is 
consistent with our intuition. However, there are some 
cases, e.g., when threshold t is set to be 0.5, and there are 
only 1/4 of the states observed, the error rate is lower 
than the case when 1/3 of the states are given. These 
cases are not consistent with our intuition, but they are 
possible, since when more observations are obtained, the 
weights of their corresponding formulas go up and the 
weights of other formulas may go down in the whole 
learning process. Thus, if the threshold t is still set to be 
0.5, some formulas which were chosen before are missed 
out, and the error rate will be higher. Thus, we conclude 
that in these cases, we need to reduce the value of the 
threshold correspondingly to make the error rate lower. 

When threshold is set to 0.1, comparing the error rates 
of the four domains, it is obviously observed that the 
error rate of more complicated domain (with more 
predicates and actions) is generally higher than that of 
other domains, while with the increase of the number of 
plan traces, the error rate will decrease to about 10%. The 
reason is that in those complicated domains, a large 
number of predicates and actions will result in more 
candidate formulas of preconditions and conditional 
effects. In this case, if we don’t have enough number of 
plan traces, then the noise in the experimental result will 
be quite serious. Therefore, in those complicated plan 
domains, the number of plan traces should be at least 100. 

C.  Plan Traces in Action-model Learning 
To see how error rate are affected by the number of 

plan traces, we used different number of plan traces as the 
training data to evaluate the performance. In experiments, 
we assume that each plan trace had 1/5of fully observed 
intermediate states. These observed states were randomly 
selected. The process of generating state observations is 
repeated five times, where each time an error rate is 
generated under different selections. Figure 2 shows that 
error rates are affected by the number of given plan traces. 

 

 
(a) Slippery-griper domain 

 
(b) Blocks world domain 

 
(c) Logistics-strips domain 

 
(d) Zenotravel domain 

Figure 2. Error Rates of different Number of Plan Traces (Observed 
Intermediate States is 1/5) 

Generally, error rate decreases when the number of 
plan traces increase. When the number of plan traces is 
smaller, the error rate is higher. When the number of plan 
traces increases to some extent, the error rate decreases 
rapidly, but eventually it goes down slowly. It means that 
the difference between learned action models and correct 
ones is obvious when information is limited, but the 
difference will decrease when enough information is 
available. It can be speculated that learned action models 
will be approximate to correct ones, when enough 
number of plan traces is available. 

When threshold is set to 0.1, comparing the error rates 
in the four domains, it is obviously observed that the error 
rate of the more complex domain (with more predicates 
and actions) is generally higher than the others. With the 
increase of the number of plan traces, the error rate will 
decrease to lower than 10%. The reason is that in those 
complex domains, a large number of predicates and 
actions will result in more candidate formulas of 
preconditions and effects. In this case, if we have not 
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enough number of plan traces, then the noise in the 
experimental result will be quite serious. Therefore, in 
those complicated plan domains, the number of plan 
traces will be more than 100. 

VI.  CONCLUSION 

In this paper, we adopt methods of automated planning 
and machine learning to translate software requirements 
into partial planning domain, formally described by 
PDDL language. Then we build up an action model 
learning algorithm to obtain complete planning domain 
and requirements specification. The proposed method can 
be used to acquire software requirement automatically. In 
future, we are planning to improve IPRA algorithm to 
apply it in the problem of system re-configuration at 
runtime.  
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Abstract—To improve the efficiency of software testing, a 
model-driven method is proposed to automatically generate 
test cases from UML design model. In it, PITCs 
(platform-independent test cases) are generated first from a 
UML design model. And then, according to the predefined 
rules, a process is implemented to transform PITCs into the 
corresponding PSTCs (platform-specific test cases). The 
experiment and comparison had showed that the method 
proposed in this paper was easier to be understood and 
implemented by users to generate test cases than the ones 
existed.  
 
Index Terms—software testing, test case, PITC, PSTC, 
transformation rule 
 

I. INTRODUCTION 

Testing is one of key steps in software development 
and even runs through the whole software lifecycle. And 
now, it is regarded as one of the most important and 
effective ways to improve the quality of software by 
trying to find the potential faults that may exist in source 
codes. The first step of implementing it is to design and 
generate test cases, a set of data generally including input 
and the expected output that satisfy the design or testing 
requirements of SUT (system under test).  

In recent decades, UML has been one of the most 
popular design tools widely used in some key 
subprocesses of software lifecycle, especially design and 
testing. So, UML based testing has already been paid 

more attention by researchers from both academia and 
industry. UML models, however, are generally in the 
form of diagrams, so it is very hard to directly generate 
test cases from them. One approach adopted to deal with 
it was to create the corresponding test models from UML 
design ones, from which test cases were generated. A 
specification, UML2.0 test profile, had also been released 
by OMG in 2004[1] to support this model-based testing. 
And on the basis of it and the methodology of MDD 
(model driven development), model-riven testing were 
also widely researched [2]. One of the advantages of this 
method is to provide a good way to automatically 
generate test cases through model transformation.  

Model-riven testing, however, is also a challenge for 
testers due to some reasons, one of which is that how the 
input space of SUT is to be defined and then from which 
the appropriate testing data are selected to form test cases. 
This is one of the important factors to influence that 
whether test cases can automatically be generated or not. 
And this problem can also cause that a test case would 
usually be defined as a form, in most methods existed, 
being different from that of the executable one with the 
real input/expected output data used in practical testing. 
Obviously, all these can make the process of test case 
generation low efficiency and time consuming. So, 
research on automated test case generation from UML 
models is necessary and very worthy of doing. More 
attention had also been paid to it in academia and 
industry and some achievements had been obtained in 
recent years [3]. 

In this paper, one model-driven method was proposed 
to generate software test cases, the executable ones, from 
a UML design model. And state diagram was selected in 
a case given in section V below. The idea of this method 
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originated from MDD, in which object source codes were 
automatically generated by model transformation from 
UML design models. The basic process to implement it 
was that PITCs were generated from a UML design 
model, PIM (platform independent model), and then data 
mapping rules from PITC to PSTC were defined to guide 
the PSTCs generation from the corresponding PITCs. 

The remainder of this paper is organized as follows. In 
section II, some concepts such as PITC, PSTC and 
transformation from PITC to PSTC etc. are defined. In 
section III, the processes including PITC generation, 
PITC-to-PSTC transformation and PSTC generation are 
described respectively. In section IV, a case is given to 
show the whole PITC-to-PSTC process. In section V, the 
method is analyzed and compared to some related ones 
from two perspectives. And the conclusions are given in 
section VI. 

II. SOME CONCEPTS 

A test case in software engineering is a set of 
conditions or variables under which a tester will 
determine whether an application, software system or one 
of its features is working as it was originally established 
for it to do. In this paper, a software test case is defined as 
follows: 

Definition 1: Test Case (TC). A test case is a 3-tuples: 
(Id, InitState, Data), where: (1) the “Id” is an unique and 
numbered string assigned to each test case, and (2) the 
“InitState” is the current state of SUT, followed by the 
execution of the test case selected, and (3) the “Data” is a 
set in the form of {<ini, eouti>} in which the “ini” 
represents the input and the “eouti” the expected output.  

Note that: the data pair <ini, eouti> implements an 
atomic testing step. The “atomic” means that the <ini, 
eouti> is the minimum input-output data pair, that is, 
there are no other input or output data between the “ini” 
and the “eouti”. 

Definition 2: Platform-Independent Test Case (PITC). 
A PITC is a test case generated from system design 
model, in which all data including parameters’ types, 
values and syntax are not bound to any programming 
language such as JAVA or a platform specification such 
as .NET and JSP. For example, the following data string 
is a PITC being designed to verify the validity of user’s 
identity before he or she tries to login and enter a web 
system.  

(tc1, login page, < [name, password], main page of the 
system>) 

In the PITC tc1, the “login page” means the page 
loaded for users to login and also represents the current 
system state before the users’ account are entered. The 
“[name, password]” represents the user’s account as input. 
The “main page of the system” means the loaded page as 
output, that is, the new system state after the user’s name 
and password are entered and then submitted. As we can 
see, all data involved in tc1 are platform-independent. In 
this paper, this type of data is called as platform- 
independent data (PID), the form of data without definite 
values in a PIM.  

Definition 3: Platform-Specific Test Case (PSTC). A 

PSTC is the refined version of a PITC, in which all data 
involved are platform-specific and the syntax of them 
conforms to a specific programming language or platform 
specification. The following PSTC tc11 corresponding to 
the above PITC tc1 is given as follows:  

(tc11, UserLogin.jsp, < 
[“administrator”,”12@abMN67”], default.jsp >) 

Note that: the syntax of tc11 complies with the object 
specification JSP. In it, the NO. of test case, tc11, can be 
changed as required. The “UserLogin.jsp” is a JSP page 
that means the concrete login page of SUT. The pair 
“[‘administrator’,’12@abMN67’]” represents the login 
account including the user’s name and password. And the 
“default.jsp” represents the main page of SUT as 
expected output after a user’s account is verified to be 
true.  

From the definition 4 and 5 above, it can be seen that a 
PSTC can be executed manually but a PITC cannot. In 
this example, the syntax of all data in tc11 conforms to 
the platform specification JSP. The tc11 is also a test case 
that can be executed manually. And if required, it can 
further be transformed automatically into a script that can 
directly be executed by test tools. In this paper, this type 
of data is called as platform-specific data (PSD), the form 
of ones with definite values in a PSM (platform specific 
model). In MDD, a PSM is always transformed from a 
specific PIM.  

The figure 1 below shows the test case generation 
process marked with the directed real lines. And it 
consists of two subprocesses, one of which is the PITCs 
generation from PIM and the other is the PSTCs 
generation through the data transformation from the 
corresponding PITCs. 

 
Note that: in figure 1, the process “MT” means the 

model transformation from PIM to PSM, which is 
implemented according to the predefined rules. And this 
transformation process involves two subprocesses of 
refinements, logic structure or syntax and data object, 
from PIM to PSM. The process “DT” represents the 
refinement of data objects from PIM to PSM. So, DT is 
only one part of MT.  

The data object is defined as follows: 
Definition 4: Data Object (DO). A DO is an object with 

attributes that appears in test cases for SUT.  
In object-oriented methodology, an object usually 

consists of attributes and methods or functions. If an 
object appears in a test case, only the values assigned to 
the corresponding attributes of it are involved generally. 

MT-Model Transformation 
DT-Data Transformation 

PSM

PSTC

PIM 

PITC DT 

MT 

Figure 1 Model-driven test case generation 

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2869

© 2014 ACADEMY PUBLISHER



So, the DO is defined here just from the perspective of 
test cases, that is, only the attributes and their values of an 
object are focused and used.  

And in this paper, a DO has two forms, one of which is 
PIDO (platform independent data object) and the other 
PSDO (platform specific data object). The only difference 
between them is that PIDO is defined or used in PIM and 
the corresponding PSDO in PSM. Correspondingly, the 
attributes of a PIDO are named as PIA (platform 
independent attributes) and the ones of a PSDO as PSA 
(platform specific attributes). The states of a PIDO are 
called as PIS (platform independent states) and the ones 
of a PSDO as PSS (platform specific states). And all 
these terms are used in the following figure 2 and 
definition 5. 

For instance, in the PITC tc1 given above, two 
attribute parameters, name and password, together define 
a DO user account. The same DO user account is 
described in the form of [name, password] in tc1 and 
correspondingly, that in the form of 
[“administerator”,”12@abMN67”] in the PSTC tc11. 
Obviously, it shows that a PITC and all data objects in it 
are platform independent and a corresponding PSTC and 
all the same data objects in it platform specific. 

 
Definition 5: ⓣ. The ⓣ is defined as the operation 

of transforming a PITC into the corresponding PSTC (s).  
Because each attribute variable can be assigned to 

different values that may represent different states of a 
data object, the ⓣ implements a one-to-many function. 
That is, one PITC can be transformed into many PSTCs. 

One example is that each variable should be assigned at 
least to two constant values, the valid one accepted by 
SUT and the invalid one failed in SUT.  

The detailed process of transforming a PITC into the 
PSTC (s) was given in section III(C) below.  

In essence, the operation ⓣ implements the process 
of data refinement between PIM and PSM, in which only 
constant values from the data space of PSM are assigned 
to the corresponding attributes of PIDO in PIM. Because 
the ⓣ does not change the semantic of these attributes, 
it should keep the property preservation in this transform- 
ation from a PITC to the corresponding PSTCs. 

For example, the transformation from the PITC tc1 to 
the PSTC tc11 given above can be correspondingly 
described as the following table I. 

 

III. PITCS AND PSTCS GENERATION 

A.  Generating the Executable Paths 
A test case always corresponds to an executable path in 

SUT. In this paper, the approach to generating test cases 
is on the basis of UML design models such as activity 
and state diagram. So, in order to be retrieved easily, the 
UML diagram used must be described as a 
correspondingly directed graph. After that, all executable 
paths can be generated by retrieving this graph. And such 
a graph is named as UML Graph (UG).  

In the case given in section IV below, an UG was 
created from UML state diagram. In this UG, a node 
represents a system state and a directed edge a transfer 
between two adjoining states. 

Definition 5 Executable Path (EP). An EP is a path 
with one unique start node and one tail node in UG. 

In some cases, UG may involve loop. Generally, a loop 
appears in an executable path only zero and 1 time in the 
path coverage of software testing. So, before the 
graph-retrieved algorithm is implemented, this should be 
configured as a constraint condition.  

Note that: the graph-retrieved algorithm adopted in this 
paper is general and common to that we study in the 
course of data structure. 

In this paper, a set named as PATH, {p1, p2, p3, p4…}, 
is defined to store all executable paths generated and each 
pi in it corresponds to an executable path. A detailed case 
will be given in section V below. 

B.  PITCs Generation 
After the set PATH including all executable paths of 

SUT is generated, PITCs can be generated from it. In 

TABLE I  

AN EXAMPLE: TRANSFORMATION FROM PIDO TO PSDO 

DO PIDO in the PITC tc1 
PSDO in the PSTC 

tc11 

page login page UserLogin.jsp 

user account name, password 
“administrator”, 

”12@abMN67” 

page main page of the system default.jsp 

Transformation/r
efinement 

PIDO

Named Object 

PIA PIS 

1…1 

1…* 0…* 

1…1 

1…* 1…* 

{value domain} 

PSDO

Named Object 

PSS 

1…1 

1…* 0…* 

1…1 

1…* 1…* 

Instances 

1…* 
1…* 

value domain 
PSA 

*…* 
1…* 

Figure 2 Transformation from PIDO to PSDO 

2870 JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014

© 2014 ACADEMY PUBLISHER



order to complete this process, the contents of each node 
and edge of a path pi in PATH should be determined and 
given. And the following table II is defined to do it for 
providing the information needed. 

In such table, the state with input and output 
corresponding to each node is given clear. The table 
should be created in advance and the description of each 
item in it should be given accurately. The table is named 
as SET (state and event table). 

 
In table II above, the column State NO. corresponds to 

the NO. of each node in UG. The column Current state 
means the system state followed by the test case 
execution. The column Input represents the data that may 
be entered in the current state and Expected output the 
ones appeared in next system state. And the Input and 
Expected output together determine a corresponding data 
object. Exactly, each pair of the input and output required 
in a state of SUT is given manually by analyzing and 
determining the input boundary of each attribute of one 
data object. All input and excepted output are in the form 
of platform- independent data. 

The following process is given to implement PITCs 
generation from the PATH according to the table SET 
created in advance. And each executable path included in 
PATH is processed one by one. 
Step1: take the ith path pi from PATH, and then 

determine the initial state of the first node of pi. 
The initial state is the content of the column 
Current state in the table SET. 

Step2: determine the <inj, eoutj>, the input and expected 
output of the jth state node in the current path pi. 
Here, the inj is the content of the column input 
corresponding to the jth state in SET, and it may 
be null; the eoutj is the content of the column 
Expected output corresponding to the jth state in 
SET. 

Step3: continue to take the next adjoining node in the 
current path pi and then go to the Step2 until all 
nodes in pi have been processed eventually. Note 
that, the last node in each path pi is the end node 
of UG and that is marked with “END”. 

Step4: according to the processed order of each 
executable path in PATH, each PITC generated is 
numbered with a string, for example tc1, tc2…. 

The above process from step1 to step4 will be repeated 
until all executable paths in PATH have completely been 
transformed at last.  

A PITC generated according to the above process is 
not an executed test case because in it all attribute 
parameters involved are not assigned to concrete values 
that conform to a high programming language or platform 
specification. So, it must be transformed into the 
corresponding PSTC, one type of executable test case 
defined in this paper.  

C.  PSTCs Generation 
In this section, the work is just to identify all data 

objects and their input variables involved in each PITC 
and then choose appropriate values from the input space 
for all variables.  

The value space of an attribute variable generally 
consists of a valid subspace, in which values are expected 
to be accepted by SUT, and a failure one, in which values 
are invalid and expected to cause the SUT to produce 
some kind of failure response.  

To implement this process, the table PISDMT 
(platform independent-specific data mapping table) is 
defined in the form of the table III below which conforms 
to the figure 2 and Definition 5 given in section II. 
Exactly, the PISDMT is used to describe the information 
about PIDO and PSDO and the mapping relation between 
them, which is very essential for the generating process 
from PITCs to PSTCs. 

In Table III below, the column DO is used to identify 
each unique data object. The BSF (basic state feature) is 
to describe the state features, valid or invalid, of the value 
space of the current DO. The PSA refers to the platform 
specific counterpart of the current DO. The PSS (platform 
specification) is to describe the valid or invalid values 
assigned to the current DO under the final application 
platform. 

 
According to the contents of PISDMT, the detailed 

transformation process is defined as follows: 
PITC ⓣ PSTC ≡ PIDO: (PIA, PIS) ⓣ PSDO:(PSA, 

PSS） 
In it, the “≡” represents “being defined”. It means that 

the transformation process from a PITC to the 
corresponding PSTC(s) is equal to that from the PIAs and 
PISs of each PIDO in a PITC to the PSAs and PSSs of 
the corresponding PSDO in table PISDMT. In fact, it 
completes the process in which all variables in PITC are 
assigned to the concrete values that comply with the 
syntax of the final application platform determined.  

The main contents of a test case usually include the 
initial state and a set of data pair including input and 
expected output. For each part of it, one corresponding 
transformation rule is described as follows: 

(1) Transforming the initial state in a PITC into the one 
in a PSTC 

Rule1: the initial state transformation 
IF (∀PITC (∃do∈PITC.InitState Λ do==PISDMT.DO 

Λ ∃pss∈ PISDMT.PSS)) THEN 
 PITC.InitState.do← pss 
Here, the “←” represents “being replaced” and the “∈” 

“being included”. It means that if a data object do exists 
in the InitState of a PITC, the do is to be replaced by the 
corresponding data pss included in the current row of the 

TABLE III  

PLATFORM INDEPENDENT-SPECIFIC DATA MAPPING TABLE 

(PISDMT) 

DO BSF PSA Value Space PSS 

     

TABLE II   

THE STATE AND EVENT TABLE (SET) 

State NO. Current state Input Expected output
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table PISDMT. 
(2) Transforming the input and output in a PITC into 

the ones in a PSTC. 
Rule2: the input and output data transformation 
IF (∀PITC (∃do ∈ PITC.Data Λ do==PISDMT.DO Λ 

∃pss∈ PISDMT.PSS)) THEN 
 PITC.Data.do←pss 
It means that if a data object do exists in the <ini, outi> 

of a PITC, the do is to be replaced by the corresponding 
data pss included in current row of the table PISDMT. 

Note that: two points are very important for the 
PITC-to-PSTC transformation process and should be 
further elaborated as follows. 

(1) Correctness of TRs (transformation rules). TRs in 
the form of the above table-transformation process should 
keep consistent with the mapping relation showed in 
figure 2. And they implement the PIA-to-PSA 
transformation process for each data object. Because this 
process only assigns platform-specific values to the 
attributes of a data object but not changes the semantic of 
them, it holds the property preservation. That is, the 
semantic of an object in PIM/PITC cannot be changed 
and continues to be preserved in the corresponding 
PSM/PSTC.   

(2) Traceability of transformation process. According 
to figure 2 and table III above, between the platform 
-independent data and the corresponding platform 
-specific ones is one-to-many relation. And that is also 
the relation between a PITC and the corresponding PSTC 
(s). Therefore, the PITC can be traced uniquely from a 
PSTC. 

According to the transformation rules defined above, 
each PITC can be processed to be transformed into some 
PSTCs as follows: 
Step1: According to Rule1, take a PITC tci from the set 

PITCs, then replace the DO in PITC.InitState with 
the corresponding pss in PISDMT.PSS.  

Step2: Take the first data pair <in1,eout1> of tci, then 
replace the DO in <in1,eout1> with the 
corresponding pss in PISDMT.PSS. If the DO has 
many values in PISDMT.PSS, respectively 
generate a correspondingly new test case by using 
each pss to replace the DO until the PISDMT.PSS 
becomes empty. 

Step3: Go on to process next <inj, eoutj> of tci by 
replacing all DOs in it. And repeat Step2 until all 
input-output data pair has completely been 
processed at last. 

Step4: Go to Step1 to take and process next PITC tci+1 of 
the set PITCs, and repeat from Step1 to Step3 
until the set PITCs becomes empty. 

In the above process, the main work is to replace each 
DO in each PITC with all valid and invalid data, the 
corresponding value pss in PISDMT.PSS. After this 
process, the set PSTCs can be generated and test cases in 
it can be executed manually.  

IV. A CASE STUDY: STATE DIAGRAM-BASED UNIT TEST 
CASE GENERATION 

The following case is about a subsystem “power plan 

for approval” which can be used to online submit the 
power quantity for next month to the administration and 
apply for approval. 
Step1: Create the directed graph for retrieval from the 

state diagram of the subsystem “power plan for 
approval”, seen in figure 3 (b) below. Note that: 
each event in figure 3(a) is to be viewed as one 
part of the input of one source state node 
corresponding to it. In this abbreviated graph, the 
st0 corresponds to the start node in state diagram 
and the stf the unique end node. 

 
Step2: Retrieve the graph in figure 3(b) to generate all 

executable paths, a set PATH, of the subsystem. 
The set PATH is {p1, p2, p3, p4}, where:  

(b) The corresponding graph for retrieval 

st0 

st1 

st2 

st3 

st4 

stf 

e3: submit 

e1: click “plan for 
approval” 

e2: click 
“approval 

state0: page to 
show new plan 

state2: page to enter 
“quantity required” 

e4: submit 

state3: page to show 
“invalid value”

e5: return 

state4: page 
without new 

plan 

e11: click “plan for 
approval” 

e12: return 

e3: submit 

(a) State diagram of the subsystem “power plan for 
approval” 

Figure 3 A case: state diagram and the corresponding directed 

graph from it 
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p1= (st0, st1, st2, st1, st2, st4, stf) // Check and 
approve two plans continually, that is, including 
the loop path one time between st1 and st2. 
p2= (st0, st1, st2, st4, stf) // no loop between st1 and 
st2. 
p3= (st0, st1, st2, st3, st2, st4, stf) // loop one time 
between st2 and st3. 
p4= (st0, st4, stf) // no new plan for approval. 

Step3: define the state and event table (SET) as table IV 
below, and then, according to it and the PATH 
generated in step2 above, implement the process 
given in section III(B) to generate the 
corresponding set PITCs. 

The PITCs generated for this case is the set {tc1, tc2, 
tc3, tc4}, where 

(tc1, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
Valid quantity and click “submit”, page to show new 
plans >, < Click “approval”, page to enter “quantity 
required”>, <enter Valid quantity and click “submit”, 
page without new plans >, < Click “Return”, Initial 
system page >}); 

(tc2, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
Valid quantity and click “submit”, page without new 
plans >, < Click “Return”, Initial system page >}); 

(tc3, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
Invalid quantity and click “submit”, Page to show 
“Invalid value”>, < Click “approval”, page to enter 
“quantity required”>, <enter Valid quantity and click 
“submit”, page without new plans >, < Click “Return”, 
Initial system page >}); // given that the maximum is 
1000, so 1001 is an invalid number. 

 
 (tc4, Initial system page, {< Click “check and 

approve”, page without new plans >, < Click “Return”, 
Initial system page >}). 
Step4: define the table PISDMT. According to definition 

4 given in section II, a data object is one with 
attributes that determine the input space of SUT. 
The table PISDMT for the subsystem “power plan 
for approval” can refer to Table V defined below. 

 
Step5: on the basis of PISDMT, generate the set PSTCs 

from the set PITCs according to the process given 
in the subsection C of the former section III. 

Note that: in this paper, the concrete values assigned to 
one corresponding attribute variable of a data object can 
be manually defined in advance after the table PISDMT 
is created. Of course, they can also be generated 
temporarily according to the value space but this can 

TABLE V  

PISDMT FOR THE SUBSYSTEM “POWER PLAN FOR APPROVAL” 

DO BS PSA 
Values 

space 
PSS 

quantity valid 
Valid 

quantity 
[0,1000] 50/150/1000 

quantity invalid
Invalid 

quantity 

(1000,+∞)/(

-∞,0) 
1001/-1/sgh123

TABLE IV  

THE STATE AND EVENT TABLE (SET) 

State 

NO.
Current state Input Expected output 

st0 
Initial system 

page 

Click “check 

and approve” 

page to show new 

plans 

st0 
Initial system 

page 

Click “check 

and approve” 

page without new 

plan 

st1 
page to show 

new plans 

Click 

“approval” 

page to enter 

“quantity required” 

st2 

page to enter 

“quantity 

required” 

Valid quantity, 

click”submit” 

page to show new 

plans 

st2 

page to enter 

“quantity 

required” 

Valid quantity, 

click”submit” 

page without new 

plans 

st2 

page to enter 

“quantity 

required” 

Invalid 

quantity, 

click”submit” 

Page to show 

“Invalid value” 

st3 
Page to show 

“Invalid value” 

Click 

“Return” 

page to enter 

“quantity required” 

st4 
page without new 

plan 

Click 

“Return” 
Initial system page 
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cause some performance problems such as time 
consuming. Generally, all valid values for data objects 
can be included a test case named as a success one. And 
each invalid value outside of the input space should 
individually correspond to a test case called as a failure 
one. So, the following set PSTCs generated in this case 
includes 6 executed test cases, and that is a set {tc1, tc2, 
tc3, tc4, tc5, tc6 }, where 

(tc1, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
“50” and click “submit”, page to show new plans >, < 
Click “approval”, page to enter “quantity required”>, 
<enter “150” and click “submit”, page without new 
plans >, < Click “Return”, Initial system page >}); 
//continue to check and approve two plans 

(tc2, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
“50” and click “submit”, page without new plans >, < 
Click “Return”, Initial system page >}); //only check and 
approve two plans 

(tc3, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
“1001” and click “submit”, Page to show “Invalid 
value”>, < Click “approval”, page to enter “quantity 
required”>, <enter “150” and click “submit”, page 
without new plans >, < Click “Return”, Initial system 
page >}); // given that the maximum is 1000, so 1001 is 
an invalid number. 

(tc4, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
“-1” and click “submit”, Page to show “Invalid value”>, 
< Click “approval”, page to enter “quantity required”>, 
<enter “1000” and click “submit”, page without new 
plans >, < Click “Return”, Initial system page >}); // 
given that the maximum is 0, so -1 is an invalid number. 

(tc5, Initial system page, {< Click “check and 
approve”, page to show new plans >, < Click 
“approval”, page to enter “quantity required”>, <enter 
“sgh123” and click “submit”, Page to show “Invalid 
value”>, < Click “approval”, page to enter “quantity 
required”>, <enter “50” and click “submit”, page 
without new plans >, < Click “Return”, Initial system 
page >}); // given that the value is only a number 
between 0 and 1000, so a string including letter is invalid. 

(tc6, Initial system page, {< Click “check and 
approve”, page without new plans >, < Click “Return”, 
Initial system page >}). // have no plan for approval 

V. EXPERIMENTS AND ANALYSIS 

A.Z. Javed etc. [4] proposed an approach to model- 
driven component testing. According to it, the 
meta-models corresponding to PIM and PSM and the 
transformation rules from PIM to PSM ware defined 

respectively, and then the process to generate test cases 
was implemented on the basis of them. But in [4], only an 
idea was given and the detailed implementing method 

was absent. Moreover, it “generates” test cases through 
PIM and PSM and the transformation rules between them. 
This was also different from the method proposed in this 
paper, in which test cases were generated by the means of 
transformation from PITC to PSTC. 

Another approach to implementing model-driven 
testing was to create test models corresponding to PIM 
and PSM respectively and then to define the 
transformation rules between elements of them. This way 
is also adopted by most researchers [2] [5]-[11]. UML 2.0 test 
profile had also been released as a specification by OMG 
in 2004. Being different from these methods proposed, 
the one in this paper was to generate test cases through 
creating meta-models of platform-independent data and 
platform-specific one and the mapping relationship 
between them. The mapping and transformation rules in it 
were defined in the form of relation table, which made 
the process of test case generation easy to be understood 
and implemented by users. For instance, all data involved 
it can easily be handled by database or other forms. 

Tcases [12] is an open-source tool for black-box test 
case generation. With Tcases, users can define the input 
space for the SUT and the level of coverage that they 
want. Then Tcases can generate a minimal set of test 
cases that meets testing requirements. Tcases was guided 
by the coverage of the input space of SUT. In Tcases, the 
input space and the functions of SUT were defined and 
described in two individual XML files respectively. It 
used input values to generate two types of test cases — 
"success" cases, which use only valid values for all 
variables, and "failure" cases, which use a failure value 
for exactly one variable.  

PItoPSTcases is a simple tool to generate test cases, 
which implements the method proposed in this paper. It 
was developed by our team using Eclipse (SDK 3.7). In it, 
all related tables were described in the form of databases 
of SQL Server. The architecture of PItoPSTcases is 
illustrated in the figure 4 below. 

The main differences between two tools are listed in 
the table VI below. According to the content of it, the 
input space and functions of SUT must be created in the 
form of XML file respectively before Tcases runs. And 
the functions here are used to describe the logic of SUT. 

But, for PItoPSTcases, only data object and the 
mapping relation between PIDO and PSDO are to be 
described as tables, and the logic of SUT can directly be 
obtained from the selected UML design model and the 
graph form it. So, on the basis of the table SET and 
PISDMT created in advance, it can generate the executed 
test cases, PSTCs. The values of an attribute variable 
were selected and configured manually in the form of 
table. To some extent, this improves the accurateness of 
test cases generated. Additionally, the section of input 
data is also easier to be implemented than that in Tcases. 
However, the accurateness of test cases generated by 
using Tcases are heavily dependent on that of XML files, 
in which all variables and the conditions or constraints 
related to them must be recorded accurately. 
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TABLE VI  

DIFFERENCES BETWEEN TCASES AND PITOPSTCASES 

Comparison 

item 
Tcases PItoPSTcases 

model type XML file UML/graph from UML 

Input 

(1)Xml for input 

space of SUT 

(2)Xml for functions 

of SUT 

(1)Table for describing 

data objects 

(2)Table for the mapping 

from PITC to PSTC 

Output Xml for test cases 
Table(Text string) for test 

cases 

Other tools given in some researches were to generate 
test cases just by selecting data from the input and output 
space in a random way. This can also make users face the 
problem that the selected data cannot satisfy the testing 
requirements well. 

Both Tcases and PItoPSTcases were implemented at 
the same environments as follows: (1) OS: windows 7 
core 64; (2) hardware: 10 computers with CPU (Intel(R) 
Core (TM) i5-3320M, 2.60GHz) and RAM 8GB. 

Two fragments of screen shot of their output are 
respectively given in the following figure 5 and figure 6. 

 

 
The following figure 7 showed that two tools, Tcases 

and PItoPSTcases, were respectively compared, from two 
perspectives, the average time (run 10 times) spent to 
create the input and the one spent to generate test cases 
for the same subsystem “power plan for approval”. 

From the figure 7 below, it can be concluded that the 
average time spent in preparing the input by 
PItoPSTcases was lower about 37.5% than that spent by 
Tcases. And the average time spent by PItoPSTcases to 
generate test cases is lower about 43% than that spent by 
Tcases. 

 

VI. CONLUSIONS 

To design and generate test cases is one of the most 
important steps to implement software testing. And Based 
on the idea of MDD, one method was proposed in this 
paper to generate executed test cases. All input data are 
described in the form of table which can be created and 
used easily. And a simple experiment given in section V 
showed that the method had a larger advantage of 
efficiency in time spent. 

Of course, the type of test case defined in this paper is 
only executed by hand now. The next work for us is to 
improve the tool to generate test cases in the form of 
script which can directly be executed by some test tools 
such as xUNIT.  
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Abstract—Syntactic dependency features, which encode 
long-range dependency relations and word order 
information, have been employed in sentiment classification. 
However, much of the research has been done in English, 
and researches conducted on exploring how features based 
on syntactic dependency relations can be utilized in Chinese 
sentiment classification are very rare. In this study, we 
present an empirical study of syntactic dependency features 
for Chinese sentiment classification. First, we consider two 
types of feature sets (word unigrams and word-dependency 
relations), three commonly-used feature weighting schemes 
(term presence, term frequency, and TF-IDF), and two well-
known learning methods (Naive Bayes and SVM) to 
evaluate the performance of different classifiers. Then, we 
use ensemble technique to combine different types of 
features and classification algorithms. Specifically, two types 
of ensemble methods, namely average combination method 
and meta-learning combination method, are evaluated for 
two ensemble strategies. Through a wide range of 
comparative experiments conducted on two widely-used 
datasets in Chinese sentiment classification, finally, some in-
depth discussion is presented and conclusions are drawn 
about the effectiveness of dependency features for Chinese 
sentiment classification. 
 
Index Terms—sentiment analysis, sentiment classification, 
dependency features, ensemble learning 
 

I.  INTRODUCTION 

Sentiment analysis, also called opinion mining, is the 
field of study that analyzes people’s opinions, sentiments, 
evaluations, attitudes, and emotions from written 
language [1], and it has received increasing attention 
from academics and practitioners in recent years. Among 
various sentiment analysis tasks, an important sub-task is 
sentiment classification, which aims to classify an 
opinionated piece of text as expressing an overall positive 
or negative polarity.  

A very popular technique for sentiment classification is 
supervised machine learning approach. The performance 
of the approach is heavily dependent on the choice of 
algorithms and the representation of documents. Since the 
pioneering work of Pang et al. [2], various supervised 
classification algorithms including Naive Bayes (NB), 
Maximum Entropy (ME), Winnow, KNN, ANN and 
support vector machines (SVM) have been employed as 

machine learning methods [3-6]. Apart from the choice of 
algorithms, the representation of documents also plays a 
critical role in supervised machine learning approaches 
for sentiment classification. Early work in [2] showed 
that using word unigrams as features and encoding each 
word feature in the set by its presence or absence in the 
document performs quite well in classification. In this 
case, a document is represented as a binary vector.  

 In subsequent research works, various kinds of 
features such as word Ngrams [4,8], character Ngrams 
[4,7,9-10], POS based features [11-12], substring-group 
features and sentiment word features [10] have been 
exploited.  

With the attempt to capture word relation information 
behind the text, dependency-based features were also 
utilized in sentiment classification [13-16]. However, 
these works only focused on English documents, and the 
research results of sentiment classification of English are 
often unable to be directly applied to Chinese ones owing 
to unique way of emotional expression in Chinese and a 
larger variety of syntactic dependency and a higher 
degree of ambiguity in sentences than English [17]. To 
our best knowledge, the studies on using dependency-
based features for Chinese sentiment classification are 
very rare and no extensive evaluation has been carried out 
to systematically analyze the impact of syntactic 
dependency features in Chinese sentiment classification. 
Furthermore, while the above-mentioned works focused 
on extending the document representation with 
dependency-based features, no systematic study has been 
carried out on feature weighting to explore whether 
different feature weighting schemes can result in different 
classification accuracy. 

Therefore, the primary goal of this study is making an 
intensive study of the use of syntactic dependency 
features for Chinese sentiment classification, and our 
attempt is to seek answers based on empirical evidence to 
the following questions: 

1) Are dependency features suitable for Chinese 
sentiment classification?  

2) By jointly using word unigrams features and 
dependency-based features, can the performance of a 
sentiment classification model benefit from the addition 
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of dependency-based features over a feature space that 
only includes traditional word unigrams?  

3) By combining different types of features (word 
unigrams and dependency-based features) with 
classification algorithms, can the performance of a 
sentiment classification model benefit from the ensemble 
technique?   

4) In topical text classification, feature weighting 
scheme plays an important role, does this also hold for 
Chinese sentiment classification? 

In this study, we first investigate two machine learning 
methods (NB and SVM) on datasets using word unigrams 
and dependency relations features with three feature 
weighting schemes. Then, we apply two types of 
ensemble methods (average combination method and 
meta learning combination method) with two ensemble 
strategies (ensemble of feature sets and ensemble of both 
feature sets and classification algorithms) to integrate 
feature sets with three different feature weighting 
schemes including term presence (TP), term frequency 
(TF), and term frequency – inverse document frequency 
(TF-IDF) respectively. A number of extensive 
experiments are conducted on two widely-used datasets 
in Chinese sentiment classification, and we make in-
depth discussion and answer the above four questions 

The rest of this paper is organized as follows. Related 
work and the machine learning methods are described in 
Section 2 and 3 respectively. In Section 4, we present the 
ensemble framework for sentiment classification. 
Sections 5 and 6 describe the experimental setup and 
results respectively. Finally, we draw conclusions and 
outline directions for future work in Section 7. 

II.  RELATED WORK 

As a special case of text classification for opinionated 
texts, in recent years, sentiment classification has become 
increasingly important due to more and more opinionated 
information appearing on the Internet. Pang et al. [2] 
firstly applied NB, ME, and SVM to classify movie 
reviews into positive and negative classes. The 
experimental results demonstrated that using word 
unigrams (a bag of words) as features in classification 
performed well. Cui et al. [3] studied multiple 
classification algorithms for sentiment classification on 
large-scale data set. Liu et al. [18] explored various 
lexical features and different classification strategies for 
opinion analysis on blog data. In subsequent work [19], 
they compared different linguistic features for both blog 
and review sentiment classification.  Arora et al. [20] 
used an efficient frequent subgraph mining algorithm to 
extract subgraph features for sentiment classification. 

For Chinese sentiment classification, various methods 
such as lexicon based method [21] and ontology based 
method [22] have been explored in recent years. Besides 
that, there have been many works based on the supervised 
machine learning techniques.  Li et al.[4] compared four 
machine learning methods( NB,SVM, MaxEnt,and ANN) 
using different feature representations including Word-
Based Unigram (WBU), Bigram (WBB), Chinese 
Character-Based Bigram (CBB), and Trigram (CBT) with 

different feature weighting schemes on a review corpus 
which is made up of 16000 reviews.  Tan  et al. [5] used 
word unigram as feature with TF-IDF weighting scheme 
and investigated five supervised machine learning 
methods(NB,SVM,KNN, centroid classifier, and winnow 
classifier) and four feature selection methods(MI,IG, CHI 
and DF) on a Chinese sentiment corpus. Zhai et al. [10] 
used the SVM method and exploited more complex 
features including substrings, substring-groups, and key-
substring-groups on two Chinese review datasets in 
different domains.  

As a traditional text representation method in 
sentiment classification, bag-of words (BOW) model is 
quite efficient and simple. However, word order is 
disrupted and syntactic structures are broken, and a great 
deal of information from original text is discarded [15]. 
Therefore, some works have tried more sophisticated 
syntactic features such as dependency relations for the 
task of sentiment classification. Joshi et al. [13] used a 
transformation of dependency relation triples as 
additional features to unigrams and yielded a better 
performance than using purely lexicalized dependency 
relations. Xia et al. [15] conducted experiments on both 
the movie reviews dataset used in [2] and the E-product 
dataset used in [13] and found that individual word 
dependency relations features (WR-DP) are inferior to 
unigrams. Furthermore, they noted that the performance 
of ensemble model integrating different types of features 
is significantly better than joint features.  In subsequent 
work, they also took advantage of ensemble frameworks 
for integrating different feature sets and classification 
algorithms to boost the overall performance of 
classification model on the five datasets [16]. By using 
mined frequent dependency subtree patterns as features 
for SVM, Matsumoto et al. [23] attained significant 
improvement in the performance of sentiment 
classification on movie reviews dataset. Dave et al. [24] 
used adjective-noun dependency relationships as 
additional features to word unigrams and found that it is 
ineffective to improve the performance. Ng et al. [14] 
observed that the addition of dependency relationships 
does not improve performance over a feature space that 
includes unigrams, bigrams and trigrams. 

However, all the above-mentioned works which used 
dependency relationships as features only focused on 
English, and the studies on using dependency-based 
features for Chinese sentiment classifications are very 
rare.  

Besides features, the weight of each feature in feature 
vector is also the key component of the representation of 
a document. In sentiment classification, term presence 
has been widely used as feature weighting method [2,15-
16,25] and has become the most frequently used feature 
weighting scheme. Other feature weighting schemes were 
also used to calculate feature weights and achieved good 
performance in sentiment classification. For example, 
term frequency was used as feature weighting scheme in 
the works of [6, 12].  Standard TF-IDF and variants of it 
were used in the works of [4-5,10,26-27].  However, 
despite the fact that the use of these feature weighting 
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schemes is commonplace, there has been little research 
into the effects of different feature weighting schemes in 
sentiment classification. 

III.  MACHINE LEARNING METHODS 

A.  Naive Bayes 
As a probabilistic generative model, NB treats each 

document as a bag of words and assumes the words are 
mutually independent. It classifies each test document 
using Bayes rule by calculating the posterior probability 
that the document belongs to different classes and assigns 
the document to the class with the highest posterior 
probability. Assume a test document d is represented by 
[w1, . . . ,wm] ,where wk is the kth word appearing in the 
document, and C denotes the class label set of documents, 
which is represented by [c1, . . . ,cn],where ck  denotes the 
kth class label appearing in the documents. By using 
Bayes rule and conditional independent assumption, 
Naive Bayes decision  can be describe as the following  : 	 ,…, ∏ 						 1 	         

There are two commonly used models for Naive Bayes, 
namely multinomial model and multi-variate Bernoulli 
model [28]. In the multinomial model, a document is 
represented by the set of word occurrences.  And in the 
multi-variate Bernoulli model, a document is represented 
as a vector of binary attributes indicating the presence or 
absence of the word. Based on the multinomial model, 
Rennie et al. [29] proposed transformed weight-
normalized complement Naive Bayes (TWCNB) model 
with some of the modifications including TF-IDF 
conversion and document length normalization. 
Specifically, the multi-variate Bernoulli model, the 
multinomial model, and the TWCNB model use TP,TF 
and TF-IDF feature weighting schemes respectively.  

B.  Support Vector Machines 
As a discriminative model, SVM is based on the 

structural risk minimization principle from the 
computational learning theory. It seeks the maximal 
margin decision boundary to separate the data points into 
positive and negative examples.  As stated in [30], SVM 
can be categorized into linear SVM and nonlinear SVM. 

Given the training data set as {(x1, y1), (x2, y2), …,(xn, 
yn)}, where xi = (xi1, xi2, …, xir) is a r-dimensional input 
vector in a real-valued space, yi ∈ {1, -1},the 
optimization problem of  finding maximized margin is as 
following: Minimize ∶ W W ∑	Subject	to ∶ y 	g X 1 	, 1,2, … ,0, i 1,2, … ,        (2) 

Where  W = (w1, w2, …, wr)  is called as  the weight 
vector, C is the penalty coefficient,  and  denotes the 
slack variable. The linear SVM uses  g(Xi)=WTXi+b as 
the discriminant function. To deal with nonlinearly 
separable data, the same formulation and solution 
techniques as for the linear SVM are still used for the 
nonlinear SVM. It uses g(Xi)=WT ∅ X  +b as the 

discriminant function, where	∅ .   is a nonlinear mapping 
which maps the data in the input space to a feature space. 

IV.  THE ENSEMBLE MODEL 

In recent years, there has been a growing interest in 
using ensemble learning techniques in sentiment 
classification. Xu et al. [7] proposed an ensemble 
learning algorithm based on random feature space 
division method for sentiment recognition of Chinese 
movie reviews. Abbasi et al. [9] proposed a correlation 
ensemble method for affect analysis. Whitehead et al. [31] 
used ensemble methods including bagging, boosting, and 
random subspace for sentiment classification. Wang et.al 
[32] also conducted a comparative assessment of the 
performance of these three popular ensemble methods on 
ten public sentiment analysis datasets to verify the 
effectiveness of ensemble learning for sentiment analysis. 
Rather than an ensemble of different data re-sampling 
methods such as bagging and boosting, recently, the 
ensemble method is further enriched by considering 
various feature sets and learning models, and it has been 
applied in sentiment classification [15-16,33-34].  

In this study, we also adopt ensemble of feature sets 
and classification algorithms.  In the ensemble framework, 
different participants can be generated by different 
contributing classifiers on component feature sets. And 
two types of feature sets are employed by us for 
sentiment classification, namely word unigrams and 
word-dependency parsing pairs. The process of feature 
extraction is as follows. Each review document is split by 
punctuation mark into sentences, then, the features can be 
obtained from sentences.  Since Chinese does not 
segment words by spaces in sentence, each sentence is 
needed to be segmented into words and word unigram 
features can be obtained. Taking the sentence  ‘外形确实

不错 ( Appearance is really good)’  as an example, ‘外
形’(‘appearance’), ‘确实’(‘really’) and ‘不错’(‘good’)  
are considered as word unigram features. Similarly, 
dependency features can be obtained from a given 
sentence by using parser. As a structured representation, 
the word dependency parsing pairs for a given sentence 
are essentially a set of triples, each of which expresses the 
dependency relation between words, and the triple is 
composed of a grammatical relation and the pair of words 
from the sentence. For example, the dependency triples of 
the sentence ‘外形确实不错 (Appearance is really good)’ 
are demonstrated in Fig.1. 

 

 
Figure 1.  A demonstration of dependency parsing tree 
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In the Fig.1, each dependency parsing pair has the 
form of <wj, wk, reli>, where reli is the dependency 
relation between words wj and wk.  For instance, 
dependency parsing pairs for the example  sentence  
include  ‘<外形,不错,SBV>’,  ‘<确实,不错,ADV>’  and  
‘<-1, 不错 ,HED>’ , where  ‘SBV’ indicates that ‘外
形’(‘appearance’) is a subject modifier of the target  ‘不
错’(‘good’) ,  ‘ADV’  indicates that ‘确实’ (‘really’)  is 
an adverbial modifier of the target  ‘不错’(‘good’) , and  
‘HED’ indicates that  ‘不错’(‘good’)  is the head word in 
the sentence.  In this study, we straightforwardly use 
dependency parsing pairs as dependency features. 

For our ensemble task, the output values generated by 
base classifiers are taken as inputs of the ensemble 
methods to form an integrated output. And we apply the 
following ensemble methods. 

1) Average 
It is the most intuitive combination method and the 

new semantic orientation value of a document is the 
average of the output values from constituent classifiers.  

2) Meta-Learning 
The meta-learning method [35] has been used in 

sentiment classification [15-16]. The key idea behind it is 
to train a meta-classifier with the outputs of the base 
classifiers as input attributes.  Development data is 
usually needed for meta-learning to generate the meta-
training data. In this study, instead of using extra 
development data, we perform stacking [36] with 5-fold 
cross-validation to generate the meta-training data. The 
stacking is a two-phase framework that is concerned with 
combining multiple classifiers. In the first phase, a set of 
base-level classifiers are generated. And in the second 
phase, a meta-level classifier that combines the outputs of 
the base-level classifiers is learned.   

Taking a dataset as an example, in each loop of the 5-
fold cross validation, we consider the probabilistic 
outputs of the test fold as test samples for meta-leaning. 
To generate a training set for meta-leaning classifier, we 
apply an inner 4-fold leave-one-out procedure to the 
training data.  In each of the four fold, samples are trained 
on the remaining three folds to obtain the probabilistic 
outputs which are treated as training samples for meta-
learning classifier. 

It should be noted that the outputs of different 
classifiers should be transformed to a uniform measure 
when evaluating the degree of decision confidence [37]. 
Therefore, for NB model, we use the posterior probability 
obtained from the classifier as the output. And the 
posterior probability can be obtained by the following 
formula: 		p | exp	 o∑ exp	 o 																		 3  

Where o log p |  , it denotes the 
output belonging to class j, C is the number of class label 
set,  d denotes  a document and y is the class label of d. 

As the output of the SVM classifier for a document is a 
real number score, to convert the score into the polarity 

probability, we use the following formula which is 
presented in [38].  

Pr 1				 ξ0.5								0							 ξ					 ∈ ξ, ξ 	
Pr 1 Pr 	       (4) 

In the formula, s denotes the output of the polarity 
classifier for a document d, it is a real-number score. And 
ξ is a threshold value, we use an empirical threshold ξ = 2. 

V.  EXPERIMENTS SETUP 

A.  Datasets and Evaluation Metrics 
We conduct experiments on the two Chinese datasets. 

The first is ChnSentiCorp-2000 dataset [39] from hotel 
domain. The other dataset is from IT product domain and 
it is introduced in [40], for convenience, we name it as 
“Mobile” dataset.  A brief summary of the two datasets is 

shown in Table 1. 
We use accuracy metric to measure the overall 

performance. And the metric is calculated by using the 
following formula: 

 accuracy 	 	 	 		 	 	 		  (5) 

B.  Pre-processing 
Unlike English, Chinese does not segment words by 

spaces in sentence. Therefore, to get the word unigram 
features and dependency relations, pre-processing steps 
such as word tokenization and dependency parsing should 
be taken. We use the ICTCLAS toolkit [41] for word 
tokenization. And LTP- an integrated Chinese processing 
platform described in [42] is chosen as the tool to extract 
dependency parsing features. 

C.  Implementation 
For the two datasets, each dataset is evenly divided 

into 5 folds and all the following experimental results are 
obtained with a 5-fold cross validation, where each test 
fold contains all the reviews of one of the fold, and the 
reviews of the remaining 4 folds are used for training. 
The performance results reported in all of the following 
tables are in terms of the average classification accuracy.  

We experiment with two standard classification 
algorithms: NB and SVM.  For NB classification model, 
three types of naive bayes classifiers provided in WEKA 
[43] , namely NaiveBayes, NaiveBayesMultinomial and 
ComplementNaiveBayes are employed. Specifically, 
these three classifiers are implementations of the multi-
variate Bernoulli model, the multinomial model, and the 
TWCNB model respectively. The SVMLight toolkit [44] 
is chosen as the SVM classifier.  The tool of SVMLight is 

TABLE I 
THE SUMMARY OF THE DATASETS 

 Labeled positive 
reviews 

Labeled negative 
reviews 

Mobile 1159 1158 
ChnSentiCorp-2000 1000 1000 
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chosen with the linear kernel and default parameter 
values. NB and SVM are also used as base level 
classification models of the ensemble model. 

.Ⅵ   EXPERIMENT RESULTS AND ANALYSIS 

In this section, we first show the results of individual 
classifiers, and then report the results of two ensemble 
models which adopt average ensemble method and meta-
learning ensemble method respectively with two different 
ensemble strategies, namely ensemble of feature sets and 
ensemble of both feature sets and classification 
algorithms. 

A.  Results of Individual Classifiers 
We evaluate performances of two learning methods on 

the two datasets using different feature representations 
combined with three different feature weighting schemes. 
The feature representation schemes include Word-Based 
Unigram (WU), dependency parsing pair (DEP), and joint 
feature (WU+DEP). The feature weighting schemes 
include TP, TF, and TF-IDF. The results are presented in 
Table 2-3 respectively. In order to show the comparative 
results more clearly, we also give the average accuracies 
of the two datasets in Table 4. 

(1) Comparison of different features 
On the ChnSentiCorp-2000 dataset, as shown in Table 

3, under NB or SVM model with three different feature 
weighting methods, DEP is always superior to WU. For 
example, the accuracy of NB using DEP feature with TF 
weights is 90.75%, while the accuracy of NB using WU 
with TF is 88.15%. 

On the Mobile dataset, as we can see from Table 2, for 
NB and SVM, when using TP as feature weighting, WU 
consistently outperforms DEP, while using the other two 
feature weighting schemes, this is not always the case. 

Another observation from Table 2 and 3 is that when 
using TP as feature weighting scheme, for NB 
classification model, joint features (WU+DEP) provide a 
significant improvement over any individual feature set. 
For example, there is 11.65% absolute improvement in 
accuracy over the case using WU features on the 
ChnSentiCorp-2000 dataset (87.85% vs. 76.20%) in 
Table 3. In most other cases, compared with the best 
results achieved for individual feature sets, however, 
WU+DEP leads to no significant improvements, 
sometimes it even yields worse results. For example, on 
the ChnSentiCorp-2000 dataset, we can see from Table 3 
that with TF feature weighting method, the performance 
of NB using DEP is 90.75%, while the performance of  
NB using WU+DEP is 86.65%, with a decrease of 4.1% 
in accuracy.  

So we can see that adding DEP as extra feature does 
not always provide benefit over a simple bag-of-words 
based feature space when using TP or TF feature 
weighting.  On the other side, when using TF-IDF feature 
weighting scheme, as indicated by the last column of 
Table 4, improvement in performance can be obtained for 
NB and SVM by adding DEP as extra feature in addition 
to WU ( 92.98% vs.  91.67% & 89.44% and 93.90% vs.  
93.02% & 92.39%). 

(2) Comparison of different feature weighting schemes 
In each row of the Table 2-4, we can see that among 

the three feature weighting schemes, TF-IDF consistently 
outperforms the other two schemes once the classifier and 
the feature sets are selected. So, the results demonstrate 
that TF-IDF turns out to be the most effective among all 
the three feature weighting schemes. Meanwhile, with 
performances respect to TP and TF feature weights, we 
can see that in Table 2-4, for the SVM model, no matter 
what form of feature sets are used, TP is always better 
than TF. While for the NB model, when using DEP or 
WU feature sets, TF is always better than TP. 

(3) Comparison of different classifiers 
With TP feature weighting scheme, on individual 

feature sets (WU or DEP), we can see from Table 2-3 that 
SVM always exceeds better performance than NB. This is 
in accordance with the results reported by Pang et al. [2].  
But it turns out this is not always the case when using TF 
or TF-IDF feature weighting schemes.  For example, 
when using DEP feature sets with TF weights, from 
Table 4, we can see that the average accuracies on the 
two datasets of NB always outperform SVM. However, 
in most other cases, the performance of SVM is superior 
to NB.  

TABLE II. 
 ACCURACIES (%) OF INDIVIDUAL CLASSIFIERS ON MOBILE DATASET 

Feature Classifier Feature weighting 
TP TF TF-IDF 

Dep NB 83.25 91.66 91.79 
SVM 86.66 86.18 93.98 

WU NB 87.35 90.37 90.28 
SVM 91.70 91.49 94.43 

WU+Dep NB 89.42 89.51 93.95 
SVM 90.29 89.60 95.59 

TABLE III. 
 ACCURACIES (%) OF INDIVIDUAL CLASSIFIERS ON CHNSENTICORP-

2000 DATASET 

Feature Classifier Feature weighting 
TP TF TF-IDF 

Dep NB 81.5 90.75 91.55 
SVM 88.89 88.44 92.05 

WU NB 76.20 88.15 88.60 
SVM 88.45 86.85 90.35 

WU+Dep NB 87.85 86.65 92.00 
SVM 86.95 85.39 92.20 

 
TABLE IV. 

 AVERAGE ACCURACIES (%) OF INDIVIDUAL CLASSIFIERS ON TWO 
DATASETS 

Feature Classifier 
Feature weighting 

TP TF TF-IDF 

Dep NB 82.38 91.21 91.67 
SVM 87.78 87.31 93.02 

WU NB 81.78 89.26 89.44 
SVM 90.08 89.17 92.39 

WU+Dep NB 88.64 88.08 92.98 
SVM 88.62 87.50 93.90 
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Besides, we can also see from Table 2-3 that the 
highest performance of the individual classification 
model is achieved by the SVM classifier using WU+DEP 
with TF-IDF weights across the two datasets. Specifically, 
the results are 95.59% for Mobile dataset   and 92.20% 
for ChnSentiCorp-2000 dataset respectively. 

B.  Results of Ensemble Models 
The results of ensemble models on the two datasets are 

reported in Table 5-6. And there are two ensemble 
methods, namely average combination method and meta-
learning combination method, both of which use two 
ensemble strategies (ensemble of different feature sets 
and ensemble of both feature sets and classifiers). For 
convenience, we name the former strategy as Strategy-1, 
and the latter strategy as Strategy-2. In Table 7, we also 
give out the average results of the ensemble models on 
two datasets. 

In Table 5-7, we use denotations for convenience. For 
example, ‘Ave-(SVM@WU)&(SVM@DEP)’  denotes an 
ensemble model which uses the average combination 
method with Strategy-1 as the ensemble strategy, and the 
strategy integrates two kinds of feature sets(WU and DEP) 
with the individual SVM classifier.  While ‘Meta-
(SVM@WU)&( SVM@ DEP)’ denotes an ensemble 
model which  uses the meta-learning combination method 
with Strategy-1.  Similarly, ‘Ave-(SVM@WU)&(NB@ 
DEP)’ denotes an ensemble model which uses the 
average combination method with Strategy-2 as the 
ensemble strategy,  and  the   strategy integrates two 
kinds of feature sets(WU and DEP)  with  different 
classifiers (SVM and NB) , where  SVM uses  WU as 
feature sets and NB uses DEP as feature sets.    ‘Meta-
( NB@DEP)&( SVM@WU )’ denotes an ensemble 
model which uses the meta-learning combination method 
with Strategy-2.  The other denotations are similar, and so 
on. 

For comparison purposes, we also report the results of 
the classifiers which use joint feature sets (WU+DEP) in 
Table 5-7, where ‘NB@( WU+DEP)’ denotes the NB 
model which uses WU+DEP  as feature representation. 
Similarly, ‘SVM@(WU+DEP)’ denotes the SVM 
classification model on WU+DEP feature sets. 

(1) Comparison with joint features 
From Table 7, we can see that when using TF feature 

weighting scheme, all of the ensemble models can 
consistently outperform the individual classification 
model which uses joint features, and the performance 
improvements range from 2.07% (90.15% vs. 88.08%)  to 
5.08% (92.58% vs. 87.50%). For the other two feature 
weighting schemes, when the highest performance of the 
individual classification model and that of the ensemble 
models are selected for comparison, we can see the 
performance of the ensemble model gains improvement 
by 4.36%(93.00% vs. 88.64%) for TP weighting scheme, 

TABLE VI. 
 ACCURACIES (%) OF ENSEMBLE MODELS ON CHNSENTICORP-2000 

DATASET 

Ensemble 
strategy Classification model 

Feature weighting 

TP TF TF-
IDF 

 NB@( WU+DEP) 87.85 86.65 92.00
SVM@(WU+DEP) 86.95 85.39 92.20

Strategy-
1 

Ave-
(SVM@WU)&(SVM@DEP) 91.29 90.09 92.35

Ave-(NB@WU)&(NB@ 
DEP) 80.75 91.85 92.10

Strategy-
2 

Ave-
( NB@WU)&( SVM@DEP) 77.70 89.00 91.90

Ave-
(SVM@WU)&( NB@DEP) 83.85 91.20 92.25

Strategy-
1 

Meta-
(SVM@WU)&(SVM@DEP) 91.60 91.34 92.14

Meta-(NB@WU)&(NB@ 
DEP) 81.65 91.00 92.10

Strategy-
2 

Meta-
( NB@WU)&( SVM@DEP) 89.39 90.49 92.30

Meta-
(SVM@WU)&( NB@DEP) 88.55 91.00 92.10

 

TABLE V. 
 ACCURACIES (%) OF ENSEMBLE MODELS ON MOBILE DATASET 

Ensemble 
strategy Classification model 

Feature weighting 

TP TF TF-
IDF

 NB@( WU+DEP) 89.42 89.51 93.95
SVM@(WU+DEP) 90.29 89.60 95.59

Strategy-
1 

Ave-
(SVM@WU)&(SVM@DEP) 94.71 91.30 95.19

Ave-(NB@WU)&(NB@ 
DEP) 90.02 93.30 93.09

Strategy-
2 

Ave-
( NB@WU)&( SVM@DEP) 

88.86 91.29 93.89

Ave-
(SVM@WU)&( NB@DEP) 

88.51 92.65 94.77

Strategy-
1 

Meta-
(SVM@WU)&(SVM@DEP) 

92.92 92.48 94.71

Meta-(NB@WU)&(NB@ 
DEP) 

89.38 93.13 94.17

Strategy-
2 

Meta-
( NB@WU)&( SVM@DEP) 

91.96 91.47 94.36

Meta-
(SVM@WU)&( NB@DEP) 

92.39 92.65 94.90

 

TABLE VII. 
 AVERAGE ACCURACIES (%) OF ENSEMBLE ALGORITHMS OF THE TWO 

DATASETS 

Ensemble 
strategy Classification model 

Feature weighting 

TP TF TF-
IDF 

 NB@( WU+DEP) 88.64 88.08 92.98
SVM@(WU+DEP) 88.62 87.50 93.90

Strategy-
1 

Ave-
(SVM@WU)&(SVM@DEP) 93.00 90.70 93.77

Ave-(NB@WU)&(NB@ 
DEP) 85.39 92.58 92.60

Strategy-
2 

Ave-
( NB@WU)&( SVM@DEP) 83.28 90.15 92.90

Ave-
(SVM@WU)&( NB@DEP) 86.18 91.93 93.51

Strategy-
1 

Meta-
(SVM@WU)&(SVM@DEP) 92.26 91.91 93.43

Meta-(NB@WU)&(NB@ 
DEP) 85.52 92.07 93.14

Strategy-
2 

Meta-
( NB@WU)&( SVM@DEP) 90.68 90.98 93.33

Meta-
(SVM@WU)&( NB@DEP) 90.47 91.83 93.50
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while with little drop (93.77% vs. 93.90%) for TF-IDF 
weighting scheme. So we can conclude that when using 
TF-IDF weights, in most cases, the performance do not 
benefit from using multiple classifiers combination. 

(2) Comparison with ensemble models 
Among the different ensemble models, the model 

which uses average combination method is the most 
attractive. As shown in Table 7, on the average, regarding 
to the three feature weighting methods: TP,TF,and TF-
IDF, the highest performance is achieved by  ‘Ave-
( SVM@ WU )&( SVM@DEP)’, ‘Ave-
(NB@WU)&(NB@ DEP)’, and ‘Ave-( SVM@ 
WU )&( SVM@DEP)’  respectively.Furthermore,among 
all the ensemble models, in general, ‘Ave-
(SVM@WU)&( SVM@DEP)’  yields the best results. 
From the above results, we can conclude that the average 
combination method is preferred since its overall 
performance is better than the meta-learning combination 
method, furthermore, the computational cost of the 
average combination method is less than the meta-
learning combination method. 

When considering the ensemble strategies, it can be 
seen from Table 5-7, the best performances are always 
achieved by the Strategy-1 across both ensemble methods 
and datasets. It is thus concluded that the Strategy-1 is 
more effective than the Strategy-2. 

(3) Comparison with feature weighting schemes 
As we can see from each row of Table 7, the results of 

TF-IDF consistently exceed the other results. In more 
detail, the same conclusion holds for each row of Table 5-
6 with only one exception  in Table 5, that is ‘Ave- 
(NB@WU) & (NB@DEP)’. 

The reason for this phenomenon lies in the fact that in 
Table 2-4, we can see that TF-IDF always achieves the 
best performance once the individual classifier and the 
feature sets are selected. Naturally, when the multiple 
classifiers using TF-IDF weights are combined into an 
ensemble model, the results also attain the highest 
performance. This is in accordance with the conclusions 
drawn from Table 2-4. 

VII.  CONCLUSION AND FUTURE WORK 

In this study, we aim to explore the use of dependency 
features for Chinese sentiment classification. We conduct 
a range of comparative experiments on two widely-used 
Chinese datasets by considering two types of feature sets, 
two schemes of ensemble methods, and two ensemble 
strategies. Based on the experimental results, questions  
in the Section 1 are answered respectively as following: 

1). As we can see from Table 3, on the ChnSentiCorp-
2000 dataset from hotel domain, DEP feature is more 
effective than traditional WU feature when the classifier 
and feature weighting scheme are selected.  On the 
Mobile dataset from digital products domain, from Table 
2, we can see that when using TF and TF-IDF schemes, 
WU is superior to DEP. Therefore, in general, we can see 
that DEP feature can still be treated as a candidate 
effective feature depending on the domain and the feature 
weighting scheme. Furthermore, when using dependency 
features as feature representations, to achieve better 

performance, if TP or TF-IDF are selected as feature 
weight schemes, we prefer using SVM  as supervised 
learning method. But when using TF feature weighting 
scheme, we prefer using NB as learning method.  

2). When using dependency features as additional 
supplement features to word unigrams, with TF-IDF 
weighting scheme, it is effective for Chinese sentiment 
classification.  While with TP feature weighting scheme, 
the effects are not so obvious. Furthermore, when using 
TF as feature weighting scheme, the performances of the 
classification models on the two datasets even degrade. 
So, we can conclude that the effectiveness of using joint 
feature  sets (WU+DEP) should be related to feature 
weighting scheme. 

3).  As described in the Section 6, from the last column 
of  Table 7, we can see that when using TF-IDF feature 
weighting scheme, compared with the results of 
individual classifiers on joint feature sets, in most cases, 
the performances do not benefit much from using 
multiple classifiers combination. Whereas using TF 
weighting scheme, all of the ensemble models which use 
different ensemble methods with different ensemble 
strategies consistently outperform the performances of 
individual classifier models which use joint feature sets, 
as is shown in Table 7. When using TP feature weighting 
scheme, we can see that ‘Ave-
(SVM@WU)&(SVM@DEP)’  performs well compared 
with the results of individual classification models which 
use joint features, whereas for the other ensemble models, 
this is not always the case. Generally, when using 
ensemble technique for Chinese sentiment classification, 
we prefer average combination method with the  strategy 
that is an ensemble of feature sets using a single 
classification model.  

4). From the above points, we can conclude that 
feature weighting scheme does indeed impact on the 
performance of classification model and choosing the 
proper feature weighting scheme can be crucial to the 
performance of Chinese sentiment classification. Overall, 
TF-IDF is the most successful feature weighting scheme 
for both SVM and NB. 

Future work will include evaluating feature selection 
methods and finding out the reason of why the 
effectiveness of dependency features depends on domain 
and feature weighting scheme , it is also worth utilizing 
corpus in other domains (e.g. restaurant reviews) for this 
work. 
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Abstract—In allusion to the lack of formal mathematical 
methods and engineering characteristics on the construction 
of AAPDO (ancient architecture protection domain 
ontology, AAPDO), a construction model on AAPDO based 
on software engineering and CLT (Concept Lattice Theory, 
CLT) is proposed, and the application steps and methods of 
the model are also elaborated on. The model uses a guiding 
ideology of engineering, a formal way of expression and the 
standardized work steps to complete the construction of 
AAPDO. Finally, taking Chinese Traditional Roof as an 
example, an instance on the construction of the field 
ontology of Chinese Traditional Roof based on software 
engineering and CLT is given. 
 
Index Terms—Concept lattice, Software engineering, 
Ontology construction, Ontology for ancient architectures 
protection 
 

I.  INTRODUCTION 

Ontology construction in ancient architecture 
protection is the premise of all the knowledge 
engineering activities based on its ontology. Improving 
the formalization and standardization level of ontology 
construction in ancient architecture protection is the 
foundation for enhancing interoperability, knowledge 
expression ability and the ontology inferential capability 
on the basis of a semantic ancient architecture software 
intersystem. Ontology construction in ancient architecture 
protection has attracted increasing attention in the ancient 
architecture and other related research fields. For 
example, Nadezhda Govedarova, et al.[1] put forward 
architecture knowledge management based on ontology 
in Bulgaria cultural heritage BULCHINO network 
directory project, for searching and browsing; Liu Qifeng, 
et al.[2] proposed a design method for ontology 
repository based on Ontology Definition 
Metamodel(ODM), to build framework ontology by 
recognizing the key concepts and their incidence relation 

in ancient architecture protection; Bai Weijing, et al.[3] 
designed and implemented an ancient architecture 
repository using semantic web technology, thus 
established an automatic animation system; Song Yu, et 
al.[4] established an ontology model integrating 
architecture components, culture and  structure, thus 
explored a retrieval system based on the ancient 
architecture component ontology. These studies achieve 
their objectives through the establishment of ancient 
architecture ontology. However, one common feature is 
that their ontology construction in ancient architecture 
basically relies on personal knowledge or experience of 
researchers, developers and experts, which easily causes 
the ontology concept deletion or repetition, even the 
ambiguity and confusion among the concepts due to its 
strong subjectivity. Particularly, when faced with 
large-scale data organization, it is time-consuming, 
laboursome and inefficient. Therefore, ontology 
construction in ancient architecture by formalization 
mathematical method is of great significance. 

CLT is a branch of applied mathematics, which is a 
kind of knowledge description and data analysis tools 
built on the hierarchy of concept based on the 
mathematics. With the help of CLT, the concepts 
composed of the extent, the intent and the hierarchical 
relationships among these concepts can be discovered, 
constructed and demonstrated. It is a formal and 
standardized domain ontology construction method. CLT 
and domain ontology are the two kinds of methods on 
formal knowledge representation, and the literature [5] 
pointed out the links and differences between them. There 
are a lot of published literatures about CLT used in the 
construction of domain ontology [6-10]. These 
documents have laid the foundation for the produce of the 
theory of domain ontology building based on CLT. But 
when they used CLT to build domain ontology, they 
mostly focused on some aspects of domain ontology 
construction or a specific stage, for example, access to 
formal context, concept lattice constructing algorithm and 
the improvement of concept lattice. There are no Corresponding author: Zhenbo Bi
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engineered features in domain ontology building process 
based on CLT. In fact, the ultimate development trend of 
the construction of AAPDO must be an engineering way 
to solve the problem on its building. 

In allusion to the lack of formal mathematical methods 
and engineering characteristics on the construction of 
AAPDO, we propose a construction model on AAPDO 
based on software engineering and CLT. The model 
adopts a guiding ideology of engineering [11-13], a 
formal way of expression and standardized working steps 
to complete the construction of AAPDO, which improves 
the engineering degree and degree of formalization of the 
construction of AAPDO. This will provide a theoretical 
basis and new ideas of application for the work and some 
related research. 

II.  CLT RELEVANT DEFINITIONS 

Definition 1. A binary relation R on set M is called an 
order relation (or shortly an order), if it satisfies the 
following for all elements , ,x y z M∈ : 1) xRx ; 
2) xRy and x y≠ ⇒ not yRx ; 3) xRy and 
yRz xRz⇒ . 

Definition 2. A formal context 
( , , )K G M I= consists of two sets G and M and a 

relation I between G and M. The elements of G are called 
the objects and the elements of M are called the attributes 
of the context. In order to express that an object g is in a 
relation I with an attribute m, we write Img I∈ and 
read it as “the object g has the attribute m”. 

Definition 3. For a set A G⊆ of objects, we define 

{ }' ,= ∈ ∀ ∈A m M g A gIm (the set of attributes 

common to the objects in A). Correspondingly, for a set B 
of attributes, we define 

{ }' ,= ∈ ∀ ∈B g G m B gIm (the set of objects which 

have all attributes in B). 
Definition 4. A formal concept of the context 

( , , )G M I  is a pair ( , )A B  
with , ,A G B M⊆ ⊆ 'A B= , 'B A= . We call A the 

extent and B the intent of the concept( , )A B . 
Definition 5. If ( , )A B  and ( , )C D  are concepts of 

a context. ( , )A B  is called a super concept of 
( , )C D (which is equivalent to that ( , )C D  is a 
subconcept of ( , )A B ), provided that B D⊆ ( which 
is equivalent to C A⊆ ), we write ( , ) ( , )C D A B≤ , 
namely, ( , ) ( , ) ( )C D A B B D C A≤ ⇒ ⊆ ⇔ ⊆ . The 
relation ≤  is called the hierarchical order (or simply 
order) of the concepts. The set of all concepts of K 
ordered in this way is denoted by ( ( ), )KΒ ≤ , 
( ( ), )KΒ ≤  is called the concept lattice of the context 
K. 

Definition 6. An order relation ≤  is decided by a pair 
of elements with covering relations (for example, a b≺ ) 

in a finite set ( , )S ≤ , if each element in set S is shown 
with a small circle in the same plane, when b cover a, a 
and b be connected with a line. Thus obtained graph is 
called Hasse diagram of order set ( , )S ≤ . Hasse 
diagram can be used to express vividly the relationship 
among elements in order set. 

III.  CONSTRUCTION MODEL OF AAPDO BASED ON 
SOFTWARE ENGINEERING AND CLT 

As the construction of AAPDO is a systematic project, 
common domain ontology construction methods, such as 
"skeleton method", "Assessment method", "Bernaras", 
"Methontology method" and the "Sensus method", which 
have not formed a unified standard of domain ontology 
construction are application-specific ontology 
construction methods. Therefore, according to the 
characteristics of ancient architecture protection domain 
knowledge and the current difficulties, the construction of 
domain ontology should adopt the development method 
of increment model [13], as shown in Fig.1. Each linear 
sequence in the Fig.1 represents a delta; the result would 
have an ontology which can be used. Among them, the 
first increment is a core ontology which meets the basic 
needs (Performance and features); the second increment 
is an expansion of the previous incremental, as time goes 
on, a completed ontology will be eventually formed 
which meets all application requirements in the field. The 
results of user feedback or comments are the cause of the 
next increment plan. Incremental plan illustrates the need 
for core ontology changes, also illustrates the need to 
increase the features and performance.  

In Fig.1, the process flow of each increment can adopt 
waterfall development paradigm or prototype 
development paradigm, here is given priority to with 
waterfall model, the process is divided into six stages: 
learning from the idea of the waterfall model of software 
engineering, the domain ontology description model of 
ancient architecture protection shown in Fig.1 has an 
important practical significance. Here its build process is 
divided into six stages: Ⅰ. Fields and related fields 
definition;II. Feasibility study; III. requirement analysis; 
IV. Domain ontology design; V. Domain ontology 
implementation; VI. Application and maintenance of 
domain ontology. If there are problems involving a 
preceding stage with a vague description at each stage, 
you can return to perfect, as shown in fig.2. In Fig.2, the 
phase division of software development, the key 
problems and the standard of the end of the software 
lifecycle methodology have been the model for a 
reference. Considering some characteristics of ontology 
engineering, some improvements have been made to the 
waterfall model, such as the testing of ontology is omitted 
and tested on the application. In Fig.2, CLT's role is 
mainly reflected in the design stage of AAPDO. The 
detailed corresponding model of CLT combined with 
software engineering is shown in Fig.3. 
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A.  Fields and Related Fields Definition 
The priority of AAPDO engineering is to fully 

understand the domain knowledge. To understand the 
domain knowledge, first, we must have a definition on 
domain knowledge to determine what knowledge is to be 

studied in the field of knowledge, at the same time, the 
cross of one domain knowledge and other fields of 
knowledge must also be defined. Finally, specifications 
of fields’ definition need to be written. 

 
Figure 1. Incremental model of ancient architecture protection ontology 

B.  Feasibility Study 
After the scope of range of fields and related fields 

definition is defined, we need to analyze whether the 
existing resources can live up to modeling the defined 
domain knowledge and whether implementing the entire 
project is feasible, and we also need to estimate the future 
workload and difficulty of the domain ontology 
development. These require knowledge engineers, 
domain experts and the related personnel to decide 
through their comprehensive evaluation. If possible, the 
work can be turned to the next step; otherwise, it is 
necessary to discover and find the factors that may lead to 
failure of the project and to determine whether to proceed 
with the project. At the end of the stage, a feasibility 
study report needs to be written. 

C.  Requirement Analysis 
According to the problems existing in the ancient 

architecture protection, we should explicitly put forward 
the goal to be achieved for the knowledge base in this 
phase, namely, an AAPDO constructed by the five 
elements of the conceptual classes, relations, functions, 
axiom and instances is the goal of the phase, which build 
a bridge of exchange and communication to achieve 
transparent access and interoperability between the 
applications systems and the users and between the 
different applications based on the ontology. This is the 
premise of knowledge development based on the 
ontology. In practice, we should begin from 
understanding application to solve the core problem, and 
the core issues of the applications and the core issues of 
the areas need to be distinguished here, the former 
involves the concepts of multiple areas, there can be or 
not a link between each other; the latter involves the core 
concepts carefully selected of specific areas. Analysis of 
application requirements should begin from the 

decomposition of application problems, and then we can 
draw lessons from the top-down method of software 
engineering to do it. Finally, for specific sub-applications, 
according to the core problems to be solved, we need to 
use the corresponding techniques [14] to extract the core 
term set of areas from data sources, such as an existing 
glossary, documents, databases and domain experts 
according to the specific types of data sources. 

D.  Domain Ontology Design 
The module's central task is to design a complete 

concept lattice, including four subtasks: 
Subtask 1: According to the Binary relation of “Object 

– attributes”, a context of "object as a line head" and 
"attribute as the column name" is created through the 
domain core terms got in the requirements analysis phase, 
namely, a context is represented by a matrix, a head of 
each row of the matrix represents an object Oi, a head of 
each column of the matrix represents an attribute Pj, 
when ,

i j
o p I∈ , it represents that "the object Oi 

have the attribute Pj", then we draw a "*" at the corner of 
the row i and the column j. After finishing the work, we 
need to determine whether the context is a standard 
context, if not, we need to analyze the reasons (such as 
multi-value context, non-purification context), and take 
corresponding measures (such as a multi-valued context 
into a single-valued context, context purification) to 
standardize the context. 

A multi-valued context (G, M, W, I) is composed of 
sets G, M, W and the ternary relationship I among the 
three sets, namely, I G M W⊆ × × ,moreover, 
( , , )g m w I⊆ and ( , , )g m v I⊆ , always implies 
w v= , the elements of G are called the objects, the 
elements of M are called the multi-valued attributes of the 
context and the elements of W are called the attributes of 
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the context. ( , , )g m w I⊆  is read as “The value of 
attribute m of object g is w”. if W has n elements, (G, M, 
W, I) is called a n-value context. According to the 
different types of attribute value of a multi-valued context, 
it mainly includes numerical multi-valued context, 
interval multi-value context and language multi-value 

context [14]. For different types of multi-valued contexts, 
we need to take a different approach (such as membership 
degree transformation method, concepts scaling 
transformation method and Language scale segmentation 
transformation method, etc.) for the conversion of 
single-valued context. 

 
Figure 2. Waterfall model for AAPDO construction 

For ( , , )k G M I= , if ,g h G∃ ∈  and ' 'g h= , 
there must be g h= , then the object g and h are 
redundant, the lines with G and h can be reduced; 
Similarly, ,m n M∃ ∈  and ' 'm n= , there must 
bem n= , then the attribute m and n are redundant, the 
columns with G and h can be reduced. From the 
perspective of object and attribute redundancy, we 
combine the same objects and attributes in the context to 
meet the basic simple purification of the context here. In 
the same context, 
if , ,g h t G∃ ∈ , ' 't g⊂ , ' 't h⊂ , and 

' ' 'g h t∩ = , then the object t is redundant, the line 
with t is reduced [15]. From the perspective of mutual 
expression of objects and attributes, we remove the 
extents (the intents) expressed with the intersection of all 
other objects (attributes) which can be used here. 

Through the above basic operation, the standardization 
of the context can be realized. 

Subtask 2: Through concept lattice construction 
algorithm (algorithm for constructing a batch or 

incremental construction algorithm) [15-17], the standard 
context can be converted into a concept lattice, and 
through the Hasse diagram, the concept lattice can be 
visually represented. And then domain experts and 
knowledge engineers need to determine whether the 
concept lattice is reasonable on the basis of visualization. 
For unreasonable concept lattice, we make it a more 
complete satisfaction concept lattice through adding or 
removing objects, adding or removing attributes, editing 
attributes by certain rules. Concept lattice can generate 
new objects which are not in the table of concept, we can 
add these objects; The whole process is repeated 
continuously until the concept lattice is reasonable and 
perfect. 

Subtask 3: The conversion of the edited concept lattice 
complete mainly includes the naming of top nodes, the 
labeling of intermediate nodes, the removal of bottom 
nodes and the conversion of Relationship between nodes 
to the relationship between concepts in Hasse diagram, 
the conversion result is a domain ontology prototype. 

Subtask 4: According to the actual situation, attribute 
expansion, instance expansion, axioms expansion and 
relationships expansion on the basis of the domain 
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ontology prototype can be done under the participation of 
experts; finally the expanded domain ontology prototype 
has been got. Among them, attribute expansion is used to 
improve the intent of the ontology concept and instance 
expansion is used to improve the extent of the ontology 
concept, relationships expansion aims to perfect the 
relationship of the domain ontology concepts in addition 
to the classification relationship, axioms expansion is in 
order to achieve the ontology reasoning. 

E.  Domain Ontology Implementation 
For the expanded domain ontology prototype, it needs 

to be formalized description through the appropriate 
ontology description tools and language, namely, an 
encoding process of ontology is completed, and the 

resulting domain ontology is got. The encoding process 
includes coding of various aspects, such as domain 
concepts, relationships between concepts, attributes, 
instances, axioms and inference rules. Next we need to 
use an ontology reasoning machine to achieve the 
ontology knowledge reasoning which is based on the 
concept lattice with a mathematical theory support. Using 
the concept lattice will effectively help knowledge 
engineers to complete the logical description of the 
domain knowledge. Here the ontology reasoning 
comprises detecting conflicts, optimizing expression and 
the tacit knowledge acquired by reasoning based on the 
explicit knowledge. 

 
Figure 3. AAPDO construction model based on CLT and software engineering 

F.  Domain Ontology Application and Maintenance 
For the implemented domain ontology, it can be put 

into practical application. However, domain knowledge is 
constantly evolving, with new knowledge creation and 
added in, so the implemented domain ontology cannot be 
fixed and unalterable, according to the development and 
changes of domain knowledge, we often need to improve 
maintenance for the ontology, in this way can we ensure 
universal applicability of the domain ontology. 

IV.  EXAMPLE: THE CONSTRUCTION OF TRADITIONAL 
BUILDING ROOF PROTECTION ONTOLOGY 

The purpose of the example aims to verify the practical 
effect of the proposed model. Therefore, the choice of 
architecture field does not be too complicated to be able 
to clarify the correctness, the availability and ease of use 
of the theory. 

A.  Step 1: Fields and Related Fields Definition 
The field of protection of ancient architecture is a large 

and complex cross-cutting field which is composed of 
multiple sub-domain knowledge. To build the entire 

AAPDO, we need to divide it into many sub-domain 
ontologies to build in turn. First, we build a top ontology, 
and then we built sub-domain ontology. Using the 
method of the top-down, applications decomposition and 
divide and conquer contributes to simplify the 
construction of the ontology. For example, Xi'an is an 
ancient city with a long history and culture, since 
thousands of years, many excellent ancient buildings are 
preserved, such as ancient city wall, ancient gate tower, 
Dayan Pagoda, palace buildings and Bell Tower, etc. Due 
to the long time, these ancient buildings urgently needed 
to be protected through the use of modern advanced 
technology. Therefore, here we have identified Xi'an 
'ancient architecture protection areas and the 
corresponding sub-fields according to the ancient 
architecture types. First, we have built the top ontology 
Xi'an ancient architecture protection ontology, and then 
we have also built sub-domain ontology and their sub 
domain ontologies. 

B.  Step 2: Feasibility Study 
The resources of the construction of Xi'an ancient 

architecture protection ontology consist of economic and 
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technical resources. Economic aspects, the project has 
gained national and provincial research funding support, 
and the related research funds also provide support for the 
project research; technical aspects, the project team has a 
large number of ancient architecture protection experts 
and technical staff who are associated with the research, 
most of them have rich and practical experience, in 
addition, there are also a large number of knowledge 
management engineers, they also have a wealth of 
knowledge management and application development 
experience. Therefore, the project implementation of the 
ontology is feasible, and after the discussion of 
knowledge engineers, domain experts and relevant 
personnel, the future workload and technical difficulty of 
the research projects is also predictable and controllable. 

C.  Step 3: Requirement Analysis 
By analyzing ancient architectural history of china, 

ancient architecture academic literature, ancient 
architecture domain knowledge and ancient architecture 
protection technical literature, we have understood the 
characteristics of knowledge in the field of ancient 
architecture protection and extracted key concepts such as 
ancient architectural complexes, single ancient building, 
components, damaging state and protection technology 

[1]. In protection engineering, we need to use the 
corresponding protection technology according to the 
specific damaged status of components. Wooden 
architecture in Single ancient building is the main; with 
its roof style divided into flush gable roof, overhanging 
gable roof, gable and hip roof, hip roof, pyramidal roof, 
etc.  Protection repair documentation for structural 
description is described through specific technology. In 
allusion to the damaging of specific components, the 
corresponding detailed protection technical description is 
given. To illustrate the problem, here only "Chinese 
Traditional Roof" as an example to tell, and the "Chinese 
traditional roofs" is seen as a special component (a 
combination of many atomic components), which avoid 
the disadvantages of the context that is too large to be 
easy to express, at the same time we also necessarily 
simplify the attributes of the related objects, and added 
some attributes from the perspective of protection. In this 
paper, the vocabulary entry "Chinese traditional roofs"[18] 
in interactive encyclopedia is taken as domain 
unstructured data, and on the basis of which the ontology 
of Chinese traditional roof will be built. "Chinese 
Traditional roofs" is shown in Fig. 4. 

 
Figure 4. Chinese traditional roof initial data 

After the text in the vocabulary entry "Chinese 
traditional roofs" is preprocessed, we use natural 
language processing techniques (such as Pao Ding Xie 
Yang Chinese Word Segmentation) combined with 
manual analysis techniques to get the domain 
unstructured data (text), and on the basis of which a core 
terms set has been extracted. The core terms set includes 
an attribute set and an object set, the attribute set: {P1 
main ridge, P2 double eave roof, P3 slope face, P4 palace 
architecture, P5 civil architecture, P6 leaking, P7 damaged 
tile, P8 weeding}; the object set: {O1 hip roof, O2 gable 
and hip roof, O3 pyramidal roof, O4 overhanging gable 
roof, O5 flush gable roof, O6 round ridge roof}. 

D.  Step 4：Domain Ontology Design 
An initial context based on the above attributes and 

object sets is shown in Table 1. At this time, the context 
isn’t a regularization context, the attribute P2 is no 
corresponding object, so the object O1 is changed to the 
object O11 single eave hip roof and the object O12 double 
eave hip roof; the attributes P6, P7 and P8 are important 
public attributes, we put them into the attribute set of the 
father object “Chinese traditional roofs” of the objects 
with these attributes. The objects O4 and O5 should be 
combined into one object according to Subtask 1 of 
Section 2.4, but according to the ancient architectural 
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knowledge, the objects O4 and O5 are actually two 
different objects, here is the same, because some 
attributes are simplified, to make the difference, the 
simplified attribute “P’ protruding gable wall” needs to 
be added in the context shown in table 2. P3 is a 
multi-valued attribute, it needs to be changed to 
Single-valued attributes, so P3 is changed to the attributes 
P31 1-slope face, P32 4-slope face、P33 6-slope face and 
P34 8-slope face，at the same time, in order to make the 
context more rationalized, the object O3 is changed to the 
objects O31 round pavilion roof , O32 4-angle pavilion 
roof, O33 6-angle pavilion roof and O34 8-angle pavilion 
roof. The final context is shown in Table 2. 

 
 
 
 
 
 
 

TABLE I. 
INITIAL CONTEXT OF CHINESE TRADITIONAL ROOF 

G    
M P1 P2 P3 P4 P5 P6 P7 P8 

O1 *   * *   * * * 

O2 *   * *   * * * 

O3 *   *     * * * 

O4 *  *   * * * * 

O5 *  *   * * * * 

O6    *   * * * * 

And when building them, we had communication with 
domain experts to ensure that the concept lattice can meet 
the practical requirements, or they are easy to deviate 
from the field as they really are. Among them, the context 
of Chinese traditional roof was converted into a concept 
lattice shown in Fig. 5 by using Concept Explorer. 

TABLE 2. 
CONTEXT OF CHINESE TRADITIONAL ROOF 

G    M P1 P2 P' P31 P32 P33 P34 P4 P5 P6 P7 P8 

O11 *       *     *   * * * 

O12 * *         * *   * * * 

O2 * *     *     * * * * * 

O31   *   *           * * * 

O32   *     *         * * * 

O33   *       *       * * * 

O34   *         *     * * * 

O4 *   *           * * * * 

O5 *               * * * * 

O6     *           * * * * 

 
There are 16 concepts in Fig. 5, in addition to the 

circular nodes with two colors, and the concept 
represented by the other nodes are actually hidden, which 
are domain concepts generated by automatic clustering, 
which represents objects with a number of attributes. The 
concept lattice achieves automatic classification of 
domain concepts or object, the node hierarchy presents 
hierarchy or hyponymy of concepts or classes.  

For each node in  Fig. 5, if domain experts think that 
the concept lattice can't accurately describe the domain 
knowledge, the concept lattice can be edited in the help of 
knowledge engineers in accordance with the relevant 
rules, here to skip this step. After obtaining a complete 
concept lattice, we need to deal with nodes and 
relationships between nodes in the concept lattice to get 
the prototype of the domain ontology. First, with the help 
of domain experts, the corresponding concepts of the 
nodes are named; Second, all the attributes (including 
inherited properties from the ancestor nodes) and instaces 
of the nodes are labeled, namely, the intents and the 

extents of the concepts need to be defined; third, the 
relationships between the nodes are converted into 
relationships between the corresponding concepts. The 
following are the three typical nodes: 

Node 1: Chinese traditional roof（{ O11，O12，O2，
O31，O32，O33，O34，O4，O5，O6 }，{ P6 , P7 ,P8}）， 
This node contains all instance and the common attributes 
of all instances in the domain, and represents a chinese 
traditional roof with P6, P7 and P8 . 

Node 10: single eave hip roof ({ O11 }，{ P1 ,P32 , P4 , 
P6 , P7 , P8}). 

Node 16: ( Φ ,{ P1 ,P2 ,P’,P31 , P32 , P33 , P34 , P4 , 
P5 ,P6 , P7 , P8})，the bottom node represents that no roofs 
meet all the attributes, the concept needs to be removed.  

After completing the conversion of concept lattice, we 
have gotten the ontology prototype of "Chinese 
traditional roof”, the ontology prototype removed the 
bottom node is shown in Fig. 5.  
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Figure 5. Concept lattice of Table 2 

Attributes, instances and axioms in the prototype may 
appear imperfect, so their expansions need to be done 
with the help of domain experts and knowledge engineers. 
For example, for the concept 10 (node 10): single eave 
hip roof（{ O11 }，{ P1 ,P32 , P4 , P6 , P7 , P8}）, the axiom 
{single eave hip roof class (P4. P1) ∀ ( P32. P1)} is 
added. 

E.  Step 5: Implementation of the Domain Ontology 
We use protégé and ontology language RDF/OWL to 

describe the ontology, in face, protégé can automatically 
generate the RDF/OWL code of the ontology, the 
ontology of Chinese traditional roof contains 15 concepts 
and 11 attributes, which clarify the relationship between 
the concepts, the attributes of concepts and instances. 
Parts of concepts and their relationships in Chinese 
traditional roof ontology represented in RDF are as 
follow: 

…… 
<rdfs: Class rdf: ID=" O11"       
    <rdfs: subClassOf  rdf: resource="# O1" /> 
  </rdfs: Class>  
…… 
  <rdfs: Class rdf: ID=" O1" 
    <rdfs: subClassOf  rdf: resource="#Croof" /> 
  </rdfs: Class> 
  <rdfs: Class rdf: ID=" Croof " 
    <rdfs: subClassOf  rdf: resource="# Ccomponent 

" /> 
  </rdfs: Class> 
   …… 
  <rdfs: Class rdf: ID=" Ccomponent " 
    <rdfs:comment> component class </rdfs: 

comment> 
  </rdfs: Class> 
…… 
<rdfs: Property rdf: ID=" P8" 
      <rdfs: domain rdf: resource="# Croof " /> 
      <rdfs: range rdf: resource="&rdf; Literal" /> 
</rdfs: Property > 
…… 

Ontology reasoning is based on RDF file using 
reasoning machine RacerPro to achieve the ontology 
reasoning process. Description logic is the basis of 
ontology reasoning, therefore, it is particularly important 
how to accurately obtained logical relationships between 
the domain ontology concepts from domain ontology 
model. Combining with Fig. 5, we summarized the actual 
situation of the use of concept lattice to improve 
description logic. For example, node 2 ⊆ node 1，this 
mean that node 2 is its sub concept of node 1; with 

6Pr (1, )Has operty P , we can get 

6 6(1,2) Pr (1, ) Pr (2, )kindOf Has operty P Has operty P∧ ⇒ , 

among them, 6Pr (1, )Has operty P  represents that 

node 1 has attribute P6, (1, 2)kindOf  represents node 
2 ⊆ node 1; node 4 ∩ node 6 represents the intersection 
of all attributes of the two concepts; node 9 ∪ node 10，
represents the union of all attributes of the two concepts；
¬ P1 represents the roof without a main ridge;  ∃ P4.P1 
represents that there are at least a subsequent attribute for 
node 4 ； ∀ P4.P1 represents that there are any a 
subsequent attribute for node 4; single eave hip roof class 
≡ ( ∀ P4.P1) ∩  ( ∀ P32. P1)，represents the two are 
equivalent. 

F.  Step 6: Domain Ontology Application and 
Maintenance 

For the ontology has been achieved, we have intended 
to apply it to Xi'an ancient architecture protection 
knowledge management systems and ancient architecture 
protection knowledge retrieval systems based on the 
ontology. Those systems are developed based on a Web 
platform, which make full use of the advantages of 
internet. In the course of the systems ‘running, if we find 
that some parts of the ontology in the bottom of the 
systems cannot meet the actual needs, or new knowledge 
appears, we will keep upgrading the ontology to ensure 
its effectiveness. 

1 

16 

9 

2 

4 
6 

10 
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V.  CONCLUSIONS 

The construction of AAPDO is a type of large and 
complex system engineering. Our work reasonably 
applied software engineering and CLT to the process of 
the domain ontology building, which is with engineering 
characteristics of ontology building and rigorous 
mathematical theory; the proposed model supports all the 
phases of the domain ontology of ancient architecture 
protection. And it has effectively improved the 
standardization level, engineering level and formal level 
on the domain ontology description of ancient 
architecture protection. In consideration of the small 
scope of cases in the work, the related studies should be 
taken as the focus in the next step to ensure the effective 
domain ontology building of ancient architecture 
protection in a wide range. 
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Abstract— Existing studies show that open source projects
may enjoy high level of socio-technical congruence despite
their open and distributed character. Such observation is
yet to be confirmed in the case of forking, where projects
originating from the same root evolve in parallel and are
typically lead by different development teams. In this paper,
we empirically investigate the endogenous and exogenous
characteristics of BSD family projects related to socio-
technical congruence. Our motivation is that BSD family,
as a representative example of forked projects, share a
common development ground for both the code-base and
the development community, which may influence their
evolution from a socio-technical perspective. Our study
results show that the BSD family maintain a certain level
of collaboration throughout the project history, mainly due
to a shared portion of the community. This partly explains
the relative harmony of socio-technical congruence levelsin
the BSD projects.

Index Terms— Open Source Software, Evolution, Conway’s
Law, Socio-Technical Congruence, Forking

I. I NTRODUCTION

SOFTWARE development requires effective commu-
nication, coordination, and collaboration among de-

velopers working on interdependent modules of the same
project. The need for coordination is even more evident in
Open Source Software (OSS) projects where development
is often more dispersed and distributed [1]. As argued
in the literature, such coordination and communication
may be influenced and guided by the cooperation needs
devised by the design of the software [2]. This suggests
that there might exist a two way mapping between the
communication patterns of the developer community and
the architectural dependencies among the components of
the software, in which one can be used to approximate
the other.

This collaboration can effectively be examined and
verified through the notion of socio-technical congruence
which defines the match between the coordination needs
established by the technical domain (i.e., the architectural
dependencies in the software) and the actual coordination
activities carried out by project members (i.e., within the
members of the development team) [3].

This work was supported in part by TiSE Graduate School, Tampere,
Finland and Nokia Foundation Grant, Finland.

In fact, socio-technical congruence provides an em-
pirical verification of a well-known but insufficiently
understood phenomenon known as Conway’s Law [4] and
describes to which extent the law is enforced in a given
software development project [3] [5]. Such empirical ver-
ification has been a primary motivation for many research
efforts in the realm of socio-technical congruence [6] [7].
However, research on the topic has always assumed that
development of a software project is performed by the
same organization or group of developers. In the case
of open source, projects may evolve in parallel, lead by
different development teams. This is known as “forking”
[8]. To the knowledge of the authors, no research has
been performed yet on socio-technical congruence in the
context of forked projects.

In an earlier work we have studied socio-technical
congruence, and the significance of Conway’s Law, in
the FreeBSD open source project [9]. Our previous study
showed that the congruence measure is significantly high
in FreeBSD and that the congruence value remains stable
as the project matured. In this work, we extend our
earlier study to cover the BSD project family, empiri-
cally investigating the endogenous and exogenous char-
acteristics of BSD projects. BSD projects are popularly
known in the research community. For instance, in [10],
change history information is extracted from BSD projects
for the visualization of change dependencies. Similarly,
FreeBSD project has been studied to verify the viability
of incremental development approach, and to identify the
common characteristics of successful OSS development
process in relation to their quality, in [11] and [12],
respectively.

Within the endogenous characteristics we investigated
the notion of socio-technical dependency through the
measure of socio-technical congruence in the individual
projects. In the technical domain, the architectural depen-
dencies have been constructed out of source code syntac-
tic information such as functional dependency, attribute
referencing and header file inclusion dependency. On the
social side, the coordination network has been built out
of email conversations between developers.

Among the exogenous characteristics, we examined to
what extent the forked projects collaborate and commu-
nicate with each other. As a measuring criteria of such
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collaboration, we quantitatively measured the alignment
among the source code and the developer community
of the forked projects. The rationale here is that forked
projects hold the same root for both the code-base and the
community, thus sharing a common development ground.
Hereof it is worth to empirically investigate the extent to
which such common ground is maintained during projects
evolution.

The remaining of the paper is organized as follows.
Section II introduces a number of key concepts that this
study uses. Section III introduces the research questions
explored and Section IV presents our study design. Re-
sults are reported and discussed in Section V, followed
by final discussion and related work in Section VI. The
overall impact of missing data on the reported results and
the replication guidelines are presented in Section VII.
Possible limitations and threats to validity are highlighted
in Section VIII. Finally, Section IX concludes the paper
and sheds light on future research.

II. D EFINITIONS

In this section we define a set of concepts used in this
study.

A. Conway’s Law

Conway’s Law in its purest form states that “organi-
zations which design systems are constrained to produce
systems which are copies of the communication structures
of these organizations” [4]. In other words, the software
product architecture reflects the organizational structure
of its development team [4] [3]. In [13], Conway’s
Law is considered homomorphic and thus claimed to be
true in reverse as well. This means the communication
pattern within a developer community should reflect the
architectural dependency in the developed software. Thus,
Conway’s Law can effectively be interpreted as the basis
for studying the social and technical interdependency
within a software project [14].

B. Socio-technical congruence

The contemporary phenomenon “Socio-technical con-
gruence” is actually the conceptualization of Conway’s
Law. Socio-technical congruence can be defined as the
match between the coordination needs established by the
technical domain (i.e., the architectural dependency in the
software) and the actual coordination activities carried
out by project members (i.e., within the members of the
developer community) [3]. This coordination need can
be determined by analyzing the assignments of people
to a technical entity such as a source code module, and
the technical dependencies among the technical entities
[3]. Accordingly, developers within the community should
communicate if there exists a communication need. For
example, developers working on the same module or on
the interdependent modules should be coordinating.

C. Developer Contribution

In this work, developer contribution to a software
project can be defined as code contribution or any form
of commit made to the code base.

D. Explicit Architecture

The explicit architecture of a software presents the rela-
tionship among components of a software (e.g., modules,
files or packages) based on the actual design and imple-
mentation. For this work, functional dependency, attribute
referencing and header file inclusion dependency at code
file level are used to derive the Explicit Architecture of a
software product.

E. Explicit Coordination Network

The explicit coordination network is a social network
in which two developers have a relationship if they have
direct communication history as seen by the mailing
archives representing the social and technical interactions
among the developers.

F. Implicit Architecture

The implicit architecture defines an architecture of the
software where any two components (e.g., packages or
code files) are related if there are developers who have
either (a) contributed to both components, or (b) have
direct communication at organizational level (e.g., a one
to one email conversation). For instance, consider that
developer D1 has contributed to packages P1 and P2, and
developer D2 has contributed to package P3. Also con-
sider that both developers have direct communication at
organizational level as shown in Fig. 1(a). Thus according
to the definition, packages P1, P2 and P3 are linked to
each other in the Implicit Architecture (Fig. 1(b)).

G. Implicit Coordination Network

The implicit coordination network is the developer rela-
tionship network in which two developers have a relation-
ship if they have contributed either (a) to a common code
file or (b) to the code files that have direct relationships
in the Explicit Architecture. For instance consider that
developers D1 and D2 have contributed to package P1
and developer D3 has contributed to package P2. Also
consider that P1 and P2 have a functional dependency
(i.e., a direct relationship) as shown in Fig. 2(a). Then,
according to the definition, developers D1, D2 and D3 are
linked to each other in the Implicit Coordination Network
as shown in Fig. 2(b).

H. Forking

In the context of open source development,forking
occurs when a part of a development community (or a
third party not related to the original project) starts a
completely independent line of development based on
the source code of the original project [8] [15]. To be
considered as a fork, a project should have:
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Figure 1. (a) Explicit Coordination Network with contribution to code base (b) Corresponding Implicit Architecture

Figure 2. (a) Explicit Architecture with contributing developers (b) Corresponding Implicit Coordination Network

• A new project name.
• A branch of the software.
• A parallel infrastructure (web site, version control

system, mailing lists, etc.).
• And a new developer community.

Based on this definition, we propose the following
set of relationships within a pair of forked projects: (a)
parent-child, in which one project is forked from the
other, (b) siblings, if two projects are forked from the
same parent project, and (c) lineages, for all descendant
relationships in which (a) and (b) do not hold. For exam-
ple, in Fig. 3, NetBSD and OpenBSD have a parent-child
relationship, FreeBSD and NetBSD are sibling projects,
whereas FreeBSD, and OpenBSD are the lineages of
386BSD.

III. R ESEARCHQUESTIONS

Our choice of research questions is motivated by
our agenda to measure the exogenous and endogenous
characteristics of forked OSS projects related to socio-
technical congruence.

(RQ1) How does the software architecture compare
and evolve across forked OSS projects?

When a project is forked, the source code of the
parent project is copied [8]. Thus it is natural that at the
initial stage the source code, and hence the architecture,
of both systems are similar. Based on this observation,
we are interested in exploring the extent to which the
forked projects share common architectural structure
during their evolution. In doing so, we calculated and
compared the architectures of the forked projects at
three abstraction levels. Namely, at package level, at
first directory level and atnth directory level (i.e., the
last directory where the files reside). We argue that
this three level comparison can provide a holistic view
of the architectural overlapping. For instance, it might

be possible that forked projects maintain homogeneous
architectural design at higher level of abstraction (e.g.,
in package level), yet getting liberated at detailed
architectural level (e.g.,nth directory level).

(RQ2) How does the community compare and
evolve across forked OSS projects?

Traditionally, the developer community divides when
a project is forked [8]. This is typically followed by
a community rebuild and restructuring process in both
projects. Community members in both projects might
communicate and coordinate in such circumstances in
making both projects survive. Thus, our intention here
is to examine how these fragmented communities act in
building the projects: do they contribute to both projects?
Does such collaboration sustain during the evolution of
the projects?

(RQ3) How does the socio-technical congruence
evolve within the forked OSS projects?

Socio-technical congruence is a natural consequence
and a desired property for collaborative development
activities, like OSS projects [16]. Conventional wisdom
suggests that correspondence between the social
and technical domain of a project may reduce the
communication overhead and may increase productivity
[7]. Furthermore, lack of collaboration is classified
as a negative stimuli to performance [17] and has an
influence on lowering productivity [5]. Consequently,
socio-technical congruence can be a decisive property of
a successful project [3] [5] [16]. With strong congruence
measure projects can get more cohesive, organized,
and self-dependent with higher productivity. Thus our
intention here is to stress these reported observations in
forked OSS projects by examining the extent to which
Socio-Technical Congruence holds in forked projects.
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IV. STUDY DESIGN

This section presents in detail our study design, cover-
ing discussion on the case study selection, required data
sets, data acquisition, cleaning, and analysis process.

A. Case and Subject Selection

To explore the three research questions, we performed
a case study with three large (more than 1,414,641 LOC
[18]), long-lived (around 20 years of evolution history)
OSS projects that were forked from their predecessors.
These case study projects are FreeBSD [19], NetBSD [20]
and OpenBSD [21]. All three projects originate from the
386BSD project, which is the version of UNIX devel-
oped at the University of California, Berkeley. FreeBSD
and NetBSD were directly forked from 386BSD dur-
ing late 1993, and therefore have a sibling relationship.
OpenBSD was forked from NetBSD in 1995, thus having
a parent-child forking relationship. Whereas, FreeBSD
and OpenBSD are lineages of 386BSD. As a conse-
quence, the core of these projects encompass the code
base of 386BSD. The forked relationship among these
projects are shown in Fig. 3 and the lifetime of these
projects till 2013 are shown in Fig. 4.

Figure 3. Rough time line of the forked BSD projects

Our selection of the BSD project family was influ-
enced by the following factors: (a) the code base of
these projects have undergone continuous development,
improvement, and optimization for twenty years [19], (b)
these projects have been developed and maintained by
a large team of individuals [20], (c) the properties of a
forked project hold for these projects, (d) these projects
have extensively been used in earlier research on the
evolution of OSS projects [22] [23] [18], and (e) results
reported in this study can be stressed to OSS projects
having similar properties, e.g., forking history, domain,
community structure, and size.

B. Data Sets

OSS projects often consist of a number of software
development repositories. These repositories contain a
plethora of information on both the underlying software
and the associated communication and development
process [24] [25]. In the literature [26] a great

Figure 4. Life time of the BSD projects

emphasis was given to leveraging these repositories for
deriving technical dependencies as well as developers’
coordination patterns. The repository data are often
longitudinal, allowing for analysis along the whole
project evolution phases. Such data sources are highly
accepted and utilized medium for empirical studies on
OSS projects [27] [28] [29]. In this study we utilized the
following repositories.

Source code repository:We downloaded the source code
of each stable release of the three projects. FreeBSD
maintains its source code in Subversion version control
system, whereas NetBSD and OpenBSD use CVS. In
Fig. 5 we provide the details of the stable releases, the
data collected from each release, and the corresponding
download sources.

Mailing list archive: In OSS projects, email archives
provide a useful trace of task-oriented communication
and co-ordination activities of the developers during
project evolution [30]. In the studied projects, email
archives are categorized according to their purpose
including commit records, stable release planning, chat,
user emails, and bug reports. The archives contain the
commit history and the email conversations since the
initiation of the projects. In this study we used a complete
list of commit records and email conversations from the
beginning of each studied project. Consequently, data
from relevant email archives was extracted and refined
from each project, detail of which is presented in Fig. 6.

C. Data Collection

From source code repositories:The source code
of each stable release of the selected projects was
downloaded to a local directory. Fig. 5 lists the stable
releases that were downloaded for each project. To extract
data from each of the releases, a parser was written
in Java. The parser searched through each directory of
a stable release, read through the files in a directory
and parsed relevant data. Each code file in a release
contains a copyright directive. Under this directive the
contributing developer name, email, and the copyright
year is mentioned. The developers that were found in
the process were considered as the initial contributors
to that file. To get a complete list of contributors for
a stable release, developers names were extracted from
the commit history log and were merged with this
contributor list. This process is described in following
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Figure 5. Stable Releases of BSD Projects (FreeBSD, NetBSD and OpenBSD)

Figure 6. FreeBSD, NetBSD and OpenBSD email archives

sections. Information that was extracted using the parser
is listed in Fig. 5, column 5. The parsed data for each
stable release was then stored in a spreadsheet for further
analysis.

From email archives: Data that is maintained in
the email archives can be broadly classified into two
groups, (a) email archives that maintain CVS/SVN
commit records, and (b) archives that store general
community discussions (e.g., on stable release planning,
chat entries). Fig. 6 presents the total number of email
archives that were extracted for each project along
with specific names of archives containing the commit
records, data collection period, collected data, and their
analysis purpose.

For extracting data from each email entry, a data extrac-
tion program was written in Java. This data extractor used
the web interface of the email archives. Thus each email
was read as an HTML page and the data was extracted
using the Jsoup HTML parser [31]. Data extracted from
each email entry is listed in Fig. 6, column 4. This data
was then stored in spreadsheets according to the archive

name and year. After that, email data was sorted according
to each stable release as follows: (a) emails and commit
records were categorized into a specific release if the
release number was mentioned in email subject (e.g., SVN
commit emails provide release number in email subject
for FreeBSD) and (b) other emails for which the re-
lease numbers were not mentioned (e.g., freeBSD-stable,
freeBSD-chat and some of the CVS commit emails), the
posting dates were checked. In this case, for instance, an
email was categorized to stable release 3 if its posting
date falls between the release date of stable release 2 and
3. The rationale here is that developers would commit to
the code base and discuss on its release strategy before it
is officially released.

For the CVS/SVN commit email, we parsed the
commit path to the repository. The commit path was
either mentioned in the subject or in the email body
(in specified format). We extracted information like the
directory path, package name, and if provided, the name
of the modified code file(s) and the stable release number.
The name of the committer for each of these CVS/SVN
commit emails was considered as a contributor to the
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code base. Contributors found in this process were
combined with the contributors found in the code base
to get a complete list of contributing developers for each
stable release.

Data preprocessing: Data that was extracted and
parsed following the above process contained anomalies
in many cases. For instance, developer names and email
addresses might contain punctuation characters like
semi-colons, inverted comas, brackets, unnecessary white
space, and hyphens. Furthermore, parsers may have
parsed data inappropriately in some cases. For example,
the textcopyright rights reservedcan be treated as part
of developer name while parsing copyright directive from
a code file. To clean such anomalies data and punctuation
characters, data cleaning programs were written in Java.
To ensure the correctness of this process, we performed
a manual checking on a randomly selected data to verify
their correctness.

D. Data Analysis

This section is focused on topics related to the con-
struction of the communication networks, architectures,
and their use in measuring the socio-technical congruence
utilizing the collected data.

Data analysis is restricted to the stable releases of the
projects. This means, analysis point of this study is the
stable release dates for a project. This choice of analysis
point (instead of discrete time stamps) is made due to
the following reasons: (a) a stable release reflects clear
milestone for a project, which can also be counted as
a step towards successful evolution, and (b) the source
code for this study is available for stable releases only,
which makes it obvious choice to take release dates as
analysis points.

Developer Contribution: Developer contributions
were measured release-wise in two ways: (a) from the
copyright information provided in each source code
file of a release and (b) from the commits made by
a developer for a release. Fig. 7(a) shows a sample
contribution made by developerJohn Birrell in FreeBSD
stable release 3.

Explicit Architecture: The Explicit Architecture of
a stable release was constructed based on functional
dependency, attribute referencing, and header file
inclusion dependency at code file level. For doing
this, we used a tool named Understand [32]. This tool
takes a source code repository as input and generates
the corresponding Explicit Architecture. This tool has
been used in previous research, e.g., in [33] [34]. The
explicit architecture for each stable release of a project
was derived at two abstraction levels, e.g., at code file
level and at package level. An example of these two
architectures for FreeBSD release 3 is shown in Fig. 8.

Explicit Coordination Network:Following the definition

in Section II-E, the Explicit Coordination Network
was derived for each stable release of a project. Email
conversations for each stable release were used for
this purpose. Fig. 7(b) shows example relationships in
the Explicit Coordination Network of FreeBSD stable
release 3. The weight column in this figure shows the
number of email conversations that took place between
two developers.

Implicit Architecture: The implicit architecture was
generated following the definition in Section II-F. A
partial snapshot of the package level Implicit Architecture
for FreeBSD stable release 3 is shown in Fig. 9(a). In
this architecture, a link weight between two packages
designates the number of times the conditions (from
Section II-F) hold. The significance of this network lays
in the fact that developer communication patterns within
the community may simulate the actual architectural
dependency. That is, two developers should have
communication if they are contributing to same or
interrelated components of the software.

Implicit Coordination Network: This network was
generated according to the definition presented in Section
II-G. A snapshot of this network for FreeBSD stable
release 3 is shown in Fig. 9(b). The network shows
the actual communication need among developers,
based on the design of the software (i.e., the Explicit
Architecture). This network is essential due to the fact
that if two subsystems exchange information, it is likely
that communication among the developers of the two
subsystems exists [4].

Measuring concurring and congruence among
architectures and networks: Comparison among the
architectures and communities was measured for two
purposes: (a) to measure how the software architectures
and communities compare and evolve across forked
projects, and (b) to identify how the socio-technical
congruence evolve within each forked project.

We applied the following similarity measure to serve
both purposes. This approach is analogous to the fit
measure used in organizational theory method [5]. An
identical approach was applied in [9] for measuring the
congruence in FreeBSD project.

Concurring/Congruence =
RefA/N

⋂
AnalogousA/N

|RefA/N |
×

100) (1)

In the above equation,RefA/N is the reference
architecture or network (either explicit or implicit), and
AnalogousA/N it the analogous architecture or network
(either explicit or implicit) with which concurring or
congruence will be measured.

This equation measures concurring between the two
architectures or networks with respect to the reference
one,RefA/N . Therefore, the numerator of equation (1)
identifies the commonalities between the two given ar-
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Figure 7. (a) Sample contributions made by developer John Birrell (b) Sample relationships in Explicit Coordination Network

Figure 8. (a) Code file level Explicit Architecture (b) Package level Explicit Architecture

Figure 9. (a) Implicit Architecture (b) Implicit Coordination Network

Figure 10. (a) Explicit Architecture (b) Implicit Architecture (c) Congruence

chitectures or networks, then is divided by the size of the
reference architecture and expressed in a scale of 100.

The application of Equation (1) to specific cases is
presented next.

Comparing the Architecture:To measure and compare

the architectural concurring among the three projects,
we performed a stable release wise comparison of the
explicit architectures for each pair of forked projects.
Thus in this case, bothRefA/N and AnalogousA/N

represent two comparable explicit architectures taken
from two projects. To be comparable, the stable releases
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of two projects should be released around the same
time period. For instance, consider the stable releases
of FreeBSD and NetBSD projects. FreeBSD has 10
stable releases whereas NetBSD has 14 (Fig. 5, column
2). Thus to compare two releases, each taken from
the two projects, we determined the release date-wise
correspondence. Therefore, FreeBSD release 6 and
NetBSD release 3.0 have a correspondence as they
were released in November, 2005 and December, 2005,
respectively.

The intersection operation in numerator of equation (1)
is calculated at three abstraction levels of the explicit
architectures, namely, package level (p), first directory
level (d1) and code file directory level (dn). For package
level, the intersection operation results in the number of
packages that are common (by comparing the names of
the packages) between two releases. On the other hand,
for the directory level, e.g.,d1 and dn, the intersection
operation provides the total number of directories that
have the complete match in their directory paths. As
an illustrative example, consider FreeBSD release 6 and
NetBSD release 3.0 which have 19 and 22 packages,
respectively. Thus|FreeBSD − release− 6| = 19 and
|NetBSD − release− 3.0| = 22. The intersection oper-
ation between these two explicit architectures resulted in
16 packages having the same names.

Finally, the concurring value was calculated taking
each of these architectures as a reference architecture.
This value depicts the extent to which each of these
stable releases coincide with the other. In continuation
to the above example, FreeBSD release 6 has 84.21%
(16/19*100) and NetBSD release 3.0 has 72.72%
(16/22*100) concurring with each other. These values
were then plotted in a trend chart to visualize how such
concurring evolves with the projects. An example of this
process is presented in Fig.11 and discussed in Section
V-A.

Comparing the Community: To compare the
communities among the three forked projects using
the similarity measure in Equation (1), we carried out
the following: first, the release wise developer list was
generated for each project. This step was discussed
in section IV-C. Second, for a given pair of releases,
the union operation in the numerator identifies the
number of contributors in both releases whose names are
lexically identical. Finally, for each of the stable releases,
concurring value was calculated considering each as a
reference network. These values were then plotted in a
trend chart. An example of this process is presented in
Fig. 14 and discussed in Section V-B.

Socio-technical Congruence: To measure socio-
technical congruence using the similarity measure in
(1) the following approach was applied: the intersection
operation in numerator was carried out between (a)
Explicit Architecture and Implicit Architecture, and
between (b) Explicit Coordination Network and Implicit

Coordination Network. This operation identifies the
number of edges (or relationships) that are identical for
both the architectures or the networks.

The former measure (in (a)) illustrates the match
between the architectural dependency and the architecture
produced due to the communication structure of the
community. The latter measure (in (b)) in turn depicts
the match between the actual coordination activities in
the community and the coordination need established
by the architectural dependency of the software. These
measures verify Conway’s Law and the reverse Conway’s
Law, respectively. Both the measures were determined
for each stable release for all three projects. A partial
snapshot of the congruence between Explicit and Implicit
Architectures of FreeBSD stable release 3 is shown in
Fig. 10.

Then to identify the extent to which the implicit
architecture and implicit network approximate the
corresponding explicit one, we calculated the similarity
measure in (1), taking each of the explicit architecture and
network as the reference one. The resulting values were
plotted in a trend chart for each project to conceptualize
their evolution pattern. An example of this analysis is
presented in Fig. 17 and discussed in Section V-C.

E. Implementation and Verification

Tools Used In the Study:A number of existing tools
and OSS packages were used in this work. For instance,
we used the toolUnderstand (version: 3.1.659)[32] to
generate the Explicit Architectures. To read/write excel
files Apache POI [35] was used. Also, Jsoup HTML
parser [31] was used to parse the HTML files.

Implementation and Verification of the Developed
Programs: We implemented several data extraction,
cleaning, and analysis programs in Java for this work.
Data extraction programs were used to extract data from
relevant sources and cleaning programs were used for
removing the anomalies in the collected data. To verify
the correctness of these programs, a two pass evaluation
were conducted. First, the programs were tested with a
limited number of data samples taken from each of the
projects. Notified bugs (e.g., errors in the parsed data for
an HTML tag) were fixed accordingly. Second, a manual
checking on a random sample of the actual collected
data was done. The accuracy of collected data in the
second pass was reported to be over 97%.

Additionally, analysis programs were written for gener-
ating the architectures, communication networks, release-
wise comparisons, and for measuring congruence. These
programs in turn were tested following a similar method
as stated above.

V. RESULT ANALYSIS

The target of this study is three-fold. First, we verify
the extent to which the forked projects collaborate in
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both technical and social domain. Second, we measure
the socio-technical congruence in each project to concep-
tualize the socio-technical dependencies. Finally, we study
the projects’ pattern of evolution during their maturation.

A. Pattern of Architecture Evolution

In this section we present the results of the evolution
of the architectural design for each forked project in
relation to the other projects. In verifying this, pair-
wise comparison of the architectural designs (each taken
form the compared projects) were made at three abstrac-
tion levels. This action was performed according to the
procedure presented in Section IV-D. The result of this
comparison is presented in Figs. 11, 12 and 13, one for
each pair of projects. These figures show the concurring of
architectures (plotted in the Y-axis) for each comparable
stable release pair (plotted in the X-axis) of the projects.

Overall architectural evolution revealed similar patterns
for all three types of forking relationships, e.g., sibling
projects, parent-child projects, and lineages. At higher
abstraction level (e.g., package level) the architecturesof
the forked projects maintain high correspondence between
them, which remains consistent as the projects evolve.
However, at the detailed architectural level (e.g., at di-
rectory levelsd1 anddn), the design and implementation
became more disjoint and independent.

For instance, in Fig. 11, the package level concur-
ring between the architectures of FreeBSD and NetBSD
projects remain high throughout their release history. For
FreeBSD it remains between 61,9% and 84,21%, whereas
for NetBSD it is between 57,69% and 80% with slight
drifts between the ranges. Contrary to this, directory level
overlapping (d1 and dn) point out a different trend. In
both of these cases, a consistent decrease in concurring
can be noticed. For example, for NetBSD and FreeBSD
the overlapping atd1 directory level begins with 82,81%
and 56,1% respectively, which gradually decreases to
37,39% and 41.72% respectively. Likewise, atdn level,
the overlapping goes down to 3,63% and 3,34% from
29,77% and 10,82% respectively.

For the other two cases (Fig. 12 and 13), a similar trend
was noticed with minor distinction during the early stages
of the projects. For instance, in Fig. 13 the overlapping
of all three architectural level starts with a very low ratio,
which however had a sharp rise in the next release. For
the subsequent releases, the pattern remains similar to the
observations stated earlier.

Additionally, at any given point of the comparison,
the adherence to common architectural design falls off
significantly from abstract to detail level of the design. For
instance, in 2012, the FreeBSD package level overlapping
is 75%, which is however around 41,72% and 3,34% for
directory level overlappingd1 anddn, respectively. This
observation holds for all the three projects.

These observations indicate that the BSD forked
projects preserve a common structure at higher level of
design, which are however, get liberated progressively
at the detailed architectural design. However, thorough

analyses of architectural design need to be conducted to
fully affirm this claim.

B. Pattern of Community Evolution

Forking of a project causes a split in the community.
The fragmentation of the community is typically followed
by a rebuild and restructuring phases in both projects
(the original and the fork). However, both projects share
the same source of code-base, which could stimulate
the development communities of the two projects to
contribute to both. This observation lead us to investigate
the extent to which the community members (from each
project) contribute during the evolution of both projects.

The investigation was done according to the process
defined in Section IV-D. The results are presented in
Fig. 14, 15, and 16, one for each pair of projects.
The findings reveal that the level of participation of the
community members in the compared projects remains
consistent within a given range. Also, a similar pattern
of participation is noticed for the three types of forking,
confirming the earlier observation in Section V-A.

Relating these observations to individual cases show
that for the FreeBSD and NetBSD projects (Fig. 14),
the community overlapping remains between 23,49% and
44,9%, whereas for NetBSD it is between 26,47% and
44,23%. Within this range of participation there exist
several drifts. For instance, in 1999 and 2007 (Fig. 14), a
decrease in participation can be observed.

For the other two cases (Fig. 15, and 16), the pattern
of overlapping follows a similar trend, except for the first
two releases. This observation is similar to that discussed
in Section V-A. For instance, the level of contribution
rises sharply after having a low participation at the early
release. Apart from this, the participation level (in Fig.
15) for NetBSD remains between 42,69% and 50,3%, and
for OpenBSD between 34,42% and 38,31%. Similarly, for
FreeBSD and OpenBSD (Fig. 16) it is 30,58%-35,05%
and 27,18%-30,38%, respectively.

These results lead to the point that a certain group
of community members maintain contributions to all the
projects. The number of participation also remains stable
throughout the evolution.

C. Evolution pattern of Socio-technical Congruence

The measurement of Socio-technical Congruence for a
project is a two step process. First, the extent to which the
communication patterns of the members of the developer
community resemble the actual architectural dependencies
is verified. And then, the resemblance of the architecture
to the community communication is investigated. In doing
so, we derived both the implicit and explicit architectures
and community collaboration networks, and measured the
corresponding congruence. This process was discussed in
detail in Section IV-D.

The evolution of congruence at architectural level for
the three projects is shown in a trend chart in Fig. 17. In
this figure, the congruence approximation is plotted in the
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Figure 11. Architectural evolution between the sibling forked projects (FreeBSD and NetBSD)

Figure 12. Architectural evolution between parent-child forked projects (NetBSD and OpenBSD)

Y-axis (in percentile value) against each stable release of
the projects (plotted in the X-axis).

For FreeBSD (the blue line in Fig. 17), the approxima-
tion of the congruence consistently has risen starting from
60,5% at the first stable release and has gone up to 89,4%.
It had a sharp rise during the early five releases and got
stabilized for the later six releases. During this period the
congruence level remained between 84,83% and 89,4%.
We considered the first four congruence values as outliers
as a project usually goes under considerable restructuring
and reformation after it is being forked.

For OpenBSD (the green line in Fig. 17) we observed
a similar trend of congruence to that of FreeBSD. For the
initial two releases the approximation of congruence were
around 75%, that increased sharply to 88,38% on the third
stable release. Till then onwards it remained stable within

the range 85,56% and 88,78%.

In contrast to these two projects, NetBSD (the maroon
line in Fig. 17) had a different pattern. In NetBSD the
congruence approximation started with 85% and remained
stable around 80,77% to 87,5% for the first twelve re-
leases. Nevertheless, for the recent releases (e.g., the last
two stable releases), the project experienced a decrease in
congruence which has gone bellow 80%.

Accumulation of these results portrays that the approx-
imation of the Explicit Architecture by the congruence
is considerably high in all these three projects, which
remains stable throughout the evolution. This implies that
the architecture derived from the communication pattern
of the developer community effectively represents the ac-
tual architecture of the software. That is, to a considerable
extent the communication of the contributing developers
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Figure 13. Architectural evolution pattern between lineage forked projects (FreeBSD and openBSD)

Figure 14. Community concurring pattern between FreeBSD and
NetBSD projects

Figure 15. Community concurring pattern between NetBSD and
OpenBSD projects

in the community may actually be due to the coordination
needs as identified by the architectural dependencies.

On the other hand, the approximation level of the
congruence to that of the Explicit Coordination Network
reveals a similar pattern for the three projects. Fig. 18

Figure 16. Community concurring pattern between FreeBSD and
OpenBSD projects

shows the evolution of approximation against each stable
release of the projects.

For FreeBSD (the blue line in Fig. 18), the approx-
imation of the congruence remained between 70,63%
and 87,31% from the fourth stable release onwards. A
few drifts in congruence in the early three releases were
noticed, which can be justified with the same reasoning as
before. Yet, there was a decreasing trend of congruence
noticed for the last two stable releases.

In the case of OpenBSD (the green line in Fig. 18),
the approximation of the congruence to that of Explicit
Coordination Network started with 80%, and remained
stable between the value 73,35% and 87,77% during the
entire evolution of the project. Only for the last release the
congruence value went down to 39,58%, which is mainly
due to missing data.

For NetBSD (the maroon line in Fig. 18) the congru-
ence approximation started with a high value of 98,87%
and remained stable between 8139% and 98,87% as
the project progressed. Only for the tenth release (May
2005 in the chart) the congruence has gone as bellow as
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Figure 17. Evolution of Congruence at Architectural Level of the BSD Projects

Figure 18. Evolution of Congruence at Community Level of theBSD Projects

17,23%. But it can be treated as an outlier due to missing
data. Yet there was a slight decrease noticed for the last
three stable releases.

To summarize these results, it can be conceived that
the congruence approximation to that of Explicit Coordi-
nation Network is considerably high for the three projects.
That is, the communication pattern of the developer
community derived from the architectural dependency of
the components effectively resembles the actual com-
munication pattern. Thus, the communication pattern of
contributing developer community can be used to simulate
the underlying architectural dependency of the software
to a great extent.

VI. D ISCUSSION

In this section we hereby summarize the findings of
this study and possible implications in relation to prior
works.

A. Research Questions Revisited

The evidence presented provides a strong indication
that each forked project in the BSD family enjoys a
high level of Socio-technical congruence throughout their

evolution history. Thus, it can be affirmed that to a
considerable extent the communication of the contributing
developers in the BSD communities might be due to the
coordination needs as identified by the technical depen-
dency, and vice-versa. This observation is in-line with the
prior work that reported congruence as a desired property
and a natural phenomenon of collaborative development
works [16] [36].

Alongside these observations, communities of the
forked BSD projects have maintained a certain level of
collaboration throughout the project history. Our reported
model of collaboration shows that a portion of the com-
munity is mutual for both the projects. In literature, this
group of community members are termed as the bridge
between the projects [37], and a means of information
flow and collaboration [37] [38].

Moreover, the architectural design at higher abstrac-
tion level has remained homogeneous among the forked
projects. This might have supported the developer com-
munity with better understanding of the overall system
designs and have created a common ground for collabo-
ration and contribution. However contrary to this, at detail
architectural level these projects are progressively getting
liberated. This could be explained by the fact that the
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developer community of each fork has adopted their own
implementation strategies when it comes to fine grained
design decisions.

Finally, it was noticed that the pattern of community
and architectural evolution for all the three forking rela-
tionships (e.g., siblings, parent-child and lineages) have
followed similar patterns. This observation highlights the
point that forked projects that have originated from the
same root project would ideally share a common archi-
tectural design and a healthy inter-project collaboration.

B. Implications

It can be argued here that Socio-technical congruence
plays a pivotal role in forming cohesive and organized
community driven projects, which eventually leads to
their successful evolution with high quality. This argu-
ment is also affirmed in earlier literature conducted on
in-house projects: Higher congruence influences project
success [3] [5] [16], with improved productivity [39] [6],
maintainability [40], and quality [7].

This measure of socio-technical congruence would bet-
ter serve the purpose of software development process and
organization. Because it provides a quick index of how
well the organization is actually aligned with the current
and planned sub-division of responsibility in the project
[41]. Additionally, the Implicit Architecture can be used
as a complementary to the traditional reverse engineering
process [42] [43] to derive and validate the recovery of
the Explicit Architecture of legacy systems.

The identified pattern of collaboration among the three
projects could be one way to explain the sustainability of
the forked projects [44], particularly during their early
formation stages. Additionally, further study could be
initiated to verify the impact of such collaboration on
cross project porting and code cloning [45] [46].

Overall, based on our study results, we claim that
the traditional perception of forking in OSS projects,
which is thought to have negative stimuli for sustainable
evolution of the projects [8], can be effectively remedied
though (a) maintaining a consistent and cohesive abstract
architectural design to form a common ground of collabo-
ration among the forked projects, (b) adopt a collaboration
model in which members of a project could participate in
other forks, and (c) maintain a consistent and high socio-
technical congruence within the project.

None-the-less, this study puts a step forward in reason-
ing about the successful evolution of forked OSS projects,
as this perspective has rarely been studied in current
literature on OSS evolution analysis [8] [47].

VII. O N THE M ISSING DATA AND REPLICATION OF

THE STUDY

Data collection process for this study sufferers from
some missing data. The missing data constitutes the gen-
eral communication emails stored in the email archives.
Missing email conversations are encountered for NetBSD
and OpenBSD projects. To be specific, email conver-
sations during the period of April, 2005 to May, 2005

can not be extracted fully for NetBSD project. Whereas
for OpenBSD project, missing emails are noticed during
the period of September and October, 2012. In case of
NetBSD it is mainly due to broken links to the archives,
and for OpenBSD it is probably due to unavailability of
the data during that time period.

However, the volume of such missing data is not
massive, and thus, have little impact on the overall results.
Only at the two points of congruence measure (as dis-
cussed in Section V-C), such missing data injected drifts,
which however, do not hamper the overall trend of the
congruence.

Replication of the study depends on addressing several
issues, which includes, (a) data collection from the rele-
vant sources, (b) cleaning and representation of the data
and finally, (c) carrying out the analysis. In what follows,
a guideline to accomplish these tasks.

Data is collected from two sources, SVN/CVS reposito-
ries and email archives. A detail discussion on download-
ing and extracting data from these sources are presented
in Sections IV-B and IV-C. However, to ease this process
of data collection for interested researchers, we make
available the extracted data in the link given bellow1.
Further instructions on how to interpret and use the data
in replicating this study is discussed in the given link.

Finally, generating the architectures and networks, and
carrying out the congruence measure are done thorough
the implementation of scripts. There scripts are directly
derived from the definitions and analysis methods dis-
cussed in Sections II and IV-D, respectively. Tools and
packages listed in Section IV-E are used for script imple-
mentation. All the packages are open source and are avail-
able online for free downloading. However, the scripts
used in this study are not made available in the given
link. If researchers require assistance in implementing
the scripts, we could provide adequate guidelines and the
scripts upon request2.

VIII. T HREATS TOVALIDITY

The following aspects have been identified which
could lead to threats to validity of this study.

External validity (how results can be generalized):As
case study subject, projects from the BSD family were
selected, which are FreeBSD, NetBSD and OpenBSD.
All these projects belong to the operating system domain,
have large developer and user communities, and have
over twenty years of evolution history. Additionally, OSS
evolution studies often used these projects as case study.
Thus it might be possible to stress the results reported
in this article to the population of OSS projects having
similar properties, e.g., domain, project size, evolution
history. Yet, we cannot claim complete external validity
of the results.

1http://msyeed.weebly.com/replication-package.html
2Contact:rajit.cit@gmail.com
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Internal validity (confounding factors can influence
the findings):Missing historical data - the study has been
able to make use only of available data. It is possible,
for instance, that there are commit records and developer
chat entries other than that recorded in the emails.
Additionally, we encountered several broken URL links
for emails that could not be retrieved. Thus, we make
no claim on the completeness of the email entries with
relevance to this study target.

Construct validity (relationship between theory and
observation):There exist a few issues that concern the
construct validity of the study. First, part of the email
entries were categorized to a specific stable release
according to their date of post. The reasoning here is
that developers commit and discuss on release planning
before the product is officially released. Yet, we do not
claim the perfection of this approach. Second, the data
extraction programs written for this study provided an
accuracy of 97%, which was measured with random
sample of the collected data. This may affect the
construct validity.

IX. CONCLUSIONS

The current study provides empirical evidence that
successful OSS forked projects that are lineages of an
ancestor project may follow similar evolution patterns
in terms of (a) technical and social dependencies and
(b) achieving a high level of congruence that sustains
throughout their evolution. Though from a technical per-
spective the forked projects get more and more indepen-
dent by time, they may enjoy a sustainable level of cross
project collaboration. Keeping in line with prior evidence
[9], we can argue that congruence is an implicit character-
istic of successful forked OSS projects, and combining it
with inter project collaboration would portray the reason
behind the success of such projects. This claim however
needs further empirical evidence. As an alternative to the
qualitative argumentation approach taken in our study,
one could frame our research questions as hypotheses
and perform statistical analysis to evaluate them. This
constitutes our future work.
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Abstract—Objective: In order to avoid the adverse 
consequences which cause by anthropogenic factor in the 
femoral neck fracture surgery and meet the requirements of 
selecting the most reasonable internal fixation way, from the 
viewpoint of biomechanics, an optimal selection system of  
internal fixation methods for femoral neck facture are 
established which integrates preprocessing, solving and 
post-processing. Method: A reasonable simplified femur 
model is presented by analyzing a precise model of femur 
standing on one leg. After special patient’s femur model is 
set up, different internal fixation model are analyzed using 
finite element method (FEM). The interactive 
communication between APDL and object-oriented 
programming language is realized. Following evaluation 
parameters are got based finite element analysis: sinking 
displacement, lateral displacement, torsional displacement, 
sum displacement of femur head and gap displacement 
between fracture surfaces. According to the results, the 
evaluation algorithm is complied to select the optimal 
internal fixation method. This study is completed in 
3/20/2012 at Harbin University of Science and Technology. 
Result: As the application of optimal selection program of 
internal fixation methods for femoral neck fracture, the best 
fixation way is got when fractures angle is 70°. The result 
show, without considering bone substance, materials and 
complications, only from the displacement changing trends 
of femoral head and fracture interfaces, the internal fixation 
method with two erect screws is the most reasonable one. 
Conclusion: The system can provide the number of 
tightening screw, the fixed angle and combinatorial way of 
the optimal result to doctors to perform operations. 
 
Index Terms—Femoral neck fracture, Internal fixation, 
Optimal selection, Finite element method, Evaluation 
algorithm 
 

I.  INTRODUCTION 

The treatment of femoral neck fracture is divided into 
conservative therapy and aggressive surgical therapy. But 
the nonunion rate of conservative therapy accounts for 
48%. 34% of the patients may occur to femoral head 
necrosis[1], so doctors advocate aggressive surgical 
therapy in modern orthopedics. In common, surgical 
treatment is divided into 3 steps; they are fracture 
reduction, selecting internal fixation method and nail-
pierced operation. Traditionally, the internal fixation 
method is controlled by doctors which relies solely on 
practical experience. This way usually leading to the 
rationality of structural mechanics ignored. According 

WOLFF principle, reasonable mechanical environment 
can promote the growth and healing of bone. During the 
process of surgical treatment, selection of internal 
fixation method is the only controlled variable and the 
only critical factor which can change the mechanical 
environment. Therefore, select the most reasonable 
internal fixation pattern is the fundamental guarantee of 
nail-pierced operation successfully. Aiming at selecting 
the optimal internal fixation method for femoral neck 
fracture in this paper, combining with doctors’ operation 
and theoretical research, propose an optimal system 
which is available for users from biomedical engineering 
perspective. ANSYS Parametric Design Language 
(APDL) is applied to establish finite element model; the 
nodal displacement of fracture site under the condition of 
special patient’s is fixed by personalized internal fixation 
pattern. Model is solved by FEM. Finally assisting the 
users find out the optimal operation plan of internal 
fixation based analysis results and evaluation rules.  

II.  METHODS 

A.  Fractured Types and Internal Fixation Methods 
The number of tightening screw, fixed angles and 

combinatorial ways, these 3 develop several kinds of 
internal fixation patterns by permutation and combination. 
Taking the femoral neck fractures as research object, 
according to the clinical treatment methods in this paper, 
fixed angles are set from 30°to 70°; the number of tight 
screw is set from 1 to 3; Combinatorial ways are set as 
one screw, two horizontal screws, two slant screws, two 
erect screws, upside-down equilateral triangles, erect 
equilateral triangles[2,3]. This setting way depending on 
special patient’s fracture condition realizes the users can 
select the personalized best internal fixation method. 

B.  Assumed Conditions for Finite Element Modeling and 
Solving 

Bone is anisotropic and is made up by a vast range of 
materials[4]. Because the computed result is not much 
contrast, the bone is assumed to be an elastic material and 
complies with linear elastic theory[5]. Some assumptions 
for finite element modeling are made in this paper: 

Before any action, skeleton is in the unstressed natural 
state, without discontinuity inside.  
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The stress and strain of per point can be expressed by a 
continuous function of coordinate and has the same 
physical property and mechanical characteristic.  

When bone is influenced under the condition of load or 
temperature variation, the deformation would restore if it 
is in elastic range.  In addition, the deformation which is 
caused by external force is usually far less than the 
original size. 

In view of these assumptions, the define method of 
element attribute and the assignment method of material 
prosperities are both based on the linear elastic theory. 

For solving models by FEM effectively, some 
assumptions for solving have to be made before 
simulation study: 

The study stage is set as the fracture reduction and 
internal fixation have just finished and the healing 
process is about to start. 

The fracture site is fixed by cylindrical screws which 
closely integrated with bone. Even if load is applied there 
is no relative displacement, which is the reason that 
screws are simplified as cylinders. 

Assume the strength of cylindrical screws is enough 
which cannot be broke. 

According to the rough situation of bone, the frictional 
factor is set as 0.9. 

C.  Modeling  
For we focus on the mechanical characters of femoral 

neck and overcome shortcomings of modeling by finite 
element software, the model is simplified in this paper. 
Create a precise model and calculate it by finite element 
software under the condition that standing on one leg. So 
the physiological load has to be known. Because the 
mechanical environment of femur is complicated, we 
only can get the composition of forces. According to the 
accurate mechanical model of femur which proposed by 
Scige[6] that when standing on a single leg, there are 3 
composed forces, they are the joint reaction force J, 
iliotibial tract muscle force R, abductor force M. The 
mechanical model is shown in Fig.1.  

 
Figure 1 The mechanical model of a femur proposed by Scige. 

According to the accurate mechanical model of femur which proposed 
by Scige[6] that when standing on a single leg, there are 3 composed 

forces, they are the joint reaction force J, iliotibial tract muscle force R, 
abductor force M. 

After calculating, following conclusions are got: the
 leading force J which transfers from femoral to femoral 

shaft. The upper side of femoral neck which is in the 
middle is subjected tension stress, and the downside is 
subjected compressive stress. The stress of great 
trochanter is little, so the finite element model is 
simplified at this part. 

Aim to establish special patient finite element model, 
parameterized method is adopted in this paper. A finite 
element model of femur and an internal fixation model 
are created. Set anatomy parameters such as neck-shaft 
angle(b), the diameter of femoral head(d) which got from 
X-ray film as variables by *SET function of APDL[7]. 
These parameters are input into the interface of the 
system then form an individualized APDL file. The 
definition of each unit and the assignment of material 
property are set by EX, ET functions of APDL.  

After femur neck fracture geometry model and 
finite element mechanical model are gotten, the 
number of tightening screws, the fixed angle and 
combinational way are set as variables which are 
selected by users. Due to APDL cannot distinguish 
string type, define the 6 kinds of combinational ways 
as macros combing with condition control statements 
for APDL to read. Create cylindrical screws and 
define the materials are stainless steel. Insert them 
into the femoral neck by Boolean operations. The 
radius of the screws is chosen by thread series of 
international standard based on constant section. 
Finally 6 cases of internal fixation finite element 
models are shown in Fig.2. 

 

 
Figure 2 The schematic of 6 cases of internal fixation finite element 
models. Combinatorial ways are set as one screw, two horizontal 

screws, two slant screws, two erect screws, upside-down 
equilateral triangles, erect equilateral triangles. 

D.  Solving 
FEM is adopted to solve internal fixation models. 

Expect the functions of APDL mentioned above, in order 
to apply load to the fixed node, use the function asel with 
the parameter loc of APDL to select nodes which should 
apply load J, M, and R. Meanwhile select the region to 
apply all constraints. Forces of J, M, and R are applied to 
the fixed nodes and start to solve. 

Establish the FE mechanical simulation model:  
fKxCxM =++′′  

M represents a mass matrix, C represents a damping 
matrix and K represents a stiffness matrix. 

The tetrahedral element is adopted, so the 
displacement function is expressed by determinant: 
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V represents the volume of a tetrahedron. 
The strain matrix verified as follows: 
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Change the corresponding subscript, other submatrixes 
can be got. 

E.  Judgment Criteria 
For the patients only can do moderate physical activity 

which is a static analysis, so standing on one leg is 
considered in this paper. According to AO principles, 
judging from the following parameters: 

The displacement of femoral head (US): When 
standing on one leg, femoral head would subject load and 
cause displacements including lateral displacement which 
influence the tensile strength and immobility of fracture 
surfaces in x-axis; sinking displacement which influence 
shearing resistance in y-axis; torsion displacement which 
influence resisting to torsion in z-axis. The values of 
these 3 displacements are the smaller the better. For the 
sake of evaluating UX, UY, UZ, set evaluation 
parameters named US which represents resultant 
displacement of 3 directions, which is the smaller, the 
better.  

The evaluation parameters include lateral displacement 
of femoral head UX, the sinking displacement UY, the 
torsion displacement UZ and sum displacement US. 

Boundary conditions are to restrain the sagittal plane, 
longitudinal plane, coronal plane of distal femur. 

The maximal interfragmentary movement (DS): the 
proximal femur is a nearly cantilever structural model. Its 
upside is subjected tensile stress and downside is 
subjected pressure stress when the external load is 
applied. Assume the fracture surfaces are totally ruptured 
in this paper. Therefore, the fracture displacement is 
going to generate which is represented as DS. By 
measuring the distance of 2 nodes between the fracture 
surfaces, DS can be got. The buckling resistance of the 

fixed structure better if DS is smaller. The schematic of 
DS is shown in Fig.3. 

 

 
Figure 3 the schematic of DS 

The evaluation parameter is the maximal 
interfragmentary movement DS. 

Boundary conditions are to restrain the sagittal plane, 
longitudinal plane, coronal plane of distal femur. 

Among the evaluation parameters, US and UF is the 
most directly evaluation parameters which can reflex the 
fixed-effect. However, the size relationships of US and 
DS are not conformity in practical situations. In addition, 
summarize the biomechanical experiments the other 
universities did, we find that the ratio of US among 
reasonable fixed patterns would not larger than 114% and 
DS would not larger than 153%. So, one third of the 
optimum results are selected to define US and DS. 
Therefore, the following criteria are proposed which 
compile into an evaluation algorithm by C++. The criteria 
are shown in Tab. 1, and the flow chat is shown in Fig.4.  

TABLE I  
THE JUDGMENT CRITERIA OF OPTIMAL SELECTION SYSTEM 

 
 
 
 
 
 

mmin DSUS =
 

Select the internal fixation pattern 
which minimum of US and DS 

correspond to. 

mmin DSUS ≠
 

047.1
min

≤
US

US
 

177.1
min

≤
DS

DS
Select the internal 

fixation pattern which the           
minimum of US correspond to. 

177.1>
DS
DS

Do not find the most 

reasonable internal fixation pattern. 
Please reselect. 
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Figure 4 The flow chat of the evaluation algorithm 

The program include: 
(1)Compile the communication codes between object-

oriented language and APDL, to realize that collect 
information from interfaces and transfer to APDL to 
model, solve and show the results.   

(2)According to the information collected, such as 
anteversion angle, neck-shaft angle, the diameter of 
femoral neck and so on, transfer them to the parameters 
of APDL to establish the geometry model of femur. 

(3)According to the medical history of patients, 
considering the disease which may affect the selection of 
internal fixation pattern, like osteoporosis, the system will 
warn the users that one screw is prefered[8]. 

(4)Combining with patients’ actual situation, initially 
select a method. This method does not indicate the 
optimal plan and can be reset frequently.  Transfer the int 
and float type parameters of operative plan by the codes 
of step1 to establish the fixation finite element model 
which is fractured. 

(5)Simulate standing on one leg, base on the 
calculation model Scige put forward and the assumptions 
above, the equilibrium equations of force and moment are 
list. Then calculate the 3 forces load on femoral head. 

(6)The results computed by step 5 are transferred to 
finite element model to solve the model by FEA (finite 
element analysis), and the analysis results will show on 
the interface. 

(7)The system calls the APDL codes of post-
processing, show the numerical results of each internal 
fixation method the user chosen on the interface. 
Compare the results the system will give the user the 
optimal result by the evaluation algorithm back stage, and 
show it on the window. 

According these steps, the flow chat of the system is 
shown in Fig.5. 

Begin

Acquire information 
from X ray film

Establish special 
patient s femur 

finite element model

Osteoporosis ?

Select fixation 
mehtod

Establish special patient ’s 
fixation method model of fracture

Solve model

Select another 
fixation method ?

Display results

Fixation method 
optimization

Find 
optimization ?

End 

One nail fixation 
method is prefered

Yes

No

Yes

Yes

No

No

 
Figure 5 The flow chat of the optimal system 

F.  Optimal Program of Internal Fixation Method for 
Femoral Neck Fracture 

Modularized programming ideas and object-oriented 
programming language are used in the system. Ever 
problem to be solved is considered as a module [9]. The 
whole system is divided into 3 modules which are 
parameterized preprocessing module, the solving module 
and post-processing module.  

Parameterized preprocessing module. The main 
function of this module is summarized as build 
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parameterized models of femur and internal fixation 
models. Though building the two cases of finite element 
models has different APDL frame codes, the way of 
getting parameters and the way of transferring are the 
same.  

The method of getting the parameters and transferring 
is running through the whole system which is used not 
only in preprocessing to build finite element models but 
also in calculating the forces on femur. This method 
realizes variable parameterized design that means 
assigning the relevant parameters in APDL frame codes 
through the visualization interfaces. 

MFC cannot select file as save path, so this drawback 
is worked out in this system first. Class CPathDialog and 
CPathDialogSub are friends and derived from class 
CWnd. Expect the constructed function, 9 functions are 
defined either. The classes mainly include callback 
function BrowseCallbackProc inside which a SWITCH 
statements are used to judge the situations and handle. 2 
situations are considered: the first is initialization, the 
other is when the save path changes. The function 
MakeSurePathExists checks if the path exists. The 
function IsFileNameValid is to check if the path is valid, 
and the functions of Touch, ConcatPath which are able to 
connect the save path.   

Define a function named OnApdlfile in CDialog class. 
Create a txt file inside OnApdlfile function by 
strPath+=input1.txt which is used to store the complete 
codes of APDL. Moreover, realize transfer the parameters. 
11 pieces of information are need to model. So, 11 
variables of CEdit, int and char types are defined, then 
call the member function GetWindowText to cast (atoi). 
Read and write the APDL frame codes to the txt file 
which already defined by the class fstream, the class 
wfstream. User-defined function void OnRunansys is the 
crucial function to solve models by finite element method 
inside which create a thread by AfxBeginThread 
(Simulation,this,THREAD_PRIORITY_NORMAL). The 
first parameter does not only include the definition of 
AnsysPath, ApdlPath and buffer but also the Macro file 
Bone_Ansys.mac. The function WinExec 
(CommandStr,SW_HIDE) is also important which 
realizes the batch mode is applied by finite element 
analysis software. The command is CommandStr ="\""+ 
AnsysPath +"\""+" -b nolist-i "+MacFile+" -o output.txt". 
This function connects the path of finite element analysis 
software and the path of APDL file and saves the results 
solved by finite element method to the output.txt. 

Moreover, the parameters need in operative plan are 
the number of tightening screw, combinatorial ways 
which cannot distinguish by APDL. In order to make this 
happen, define the number of screw and the 
combinatorial ways as Macro in the system for APDL to 
distinguish. The interfaces of information and parameter 
acquisition and the selection of internal fixation pattern 
are shown in Fig.6. 2 vertical screws setting software 
implementation 

*IF，VAL4，EQ，20010 
CYL4， 0， 0， 0， 0， 6， 360， m 
Wpoff， 0， 0， 6 

CYL4， 0， 0， 0， 0， 6， 360， m ! 
*ELSEIF… 
3 screws of positive triangle setting software 
implementation 
*IF，VAL7，EQ，30010 
Wpoff， 0， 5， 0 
CYL4， 0， 0， 0， 0， 6， 360， m 
Wpoff… 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 The interface of information acquisition. In this figure, we can 
see fracture angle(α ), anteversion angle(a), neck-shaft angle(b), 

femoral shaft angle(c), the diameter of femoral head(d), the diameter of 
femoral shaft(d1), the diameter of femoral neck(d2), the height of the 
cone between femoral head and femoral neck(h), the arm of muscular 

contraction(f). 
The solving module. This module is applied to 

calculate the load on the femoral head when standing on 
one leg under normal circumstance. In fact, femur is 
subjected complicated stress. Through many researchers 
have simulated the stress of muscles around femur in 
vitro, it’s far too difficult to act load in every muscle. 
Taylor[10] holds the opinion that there is much 
nondeterminacy such as the selected quantity, the 
direction of load and so on, especially dynamic loading. 
Therefore they propose to analyze the load of leading role. 
The simplified mechanical model which is presented by 
Scige is shown in Fig.1. The primary external loads are 
joint reaction force J, Iliotibial tract force R, abductor 
force M which stress distributions are generally the same 
as femur interface. 

J,M,R have certain relationship with body weight when 
standing on one leg. The gravity line of body locates the 
rear of public symphysis. Aim to maintain balance on one 
leg, the reacting force of ground is W which represents 
body weight, the 1/6 of W is borne by leg, and the left 
part bears 5/6W.  

When calculating, divide the hip joint into upper 
separation and lower separation. 3 formulas of moment 
and force balances are need, and schematic of 3 forces are 
shown in Fig.7. 

0
6
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There into: 

b=2f； θsin×= fd  
θ is 29.5°,so according to Fig.8: 
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According to the lower separation, the balance formula: 
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φ is 22.4°,so, the force J is shown in Fig.9: 
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Figure 7 Force diagram of upper separation. When calculating, divide 
the hip joint into upper separation and lower separation. 3 formulas of 
moment and force balances are need. The parameters in the 3 formulas 
are shown in this figure. R means iliotibial tract muscle force. M means 

abductor force. Q means a central point of a femoral head.  

 
Figure 8 Block diagram of abductor force M

 

 
Figure 9 Block diagram of the joint reaction force J

 

The values of J, R, M are got by (1)~(5) which are 
calculated by MATLAB. 

In order to show the essential information of fixed 
model and get W and f which are need to calculate J, R, 
M; the third interface should acquire parameters from the 
first interface which have already input. But MFC only 
can realize transmit the parameters between adjacent 
dialogs, therefore, the technique we use is set 9 invisible 
Static Texts to collect the parameters from the first 
interface and then transfer to the third interface. 

Post-processing module. This module includes the 
submodule of showing finite element biomechanical 
model solving results and the submodule of result 
optimization. The solving results can be shown in real-
time. The results output into an ouput.txt document by 
ANSYS batching mode in function winexec. When the 
content of flag.txt is 1, the ANSYS is running. The 
content which is saved in output.txt can be read and kept 
in buffer by the function Open of class CFile. Then the 
data in buffer are shown in edit box of which ID is 
IDC_STATUS through function Read. Then, according 
to the judgment criteria, US and DS are considered to 
optimize.  

III.  RESULTS 

Consider a female patient of intertrochanteric fractures 
in 70° and measure the anatomical parameters by X-ray 
film. Then input them into the interface (fig.10) and 
create a femur finite element model. Select an internal 
fixation method. We select the two horizontal screws 
with 40°and create an internal fixation model. The system 
acquires the information from the interface automatically 
and calculates the load which applied on femur. Next, the 
system gets the results computed and solves by finite 
element software. The analysis results show on the 
interface (fig.11) in real-time. Analyze the internal 
fixation methods of one screw with 40°and upside-down 
equilateral triangles and show all the result on the 
interface(fig.12 and fig.13). Finally, sort the result and 
find out the most reasonable internal fixation method 
(fig.14).  

The same as the results provided by Zhang Meng[8], 
under the conditions of intertrochanteric fractures in 
70°,we can see that without considering bone substance, 
materials and complications, only from the displacement 
changing trends of femoral head and fracture interfaces, 
the internal fixation method with two erect screws is the 
most reasonable one. Though people always hold the 
opinion that the number of fixed screws more, the 
structure is more stable. All that results is not the same. 
Meanwhile the result got by the system is proved to be 
correct and reliable. 
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Figure 10 Acquire the patient’s information  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11 Calculating the load and solving the two model of two erect 
screws in 40° 

 

 

 

 

 

 

 
Figure 12 Calculating J、M、R and solving the FE model of one screw 

in 40° . J means joint reaction force. R means iliotibial tract muscle 
force. M means abductor force. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13 Calculating the load and solving the FE of model with upside-
down equilateral triangles 

Figure 14 Results optimization. The same as the results provided by 
Zhang Meng[8], under the conditions of intertrochanteric fractures in 
70°,we can see that without considering bone substance, materials and 

complications, simply from the displacement changing trends of 
femoral head and fracture interfaces, the internal fixation method with 

two erect screws is the most reasonable one. 

IV.  DISSCUSSION 

The simulation and optimal selection results show the 
internal fixation method with two erect screws is the most 
reasonable. Though people always hold the opinion that 
the number of fixed screws more, the structure is more 
stable. All that results is not the same. The result got by 
the system is proved to be correct and reliable. 

Combing finite element method with the objected-
oriented programming language, an optimal selection 
system of internal fixation method for femoral neck 
fracture is developed in this paper. According different 
fracture situations, the system can select the most proper 
method of the number of fixed screw, fixed angle and 
combinatorial ways intelligently and reasonably which 
has guiding significant for the treatment of femoral neck 
fracture in clinic. Meanwhile it provides an innovative 
and convenient method to help doctor to decide the better 
fixation way. From the research, the following 
conclusions are obtained: 

The relationship between bone fracture and mechanics 
are studied, the parameters which are adopted to evaluate 
fixed effect are presented. The parameters include 
displacement of femoral head and the maximal 
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interfragmentary movement. According to the biomedical 
experiments summarized relation, propose evaluation 
criteria and compile into evaluation algorithm by object-
oriented programming language to optimize the internal 
fixation method.  

A reasonable simplified femur model is presented by 
analyzing a precise model of femur standing on one leg 
which makes the modeling process can be realized by 
finite element parameterized language. The size of the 
femur model and the methods of internal fixation can 
change as need through interface input parameters. Then 
all the steps including preprocessor, solving and post-
processing are realized in our optimal selection system 
software.  

Realize the interactive communication between APDL 
and object-oriented programming language. In the same 
software, doctor can complete optimal selection based 
bone biomechanical analysis results.  

The optimal selection system of internal fixation 
methods for femoral neck fracture is an executable 
program which compiled by C++ programming language 
in Visual C++6.0. Ran the optimal system software, a 
computer with more than memory 512MB is necessary 
and the assistant software ANSYS have to be installed in 
the computer. The running time of the optimal system is 3 
minutes at least. 

In addition, only testing the rationality and reliability 
of the system, we don’t focus on the anisotropy of bone 
or dynamic loading. Moreover, the influence of rub, 
contact and bone substances also should be taken into 
account. In order to make our optimal selection system 
more perfect, we will do further research in real-time 
computer and accurate model in the future. 
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Abstract—With the rapid development and popularization 
of Web services, online privacy has become a rising concern. 
In order to prevent service providers from abusing private 
information of service requesters, service providers are 
required to publish their privacy policies. If a service 
provider’s privacy policy is not consistent with a service 
requester’s privacy preference, the provider and the 
requester can negotiate. Whether the negotiation is 
successful or not depends on the strategic choices of the 
provider and the requester. This paper analyzes strategic 
choices of service providers and service requesters in 
negotiations by game theory. We propose a game theoretic 
model for negotiations between providers and requesters, 
discussing providers’ and requesters’ strategic choices in 
one-time negotiation and repeated negotiation. In addition, 
a case study is given to demonstrate how to use our game 
theoretic model to analyze the strategic choices of providers 
and requesters in negotiations. 
 
Index Terms—Negotiations, Game Theory, Privacy Policies, 
Privacy Preferences 
 

I.  INTRODUCTION 

Nowadays, increasing people are accustomed to using 
Web services. When they enjoy the convenient and 
efficient services on the Internet, their private information 
is inevitably collected by service providers. As service 
requesters, it is difficult for them to control the way their 
private information is used by service providers. To avoid 
the misuse of service requesters’ private information, 
service providers are asked to publish their privacy 
policies. Privacy policies specify how service providers 
will deal with the private information, which they get 
from service requesters. Service requesters also design 
their privacy preferences which state the way in which 
the private information will be handled. P3P privacy 
policy is one of the privacy policies widely used in the 
world [1]. P3P (The Platform for Privacy Preferences) [2] 
was released by World Wide Web Consortium (W3C) in 
April 2002. It provides a standard and machine-readable 
privacy policy. W3C also designs APPEL (A P3P 
Preference Exchange Language) [3] which allows service 
requesters to specify their privacy preferences. 

The consistency of privacy policies and privacy 
preferences means that service providers will handle 
private information according to service requesters’ 
requirements. In this case, requesters will use the services 
offered by providers. Conversely, if privacy policies are 
not consistent with privacy preferences, requesters will 
refuse to use the services so as to protect their privacy. 
Otherwise, providers and requesters will negotiate. The 
success of the negotiations relies on providers’ and 
requesters’ strategic choices. Providers have the choice to 
alter their privacy policies to be stricter or not alter their 
privacy policies. Requesters have the choice to modify 
their privacy preferences to be more moderate or not to 
modify their privacy preferences. If providers don’t alter 
policies and requesters don’t modify preferences when 
they are negotiating, the negotiations fail. Researchers 
have studied the negotiations between service providers 
and service requesters. Kheira Bekara and Maryline 
Laurent [4] proposed a negotiation mechanism, which 
supported automated negotiations on the inconsistencies 
between P3P privacy policies and privacy preferences. 
During the negotiations, privacy policies were changed 
from moderate to strict by providers, and privacy 
preferences were changed from strict to moderate by 
requesters. Salah-Eddine Tbahriti et al. [5] put forward a 
negotiation model to reconcile requesters’ requirements 
with providers’ policies in case of incompatibility. In 
their model, providers did not change their policies but 
offered incentives to requesters. If requesters accepted the 
incentives, they would modify their requirements to be 
compatible with providers’ policies. Ke Changbo et al. [6] 
proposed a cloud computing oriented negotiation 
mechanism, in which service requesters didn’t alter their 
privacy preferences and service providers changed their 
privacy policies to satisfy service requesters. 

In this paper, we formulate negotiations between 
service providers and service requesters as a game 
theoretic model to analyze their strategic choices during 
negotiations. Both providers and requesters have two 
strategic choices in our game model. Providers may or 
may not alter their privacy policies to be stricter. 
Requesters may or may not modify their privacy 
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preferences to be more moderate. Based on payoffs of 
different strategic choices, we can infer which strategies 
providers and requesters will choose. 

This paper is structured as follows: In Section II we 
introduce related works. In Section III we give an 
overview of game theory. In Section IV we propose a 
game theoretic model for negotiations between service 
providers and service requesters and calculate the mixed 
strategy Nash equilibrium of the game model. In Section 
V we discuss the results of one-time negotiation and 
repeated negotiation. In Section VI we illustrate how to 
analyze providers’ and requesters’ strategic choices by 
our game model with a case study. In the end, we 
conclude and point out the future works in Section VII. 

II.  RELATED WORK 

If service providers’ privacy policies aren’t consistent 
with service requesters’ privacy preferences, service 
providers and service requesters may negotiate on the 
inconsistencies. To address the limitation that P3P lacks a 
negotiation mechanism, Kheira Bekara and Maryline 
Laurent [4] proposed an automated negotiation 
mechanism which supported negotiations on the 
inconsistencies between P3P privacy policies and privacy 
preferences. During negotiations, privacy policies were 
changed from moderate to strict by providers, and privacy 
preferences were changed from strict to moderate by 
requesters. Salah-Eddine Tbahriti et al. [5] put forward a 
negotiation model to reconcile requesters’ requirements 
with providers’ policies in case of incompatibility. In 
their model, providers didn’t change their policies but 
offered incentives to requesters. Once requesters accepted 
the incentives, they would modify their requirements so 
that it could be compatible with providers’ policies. Ke 
Changbo et al. [6] proposed a cloud computing oriented 
negotiation mechanism. In the mechanism, users didn’t 
modify their privacy preferences. Privacy policies 
satisfying both users and service composers were gained 
through exchanging privacy disclosure assertion. 

Although game theory is initially developed in 
economics, it has been used to solve problems in many 
fields. Lisa Rajbhandari and Einar Arthur Snekkenes [7] 
used a game theory based approach to perform privacy-
related risk analysis. In their game model, there were two 
decision makers which were an online bookstore and a 
user. The user had the choice to provide his genuine or 
fake personal information to the online bookstore. The 
online bookstore chose to exploit the personal 
information of the user by selling it to third parties or 
didn’t exploit and used it for its own internal purpose. 
The probabilities and outcomes to determine the level of 
privacy risk could be computed by obtaining the benefits 
from the online bookstore’s and the user’s strategic 
choices. Spyros Kokolakis et al. [8] analyzed buyers’ and 
sellers’ privacy-related strategic choices in e-commerce 
transactions through game theory. They explained why 
buyers mistrusted privacy policies and discussed possible 
remedies to protect privacy. Shouke Wei et al. [9] applied 
game theory based model to analyze and solve water 
conflicts concerning water allocation and nitrogen 

reduction in the Middle Route of the South-to-North 
Water Transfer Project in China. They constructed a 
game model including a main game and four sub-games 
and used statistical and econometric regression methods 
to formulate payoff functions of players. Justin Zhan et al. 
[10] proposed an approach to generate gaming strategies 
for the attacker and defender in a recommender system. 
To analyze vulnerabilities and security measures 
incorporated in a recommender system, they defined 
attack graphs, use cases, and misuse cases in their gaming 
framework. Wu Jiang et al. [11] analyzed gaming 
behaviors of graduates in scholarship competition in 
China by using an evolutionary game theory approach. 
They found that graduate individual would adopt 
different strategies based on different number of graduate 
groups, symmetry information and asymmetry 
information. Zhang Cheng et al. [12] focused on cheating 
operations of nodes happened in Opportunistic Network. 
In order to improve the possibility of successful message 
transmission and reduce the probability of cheating, they 
converted the phase game of nodes into repeated-game 
and introduced the credit mechanism and punishment 
mechanism into the game. Mohamed Amine M’hamdi et 
al. [13] proposed a scheduling algorithm to help the 
controller agent improve the quality of the reputation 
mechanism. The algorithm was based on a class of games 
called Bayesian Stackelberg. Sun Weifeng et al. [14] 
proposed a game theoretic resource allocation model in 
grid computing. The model guaranteed higher tasks’ 
victorious probabilities in grid resources scheduling 
situations. Wu Guowei et al. [15] put forward a game 
theoretic energy-aware scheduling algorithm for multi-
core systems. The algorithm could reduce the temperature 
difference between different groups of cores, which 
effectively avoided the local hotspot of a processor. 

III.  OVERVIEW OF GAME THEORY 

Game theory was theorized by John Von Neumann and 
Oskar Morgenstern in 1944 [16]. Nash proved the 
existence of Nash equilibrium in 1950, which laid the 
foundation for the generalization of game theory [17][18]. 
Today, game theory has been widely used in many fields, 
such as politics, economy and biology [19]. It analyzes 
the behaviors of decision makers in interactions. 
Compared with classical analytical methods, it doesn’t 
have to rely on subjective probabilities or accurate data. 
Probabilities and outcomes can be computed according to 
the preferences or benefits of decision makers. 

A game generally comprises four parts: the players, 
their strategies, payoffs and the information they have 
[20]. According to different criteria, the game can be 
categorized into a static/dynamic game and a 
complete/incomplete game. A static game is one in which 
players choose simultaneously or not choose 
simultaneously but players who choose secondly not 
knowing the actions of players who choose firstly (vice 
versa for the dynamic game). A complete information 
game is one in which players know about the strategies 
and payoffs of others (vice versa for the incomplete 
information game). 
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If a player’s chosen strategy is the best response to the 
strategies of others, it is the optimal strategy for the 
player. A Nash equilibrium is a strategy profile consisting 
of each player’s optimal strategy. Players in the game 
don’t have enough reasons to break the equilibrium [21]. 
A mixed strategy is a probability distribution of the 
players’ pure strategies. The expected payoffs of players 
in a game can be calculated based on the mixed strategy 
Nash equilibrium. 

IV.  GAME THEORETIC MODEL FOR NEGOTIATIONS 

In this section, we will formulate negotiations between 
service providers and service requesters as a game 
theoretic model and calculate the mixed strategy Nash 
equilibrium of the model. 

A.  Game Formulation 
We construct a game theoretic model for negotiations 

to analyze service providers’ and service requesters’ 
strategic choices. To formulate the game, we assume that 
it is a static and complete information game. The game is 
static as we stipulate that the provider and the requester 
choose their strategies simultaneously. It is of complete 
information as we assume that both the provider and the 
requester know about the strategies and outcomes of each 
other. In the following, we will explain the strategies of 
the players and how the data are collected to estimate the 
payoffs. 

Players: It is a two-player game between the service 
provider and the service requester. We assume that both 
the provider and the requester are rational. They have the 
incentive to optimize their payoffs. 

Strategies: Both the service provider and the service 
requester have two strategic choices. The service provider 
has the choice to alter his privacy policy to be stricter or 
keep his privacy policy unchanged. The strategies of the 
service provider are given by {Alter, NotAlter}. The 
service requester has the choice to modify his privacy 
preference to be more moderate or keep his privacy 
preference unchanged. The strategies of the service 
requester are given by {Modify, NotModify}. 

Payoff:  
1.Data Collection: 
We need to collect data to estimate the payoffs of the 

provider and the requester. Table I lists the data related to 
the service provider. 

 
For the service provider: In the case where the 

service requester modifies his preference to be more 
moderate, if the service provider alters his policy to be 
stricter, the negotiation is successful. The service 
provider benefits from providing services to the requester 
(a) and pays additional cost to implement the stricter 
policy (b). If the service provider keeps his policy 

unchanged, the negotiation is successful. The service 
provider benefits from providing services (a) and doesn’t 
have to pay a cost for altering his policy. In the case 
where the service requester keeps his preference 
unchanged, if the service provider alters his policy to be 
stricter, the negotiation is successful. The service 
provider benefits from providing services to the requester 
(a) and pays additional cost to implement the stricter 
policy (c). The value of c is greater than b because the 
degree to which the policy is altered is bigger. If the 
service provider keeps his policy unchanged, the 
negotiation fails. The service provider suffers a loss 
resulting from not providing services for the requester (d). 

Table II lists the data related to the service requester. 

 
For the service requester: In the case where the 

service provider alters his policy to be stricter, if the 
service requester modifies his preference to be more 
moderate, the negotiation succeeds. The service requester 
benefits from using services offered by the service 
provider (e) and suffers a loss resulting from reducing 
demands for privacy protection (f). If the service 
requester keeps his preference unchanged, the negotiation 
succeeds. The service requester benefits from using 
services offered by the provider (e) and doesn’t have to 
suffer a loss resulting from modifying his preference. In 
the case where the service provider keeps his policy 
unchanged, if the service requester modifies his 
preference to be more moderate, the negotiation succeeds. 
The service requester benefits from using services offered 
by the provider (e) and suffers a loss resulting from 
reducing demands for privacy protection (g). The value of 
g is greater than f because the degree to which the 
preference is modified is bigger. If the service requester 
keeps his preference unchanged, the negotiation fails. The 
service requester suffers a loss resulting from refusing to 
use services provided by the provider (h).  

2.Estimation: 
The negotiation between the service provider and the 

service requester is shown in Figure 1. The provider may 
or may not alter his privacy policies to be stricter. The 
strategies of him are given by {Alter, NotAlter}. The 
requester may or may not modify his privacy preferences 
to be more moderate. The strategies of him are given by 
{Modify, NotModify}. Therefore, there are four strategy 
profiles which we will present in the following 
paragraphs. SP and SR denote respectively the provider’s 
payoff and the requester’s payoff.  

{Alter, Modify} means the provider alters his policy to 
be stricter, while the requester modifies his preference to 
be more moderate. The provider benefits from providing 
services to the requester (a) and pays additional cost to 
implement the stricter policy (b). Thus, the provider’s 
payoff is a-b. The requester benefits from using services 
offered by the provider (e) and suffers a loss resulting 

TABLE II.  
DATA RELATED TO THE SERVICE REQUESTER 

 For Service Requester 
Strategic Choices Modify NotModify 

Alter e, f e 
NotAlter e, g h 

TABLE I 
DATA RELATED TO THE SERVICE PROVIDER 

 For Service Provider 
Strategic Choices Alter NotAlter 

Modify a, b a 
NotModify a, c d 
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from reducing demands for privacy protection (f). His 
payoff is e-f. 

 

 
 

 
Figure 1. The negotiation between the provider and the requester

{Alter, NotModify} means the provider alters his 
policy while the requester keeps his preference 
unchanged. The provider benefits from providing services 
(a) and pays additional cost to implement the stricter 
policy (c). Thus, the provider’s payoff is a-c. The 
requester benefits from using services (e) and doesn’t 
have to suffer a loss resulting from modifying his 
preference. Thus, the requester’s payoff is e. 

{NotAlter, Modify} means the provider keeps his 
policy unchanged while the requester modifies his 
preference. The provider benefits from providing services 
(a) and doesn’t have to pay a cost for altering his policy. 
Thus, his payoff is a. The requester benefits from using 
services (e) and suffers a loss resulting from reducing 
demands for privacy protection (g). His payoff is e-g. 

{NotAlter, NotModify} means the provider doesn’t 
alter his policy while the requester doesn’t modify his 
preference. The provider suffers a loss resulting from not 
providing services (d). His payoff is -d. The requester 
suffers a loss resulting from refusing to use services (h). 
The requester’s payoff is -h.  

B.  Game Solution 

 
The payoffs of the provider and the requester are 

shown in Table III. The first value of each cell is the 
payoff of the service requester while the second value is 
the payoff of the service provider. Using the payoffs in 
Table III, we can find the mixed strategy Nash 
equilibrium in the negotiation. We assume that the 
provider plays the strategies Alter and NotAlter with 
probabilities p and 1-p respectively, and the requester 
plays the strategies Modify and NotModify with 

probabilities q and 1-q respectively. Mixed strategy Nash 
equilibrium makes players indifferent between their pure 
strategies. So, we set the expected payoffs of players’ 
pure strategies equal to solve the mixed strategy Nash 
equilibrium.  

When calculating p, we assume the expected payoff 
the requester gains by modifying his preference is ER1, 
and the expected payoff the requester gains by keeping 
his preference unchanged is ER2.   

1 ( ) ( )(1 )RE e f p e g p= − + − −  
2 ( )(1 )RE ep h p= + − −  

In the mixed strategy Nash equilibrium, the provider’s 
strategic choices make ER1 equal to ER2. 

1 2R RE E=  
 ( ) ( )(1 ) ( )(1 )e f p e g p ep h p− + − − = + − −  

                             
g h ep

g h e f
− −=

− − −
                 (1)                        

When calculating q, we assume the expected payoff 
the provider gains by altering his policy is EP1, and the 
expected payoff the provider gains by keeping his policy 
unchanged is EP2. 

1 ( ) ( )(1 )PE a b q a c q= − + − −  
2 ( )(1 )PE aq d q= + − −  

In the mixed strategy Nash equilibrium, the strategic 
choices of the requester make EP1 equal to EP2. 

1 2P PE E=  
( ) ( )(1 ) ( )(1 )a b q a c q aq d q− + − − = + − −  

                           
c a dq

c a d b
− −=

− − −
                     (2) 

After calculation, we get p and q. Hence, we can know 
the probabilities with which the provider and the 
requester will choose a particular strategy. 

 

TABLE III.  
PAYOFFS OF THE PROVIDER AND THE REQUESTER 

  Service Provider 
  Alter NotAlter 

Service  
Requester 

Modify e-f, a-b e-g, a 
NotModify e, a-c -h, -d 

 

SP:a-c  
SR:e   

Success    
SP:a   

SR:e-g 

SP:-d   
SR:-h  

Failure    

Alter Modify 

NotAlter 

Success   

NotModify

Service Provider    Service Requester    

SP:a-b
SR:e-f

Success    

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2921

© 2014 ACADEMY PUBLISHER



V.  RESULTS OF NEGOTIATIONS 

If the service provider and the service requester only 
negotiate once, the negotiation is a one-time game. 
Therefore, the provider and the requester will choose 
their optimal strategies based on the mixed strategy Nash 
equilibrium. However, if the requester asks for services 
offered by the provider more than once, the provider and 
the requester negotiate many times. We assume that 
changes in policies and preferences in the negotiation are 
not saved by the provider and the requester. These 
changes are only temporary compromises for the sake 
that the negotiation succeeds. 

In the finite case, the requester asks for services 
several times and then stops. The provider and the 
requester negotiate finite times. Thus, the negotiation is a 
finitely repeated game. Using backward induction, we 
obtain the result of this game. We should first examine 
the last round. In the last round, the service provider and 
the service requester will choose their optimal strategies 
based on the mixed strategy Nash equilibrium. So in the 
penultimate round, the service provider and the service 
requester will also choose their optimal strategies. And so 
on, the service provider and the service requester will 
also choose their optimal strategies from the beginning. 
Therefore, the result of the finitely repeated game is the 
same as the one-time game. The provider and the 
requester will choose their optimal strategies based on the 
mixed strategy Nash equilibrium.   

In the infinite case, the requester asks for services 
endlessly. The provider and the requester negotiate 
infinite times. Thus, the negotiation is an infinitely 
repeated game. At this point, the provider and the 
requester may not choose their optimal strategies. 
Considering their long-term interests, the provider and 
the requester will cooperate. 

VI.  CASE STUDY 

Consider the scenario between a user and an online 
bookstore. The user asks for services provided by the 
online bookstore. Because of inconsistencies between the 
online bookstore’s privacy policy and the user’s privacy 
preference, the online bookstore and the user negotiate 
with each other. The data related to the online bookstore 
are shown in Table IV and the data related to the user are 
shown in Table V.  

 

 

If the online bookstore chooses the strategy Alter and 
the user chooses the strategy Modify, then the online 
bookstore benefits from providing services to the user (1) 
and pays additional cost to implement the stricter policy 
(1.2), and the user benefits from enjoying services offered 
by the online bookstore (2) and suffers a loss resulting 
from reducing his demands for privacy protection (1.5). 
Thus, the online bookstore’s payoff is 1-1.2=-0.2. And 
the user’s payoff is 2-1.5=0.5. 

If the online bookstore chooses the strategy Alter, 
while the user chooses the strategy NotModify, then the 
online bookstore benefits from providing services (1) and 
pays additional cost to implement the stricter policy (1.7), 
and the user benefits from using services (2) and doesn’t 
have to suffer a loss resulting from modifying his 
preference. Thus, the online bookstore’s payoff is 1-1.7 

=-0.7. And the user’s payoff is 2. 
If the online bookstore chooses the strategy NotAlter, 

whilst the user chooses the strategy Modify, then the 
online bookstore benefits from providing services (1) and 
doesn’t have to pay a cost for altering his policy, and the 
user benefits from using services (2) and suffers a loss 
resulting from reducing his demands for privacy 
protection (2.5). Thus, the online bookstore’s payoff is 1. 
And the user’s payoff is 2-2.5=-0.5. 

If the online bookstore chooses the strategy NotAlter 
and the user chooses the strategy NotModify, then the 
online bookstore suffers a loss resulting from not 
providing services (1), and the user suffers a loss 
resulting from refusing to use services (1). Thus, the 
online bookstore’s payoff is -1. And the user’s payoff is  

-1. 
The payoffs of the online bookstore and the user are 

shown in Table VI. 

 
By substituting the data in Table VI into the expression 

(1) and expression (2), we get p = 25% and q = 20%, 
which means the online bookstore alters his policy to be 
stricter with a 0.25 probability and the user modifies his 
preference to be more moderate with a 0.2 probability. 
Table VII lists the probabilities with which the online 
bookstore and the user will choose a particular strategy. 

 
According to the data in Table VII, NotAlter is a 

dominant strategy for the online bookstore, since 
regardless of the user’s choice the online bookstore gets a 

TABLE VII.  
THE PROBABILITIES DISTRIBUTIONS OF STRATEGIES 

  p=25% 1-p=75%

 
Online 

Bookstore 
User 

Alter NotAlter

q=20% Modify 0.5, -0.2 -0.5, 1 
1-

q=80% NotModify 2, -0.7 -1, -1 

TABLE VI.  
THE PAYOFFS OF THE ONLINE BOOKSTORE AND THE USER 

            Online Bookstore
User Alter NotAlter 

Modify 0.5, -0.2 -0.5, 1 
NotModify 2, -0.7 -1, -1 

TABLE V.  
DATA RELATED TO THE USER 

 For user 
Strategic Choices Modify NotModify 

Alter 2, 1.5 2 
NotAlter 2, 2.5 1 

TABLE IV.  
DATA RELATED TO THE ONLINE BOOKSTORE 

 For online bookstore 
Strategic Choices Alter NotAlter 

Modify 1, 1.2 1 
NotModify 1, 1.7 1 
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better payoff. For the user, NotModify is a dominant 
strategy which makes the user get a better payoff. 
Therefore, the online bookstore tends to keep his policy 
unchanged and the user tends to keep his preference 
unchanged. Probabilities 1-p and 1-q shows that the 
online bookstore refuses to alter his policy with a 0.75 
probability and the user refuses to modify his preference 
with a 0.8 probability. 

If the user asks for services provided by the online 
bookstore once, the user and the online bookstore will 
negotiate once. Based on the mixed strategy Nash 
equilibrium, the online bookstore and the user will choose 
the strategy profile {NotAlter, NotModify}.  

If the user asks for services finite times, the user and 
the online bookstore will negotiate finite times. The result 
is the same as only negotiate once. The online bookstore 
and the user will choose the strategy profile {NotAlter, 
NotModify}. However, if the user asks for services 
infinite times, the user and the online bookstore will 
negotiate infinite times. The online bookstore and the 
user will not choose the strategy profile {NotAlter, 
NotModify} because it will make them 
bear the greatest losses in the long term. Considering 
their long-term interests, the online bookstore and the 
user will cooperate and choose the strategy profile {Alter, 
Modify}. 

VII.  CONCLUSIONS AND FUTURE WORK 

This paper analyzes service providers’ and service 
requesters’ strategic choices in negotiations through game 
theory. We propose a game theoretic model for 
negotiations between providers and requesters, discuss 
providers’ and requesters’ strategic choices in one-time 
negotiation and repeated negotiation, and demonstrate 
how to use our game theoretic model to analyze 
providers’ and requesters’ strategic choices through a 
case study. 

However, the negotiation between the provider and the 
requester in this paper is for the whole privacy policy. 
Such negotiation is coarse grained. In fact, a privacy 
policy generally consists of many privacy statements. 
Each statement specifies the handling of a private data. 
So the negotiation for a privacy statement is fine grained. 
In future research, we plan to study the negotiation which 
is for a privacy statement of a particular private data. The 
study will help the provider and the requester to reach an 
agreement on the handling of a particular private data.   
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Abstract—Brain medical images are generally prone to 
noise and also fraught with intensity heterogeneity within 
the tumor. Fuzzy and boundary discontinuity caused by the 
tumor also adversely affects the accuracy of the tumor 
segmentation. A method based on morphological 
structuring element map modification and marker-
controlled watershed segmentation is proposed. Firstly, a 
structuring element map is constructed according to the 
sum of the weighted variance of the specific regions within 
morphological gradient image, and each value of the 
structuring element map represents the size of structuring 
element (SE). Secondly, the original image is modified by 
morphological opening-closing, where the size of SE are 
determined by the structuring element map in the 
corresponding pixel, such an adaptive image modification 
can eliminate the noise and small regular details while 
preserve the larger object contours without less location 
offsets. Finally, marker-controlled watershed transform is 
used to complete the tumor segmentation. Experiments 
show that the method ensures brain tumors are more 
accurately segmented. 
 
Index Terms—image segmentation, brain tumor, structuring 
element map, marker-controlled watershed transform 
 

I.  INTRODUCTION 

Incidence of brain tumors has been on the rise in recent 
years. According to statistics, brain tumor accounts for 
about 5% of the human tumor cases and also forms about 
60% of children tumor cases. About 20-30% of other 
malignant tumors also eventually land into intracranial 
categories. Because of its invasive growth, expansion in 
intracranial domains, once it occupies a certain space, 
regardless of its nature being benign or malignant, are 
bound to make the intracranial pressure suppress brain 
tissues, leading to injury to the central nervous system, 
thus endangering patient’s life. Brain tumor’s early 
detection greatly depends on the accurate diagnosis and 
subsequently its effective treatment. The accuracy of the 
result is thus a very important step to improving the 
disease treatment. MR and CT technologies are widely 
applied in the diagnosis and analysis of brain tumors. 
These technologies render brain tumor location 

information in the form of size and type, and can be used 
for brain tumor resection surgery and radiation therapy as 
important information. 

Many efforts have been made to segment brain tissue 
and tumor from MR and CT Images [1-4]. Watershed 
transform [5, 6] can be used to produce single pixel width 
and closed contour, etc. and has been widely applied to 
medical image segmentation [7, 8]. However, the 
watershed easily leads to over-segmentation [9]. Usually, 
there are three kinds of schemes to eliminate over-
segmentation. The first one is image pre-filtering [10], 
which uses filters to reduce local minima area before the 
watershed segmentation. The second one employs the 
marker-controlled method [11, 19] to limit the segment 
regions beforehand; the last is the post-processing after 
watershed, such as region merging [12]. Nowadays, 
several methods have been proposed for the brain tumor 
segmentation [1-3, 13-15], Wang [2] introduced a 
parametric fluid vector flow active contour model to 
address the issues of limited capture range and use it to 
implement the brain tumor segmentation; Corso [3, 13] 
employed multilevel segmentation and integrated 
Bayesian model classification to separate the brain tumor. 
Kowar [14] presented a method for the detection of brain 
tumor using histogram thresholding; Christ [15] applied 
K-Means clustering integrated with marker-controlled 
watershed algorithm to segment MR brain images; In fact, 
the brain tissue structure is more complex, and the 
boundary of tumor region and normal tissue is not 
obvious. The CT or MR image itself may contain noise 
and low-contrast regions, such a case likely cause 
discontinuities and fuzzy boundaries, and maybe lead to 
resultant inaccurate segmentation of contours. We thus 
present a novel method by applying morphological 
structuring element map to modify the original image, 
then use the marker-controlled watershed transform to 
segment the modified image. During the segmentation 
process, the selection of the appropriate size of SE is the 
forte of morphological modification. For each pixel of the 
original image, we apply opening-closing with different 
SE to modify each pixel, where the size of the SE is 
determined by the structuring element map. 
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II.  MORPHOLOGICAL MODIFICATION 

When applying the marker-controlled watershed 
transformation to segment the image of brain tumors, it 
can accurately mark the tumor area and produce closed 
contours, yet usually the tumor can be present in normal 
brain tissue. In a variety of medical imaging of tumor 
shape, the gray value of the interior is not uniform; 
sometimes the tumor and surrounding tissues are very 
close resulting in a less accurate segmentation. If the 
image does not undergo pre-filtering or smoothing, a 
direct use of marker-controlled watershed transform may 
result in inaccurate target contour positioning.  

Morphological opening and closing can eliminate the 
bright and dark regions less than the SEs. But the 
problem is that when apply opening and closing with 
invariant smaller SE to modify the tumor image, some 
bright and dark regular details can not be eliminated 
completely. In reverse, lager SE may lead to the tumor 
contour occur location offset. To this end, we present a 
method based on morphological opening and closing to 
modify image, where the SE’s size is variant for the 
different pixel. The modification mainly based on 
morphology theory [6,17] is such that, every gray image 
can be seen as a three-dimensional topographical map, 
and then using different viscous fluids that are in a 
flooded landscape. When the viscosity is at a low 
temperature, the fluid can reach more irregular detailed 
regions, conversely, when the viscosity is at a high 
temperature, the fluid can only reach the wider region. 
Closing operation can eliminate dark regions smaller than 
SE, this would be equivalent to use different size of the 
SEs to effect modification of the image by a 
morphological closing. On the other hand, opening can 
eliminate bright regions smaller than the SE. The 
combination of the two operations will release the bright 
and dark small details and noise within the image, and 
largely reduce the factors that result in over- 
segmentation. The gradient can reflect the degree of the 
image’s gray change, but sometimes the pixel’s gradient 
does not accurately reflect the topography image 
information, therefore, we employ the sum of pixel’s 
gradient weighted gradient variance to determine the size 
of SE that corresponding to viscosity.  

A.  Structuring Element Map 
For ease and exactly of calculation, the normalization 

processing is carried out. In the following sections, we 
will use the normalized images everywhere. The 
morphological gradient is given by 

 )()( sfsfg Θ−⊕=                                         (1) 
where s is a circular SE with 1 as the radius, g is the 
gradient image, and f is the original image, ⊕ and Θ  
respectively denote morphological dilation and erosion.  

For the aim to modify each pixel using variant SE, we 
construct a circular structuring element map ),( yxM , its 
size is equal to original image and each pixel value 
represents the size of the SE which will be used to modify 
original image in corresponding pixel. Each SE’s size in 

),( yxM  is determined by the morphological gradient 

image. If the gradient image is seen as a topography map, 
gradient value would represent the altitude of each point, 
in general the target contour points corresponds to higher 
elevations. It is well known that the variance is a measure 
of how far a set of numbers is spread out. For example, a 
pixel ),( yxA  is shown in Fig. 1. The sum of the square 
difference of each pixels gradient with A can reflect the 
difference between the regions of the A ’s 3×3 
neighborhood. The sum of the variance is defined as 
following. 
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where ),( yxV denotes the sum of variance, ),( yxg is the 
corresponding gradient value. The distance between 
pixel A to each neighborhood is different, therefore its 
impact on the target point varies. If the distance is shorter, 
the impact is greater and vice versa. Therefore the 
weighted variance is thus defined as 
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where iw denotes the weighting coefficient and is defined 
as following. 

         
r

wi
1=                                                           (4) 

where r is the distance between the current point ),( yx to 
the neighborhood point ),( yx ′′ , and the distance is 

     22 )()( yyxxr ′−+−=                                   (5) 
Equation (6) reflects the relationship between the 
weighted variance and structuring elements map. 

)),(0(,)),(log(),( maxRyxMyxVyxM ≤≤×−= α     (6) 
where •  indicates rounding, α is a factor to adjust the 
value of ),( yxM , maxR is the maximal size of SE. 

B.  Image Modification 
Morphological opening-closing operation employs 

different SE to modify each pixel of the image, and this is 
different from the traditional opening-closing by fixed SE. 
Such an adaptive opening-closing operation will 
eliminate the small bright and dark details and maintain 

)1,1( −− yx ),1( yx −   )1,1( +− yx  

)1,( −yx  ),( yx   )1,( +yx  

)1,1( −+ yx  ),1( yx +  )1,1( ++ yx  

Figure1. 3×3 neighborhood. 
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the accuracy of the larger object contours. Our 
morphological modification is defined as 

),(),(),(),( yxMyxMyxgyxfd •=                       (7) 
where ),( yxfd  is the modification image, and • are 
respectively denote morphological opening and closing 
operation.  

III.  CONTROLLED WATERSHED 

Small regular details are largely eliminated after the 
image modification. In order to segment the brain tumors 
and limit the allowable divided regions, marker-
controlled watershed is employed to segment the 
modification image by the following steps.  

Step 1, Tumor Marker Extraction Extraction: The 
purpose of this step is to locate the inner tumor regions. 
Since markers are picked from original modified image 
and the brain tumor regions usually have higher gray 
values than other brain tissue [20], the tumor regions can 
be extracted by thresholding(T) processing,  where pixels 
value larger than T are labeled as tumor markers M .  

Step 2, Background Marker Extraction: In order to 
determine the inside and outside catchments basins, 
background markers are also needed. This can be 
achieved by calculating the watershed transform of the 
Euclidian distance of the inner tumor regions. The 
Euclidian distance [19] is defined as following. 

)],(),,[(min
),(),( yxjiDD

Myxji ∈
=                                      (8) 

22 )()()],(),,[( yjxiyxjiD −+−=                                     (9) 
where ),( jiD denotes the minimal distance between tumor 
marker pixel ),( yx  and other pixel ),( ji , )],(),,[( yxjiD  is 
the Euclidian distance between pixel ),( yx  and ),( ji .  

Step3, Watershed segmentation: After the foreground 
and background markers respectively corresponding to 
inside and outside of tumor have both marked out, 
minima imposition is applied to modify the gradient 
image so that the regional minimum occur at the markers 
location. Finally, watershed transform is performed on 
the modified gradient image to implement the tumor 
segmentation. 

IV.  IMPLEMENTATION 

Fig.2 shows the proposed segmentation process, firstly, 
the morphological gradient image is calculated from the 
original image, and then the sum of variance is computed 
according to the pixel value of the gradient image. After 
constructing a structuring elements map with the size 
equal to the original image, its value of each pixel can be 
determined by the sum of variance. Modify each pixel of 
the original image by the different SE that size 
corresponding to the structuring element map at same 
location. Then mark the modified gradient image by the 
foreground and background markers. Finally watershed 
transform is used to implement the tumor segmentation. 

 

V.  EXPERIMENTS AND DISCUSSION 

In order to verify the validity and performance of the 
proposed method, we choose a synthetic image and 
several clinical brain tumor CT images, and implement 
the simulation on MATLAB7 platform. The synthetic 
image as shown of Fig. 3(a), it contains four regions 
labeled as A1, A2, A3 and A4. 

Fig. 3(b) is the result of watershed transform on Fig. 
3(a), it produces a serious over-segmentation. Fig. 3(c) 
shows the segmentation of watershed transform followed 
by the maximal similarity based region merging [16], it 
can be seen that over- segmentation is largely released, 
but object contours occur offset. Fig.3 (d) gives the 
marker-controlled watershed segmentation, where 

15.0=T . It is obvious that the bottom right corner of A1 
is missing, and the other object shape contour is not 
accurate. Fig. 3(e) shows the result of the proposed 
modification, where 10max =R and 6=α . The marker of 
gradient image of the modified image by the foreground 
and background with 05.0=T is given as Fig. 3(f); the 
marker-controlled watershed was performed on Fig. 3(f) 
producing the final segmentation. Compared with manual 
segmentation as Fig. 3(h), the proposed method result as 
shown in Fig. 3 (g) has accurately segmented the four 
desired object contours.  

For the purpose to test the performance of the proposed 
method under noisy condition, we add Gaussian noise 
(0.1%) and salt-and-pepper noise (5%) to the Fig. 3(a). 
We can see from Fig. 4(b) when watershed transform is 
directly applied on such a noisy image, a serious over-
segmentation appears. The maximal similarity based 
region merging is sensitive to noise and produce under- 
segmentation (Fig. 4(c)). Sole marker-controlled 
watershed shown in Fig. 4(d) led to inaccurate shape 
contours, especially, in low-contrast regions. Our method 
shown from Fig. 4(e) to (f) indicates that it is more robust 
to noise. TABLE I shows the time-costing of the different 
segmentation methods, where watershed transform is fast, 
watershed with region merging is more time-costing, and 
our method is slower than watershed transform but faster 
than region merging. 
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Image
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Figure2. The flow chart of the proposed segmentation 
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TABLE I 

THE TIME-COSTING OF DIFFERENT SEGMENTATION 

Image 
Segmentation Time(s) 

Watershed Transform Region 
Merging 

Proposed  
method 

Figure3 (a) 0.6523 1.5482 9.8764 

In order to quantitatively analyze the segmentation 
accuracy of the different methods, we introduce the TM 
(Tanimoto Metric) [2] to evaluate the results of the 
segmentation, it is defined as following. 

  )10(, ≤≤= TM
RR

RR
TM

gx

gx

∪

∩
                          (10) 

where xR denotes the amount of the segmented regions, 

gR is the amount of region by hand-sketched, •  denotes 
the total number of pixels within the collection. Typically, 
if TM is more close to 1, it indicates that the result of 
region is more close to the real contour. TABLE II shows 
the TM of the different segmentation methods for four 
objects in Figure.3 and Figure 4. 

       
(a)                                                     (b)                                                    (c)                                             (d) T=0.15 

       
                                                       (e)                                                  (f)                                              (g) T=0.15     

Figure4. The method for segmenting different shapes with noise. (a) Noisy image of Fig. 3(a); (b) Watershed transform for noisy image; (c) 
The result of region merging of Fig. 4(b); (d) The result of maker-controlled watershed transform; (e) The result of modification, (f) Maker the 

gradient image; (g) The proposed segmentation result. 

       
(a)                                                     (b)                                                     (c)                                       (d) T=0.15 

        
(e)                                                 (f) T=0.05                                            (g)                                                 (h) 

Figure3. The flow chart of the proposed segmentation: The method for segmenting different shapes. (a) The original images; (b) Watershed 
segmentation; (c) The result of region merging of Fig. 3(b); (d) The result of maker-controlled watershed transform; (e) The result of 

modification; (f) Maker the gradient image; (g) The proposed segmentation result. (h) Manual segmentation. 
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TABLE.II 

TM FOR DIFFERENT SEGMENTATION METHODS 

Image 
TM 

Region 
merging 

Marker-controlled 
watershed 

Proposed 
method 

O
rig

in
al

 

A1 0.9376 0.8104 0.9745 

A2 0.9785 0.9109 0.9787 

A3 0.9201 0.8778 0.9859 

A4 0.9683 0.9290 0.9821 

N
oi

sy
 

A1 0.7343 0.8361 0.8974 
A2 0.6289 0.9126 0.9774 
A3 0.8176 0.8726 0.8996 
A4 0.6688 0.8856 0.9486 

It indicates that the accuracy of the proposed method is 
superior to the others, especially in noisy condition. To 
validate the performance of our method to segment the 
brain tumor, we firstly choose a clinical CT image named 
CT-1 as Fig.5(a). Fig.5(b) is the direct segmentation by 
watershed transform; Fig.5(c) shows the result after the 
maximal similarity based region merging, where most 
part of the tumor region is separated from the brain tissue, 
but the contour location occur bias. The marker -
controlled watershed transform is almost the same as 
shown in Figure 5(d). Our method from Fig.5(e) to (g) 
indicates that it is closer to the manual segmentation 
(Fig.5(h)) than the others, where 10max =R , 5.0=T  and 

12=α . TABLE III shows the proposed method has a 
higher accuracy than the other methods. 

 
 
 
 
 
 
 

TABLE.III 
TM VALUE FOR DIFFERENT IMAGES 

Tumor image TM 

a1 0.9164 

a2 0.9273 

a3 0.9418 

a4 0.8978 

a5 0.9102 

To verify the capability of positioning tumor edge of 
the proposed method, we choose another five clinical 
tumor CT images (Fig.6 (a1-a5)). The parameters are 
identical with the CT-1 except that 46.021 == aa TT  and 

36.0543 === aaa TTT . The second column of Fig. 6 shows 
the proposed segmentation results and the third column is 
the manual tumor segmentation. It can be seen that the 
proposed method is close to the desired manual 
segmentation.  TABLE IV shows the TM of the proposed 
method for different images, and the average TM value is 
0.9187, which indicates the proposed method has higher 
segmentation accuracy. 

TABLE.IV 
TM OF DIFFERENT METHODS  

Image Watershed with 
region merging 

Marker-controlled 
watershed 

Proposed 
method 

CT-1 0.8403 0.8149 0.8883 
 
 
 
 
 
 
 
 

       
(a)                                                    (b)                                                   (c)                                                    (d) 

       
(e)                                                     (f)                                                    (g)                                                   (h) 

Figure5. Segmentation of CT-1 by different methods. (a)The original image; (b) Watershed transform; (c) Region merging of Fig.5(b); (d) 
Marker-controlled watershed transform; (e) Modification; (f) Marker the gradient image; (g) The proposed segmentation; (h) Manual 

segmentation. 
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(a1)                                                    (b1)                                                    (c1) 

         
(a2)                                                    (b2)                                                (c2) 

         
(a3)                                                    (b3)                                                 (c3) 

         
(a4)                                                  (b4)                                                  (c4) 

         
(a5)                                                    (b5)                                                   (c5) 

Figure6. Segmentation results of different images. (a) The original images; (b) The proposed method segmentation results; (c) 
Manual segmentation. 
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VI.  CONCLUSION 

Brain tumor segmentation plays an important role in 
the treatment. We propose a hybrid method which 
combines morphological image modification and marker-
controlled watershed transform to segment the brain 
tumors. The original image is modified by opening-
closing with the constructed structuring element map to 
release the bright and the dark regular details while 
preserve the objects contour with less offset. Marker-
controlled watershed transform is used to localize and 
segment the tumors. Synthetic and several clinical images 
experimental results show that the proposed method can 
release the over-segmentation of the traditional watershed, 
and allows reliable and precise segmentation of the brain 
tumors. 
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Abstract—Today, many television viewers are also 
experienced internet users. People often post reviews of 
television programs on social networks and have created 
influential and powerful opinions. To strengthen the 
monitoring and analysis of these opinions, this paper 
developed a cloud computing-based internet public opinion 
monitoring and analysis system for television programs. The 
purpose of this novel system is to assist the government and 
television stations with program monitoring in order to 
provide a decision-making basis for improvement. This 
paper introduced the new cloud computing-based 
monitoring and analysis system, including the necessary 
cloud computing technology, system framework, functional 
structure, and system workflow.  
 
Index Terms—Television Program, Internet Public Opinion, 
Cloud Computing 
 

I.  INTRODUCTION 

This internet public opinion monitoring and analysis 
service for television programs is monitors and analyzes 
the comments and opinions of internet users to relevant 
television programs through the monitoring and tracking 
of websites (including portal websites, industry websites, 
forums, blogs, and microblogs, etc.). It further 
investigates and analyzes the viewer base and the social 
impact of certain television programs, and relays this 
information to the regulatory and decision-making 
departments of government institutions and television 
stations for references. 

Due to the development and popularity of the internet, 
especially the wide spread of social networks, and the 
fact that most television viewers are also experienced 
internet users, the discussions and comments regarding 
television programs through social media such as blogs 
and microblogs, have developed into a strong influence 
on television program opinion, which has also further 
impacted the public opinion. Currently, there are 
numerous television programs with uneven qualities. A 
certain number of programs, especially some comments 
have large influences on the ideology of the viewers. 
Therefore, it is essential to develop an internet public 
opinion monitoring and analysis system for television 

programs in order to launch the monitoring and analysis 
of public opinion on television programs, assist the 
government and television stations with the regulations of 
television programs, understand the viewer base and 
social impact of television programs, find problem, divert 
public opinions, and provide evidences for the 
decision-making of government and the regulatory and 
improvement of television programs. 

II.  RELATED WORK 

The key of the television program opinion monitoring 
technology is topic detection and tracking (TDT), which 
is an algorithm that finds relevant information from vast 
amounts of data streams[1,2]. The technology has been 
well-developed and primarily includes two categories: 
clustering algorithms [3-7] and repeating string matching 
[8-10]. 

Currently, there are no monitoring and analysis 
systems designed for domestic television programs 
opinions. There are only some commonly available 
internet public opinion monitoring and analysis systems 
which are difficult to use for monitoring and analysis of 
the opinions specifically directed at television programs. 
A few commonly used systems include: Goonie internet 
public opinion monitoring system [11], Junquan internet 
public opinion monitoring system [12], TRS internet 
public opinion management system [13], and Founder 
internet public opinion and information monitoring and 
analysis system [14]. 

III.  SYSTEM DESIGN 

A.  Cloud Computing Technology 
The cloud computing technology for this television 

program public opinion monitoring and analysis system 
primarily involves the following three aspects: 

(1) Uses cloud storage technology for program opinion 
resource data management in order to meet the need for 
large amounts of data. 

(2) Adopts cloud computing technology architecture 
with a centralized television program opinion monitoring 
center to uniformly perform information collection and 
public opinion monitoring and analysis services. 
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Monitoring and analysis application terminals can be PCs, 
tablets, or smart phones, which shows the flexibility of 
the system. 

(3) The television program opinion monitoring and 
analysis is task-driven. Each television program is a 
single monitoring task, and the system allocates different 
monitored keywords information to different programs. 
Targeted monitoring and analysis can be carried out for 

various programs and different monitoring and analysis 
reports will be given. 

B.  The Design of System Framework and Functional 
Structure 

The framework and functional structure for the cloud 
computing based television program opinion monitoring 
and analysis system is shown in Figure 1. 

 

The terminal application platform 

 Internet

Internet 
information 
directional 
collection 
system

Cloud storage-based opinion resource data center

News

Forums

Blogs

…

Chinese word 
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and clustering 
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analysis task 

management platform

Television program opinion monitoring and 
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The monitoring and 
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Security system/Standards system

Operation management system

Microbl
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Television program opinion monitoring and 
analysis application service platform

Text 
emotional 
tendency 
analysis 
system

Figure 1. The design of system framework and functional structure

The main functional modules of the system include: 
(1) Cloud-storage-based opinion resource data center 
The data center primarily stores and manages the 

television program opinions corpus data. The system 
adopts a distributed cluster data storage management, 
which realizes the management technology of big data. 

(2) Internet information directional collection system 
The internet information directional collection system 

is the front and foundation of the cloud computing-based 
television program opinion monitoring and analysis 
system. This system automatically collects and classifies 
the information of designated websites and interprets the 
collected information. Specifically, it performs smart 
partitioning, and duplicate and noise removal for web 
pages. This system then identifies the page structure, 
transforms information into structured data, and stores 
them to the data center for the follow-up function 
modules. Additionally, the system will regularly update 
the collected information in order to perform information 
tracking. 

Directional collection: Limits information collection 
objects through system configuration. If the collection 

sites are set to be “Sina.com” and “Sohu.com”, the 
system will only collect information from web pages of 
the two portal websites. 

Smart interpretation: Automatically partitions the 
collected web page files, removes noise, identifies web 
page structure, extracts the main body of the web pages 
and other key information (such as titles, article sources, 
time of publication, and authors.), and converts it into 
structured data. 

Regular updates: Performs regular scans (for example, 
every 24 hours) on the collected data and examines 
whether the contents of the collecting sites have been 
updated. If updated, the original web page data will be 
substituted with the new content. 

Classified collection: In order to increase the 
efficiency of the collection and the accuracy of the 
interpretation, the collected objects are classified. The 
collection and interpretation program can also be adjusted 
for targeted collection and interpretation. Currently, there 
are three resources from which to collect: news and blogs, 
forums, and microblogs. 
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(3) Television program opinion monitoring and 
analysis engine 

This engine primarily realizes the analysis of opinion 
corpus data that are generated by an internet information 
directional collection system and stored in the data center. 
It’s main operations include Chinese word segmentation, 
classification, and clustering of corpus information in the 
data center. It also analyzes the emotional tendencies of 
the data. The engine is a Lucene-based full-text search 
system that can be used by television opinion monitoring 
and analysis application service platform for searching, 
statistics, and invoking. 

(4) The opinion monitoring and analysis task 
management system 

The opinion monitoring and analysis task management 
system primarily manages and maintains the monitor 
tasks submitted by users, and configures and modifies the 
corresponding monitor indices. Its main functions 
include: 

User management: Primarily manages users who 
manage the monitoring and analysis tasks, and maintains 
user information. Its major operations include user 
information maintenance and password management. 

Monitoring and analysis task management: Maintains 
and manages relevant information of all television 
program opinion monitoring and analysis tasks. Its major 
operations include maintenance of task information and 
monitor keywords which are some key field information 

need to be monitored and tracked for some monitoring 
and analysis task. 

(5) Television program opinion monitoring and 
analysis application service platform 

The application service platform performs statistical 
analysis of the data generated by the television program 
opinion monitoring and analysis engine module and 
offers statistical analysis data for the use of various 
television opinion monitoring and analysis application 
terminals. The statistical analysis links to the opinion 
corpus data files that have already been indexed by the 
monitored keywords. The analysis results are provided to 
all kinds of monitoring and analysis application terminals 
(such as web sites and mobile applications) in the form of 
service. 

(6) Television programs opinion monitoring and 
analysis terminal application platform 

The terminal application platform is the collection of 
various television program opinion monitoring and 
analysis terminal application programs, including web 
sites and IOS or Android-based mobile applications. 

C.  System Workflow Design 
The workflow of all function modules are shown in 

Figure 2. 
 
 

 

Irregular and enormous internet data

Internet information directional collection System

Automatic Chinese words segmentation, classification, and clustering system

Television programs opinion monitoring and analysis engine

Topic detection Popularization 
analysis

Tendency 
analysis Time analysis Topic evolution

Television programs opinion monitoring and analysis application service platform

Television programs opinion monitoring task management platform
Monitoring 

configuration
Keywords 

management
Monitoring 

indices
Evaluation 

model
Task 

management
……

Webpage noise 
removal

URL duplicate 
removal

Content 
extraction

Data 
structuralization

Multi-task 
collection ……

Chinese words 

segmentation

Automatic 
classification

Automatic 
clustering Text indexing Big data 

management ……

……

Analysis report Simplified 
report Statistic reports Curve analysis Emails and short 

messages ……

 
Figure 2. System workflow chart 
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IV.  SYSTEM OPERATIONAL DEPLOYMENT 

 

 

 

The operational deployment of the cloud 
computing-based television program opinion monitoring 
and analysis system is shown in Figure 3.
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Figure 3. System operational deployment chart 

The entire system deployment includes the following 
key parts: 

(1) Internet information collection server (group) 
The server (group) operates the internet information 

directional collection system. It is composed of a data 
collection control server and several data collection ends. 
The data collection control server uniformly manages and 
monitors the collection ends. The system realizes 
classified multi-task webpage information collection and 
content interpretation. Each collection end undertakes a 
collection task where the multi-thread webpage 
information collection and content interpretation is 
performed for each designated collection site to convert 
irregular webpage information into structured data and 
store them to the specified data center. 

(2) Data storage server (group) 
The server (group) is a data center composed by a data 

storage control server and several data storages locations. 
It stores the corpus data of television opinions. The data 
storage capacity of the data center is 20T at the time of 
the preliminary design. 

(3) Television opinion analysis engine server 
The server operates the television program opinion 

monitoring and analysis engine program. It analyzes the 
opinion corpus data that are generated by the internet 
information directional collection system and stored in 
the data center, its main function including Chinese word 
segmentation, classification, and clustering of corpus 
information in the data center. It also analyzes the 
emotional tendencies of the data. The server also 
constructs index files according to task-specified 

monitored keywords for retrieval, census, and invoking 
by the television opinion monitoring and analysis 
application service platform. 

(4) Television opinion monitoring task management 
server 

The server operates the television opinion monitoring 
task management program which manages and maintains 
the monitoring task information submitted by users. 

(5) Television opinion monitoring and analysis 
application service providing server 

The server operates the television opinion monitoring 
and analysis application server platform which performs 
statistical analysis on the data generated by the television 
program opinion monitoring and analysis engine module 
and produces statistical analysis data in the form of 
service for the use of various television opinions 
monitoring and analysis application terminals. 

V.  CONCLUSIONS 

In order to enhance the monitoring and analysis of 
relevant television program opinions on the internet, a 
cloud computing-based television programs monitoring 
and analysis system was developed and a 20T data center 
was established for the regular collection and update of 
relevant data from approximately 30 portal websites and 
news websites, 30 forum sites, and Sina microblogs. It 
can be seen from the testing that the intended result was 
achieved. Using a 100M campus network, the average 
speed of information collection and interpretation for 
news websites on a single PC (one collection terminal) is 
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47 pages per second. The interpretation accuracy reached 
94.8%. 
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Abstract— A skyline query finds objects that are not domi-
nated by another object from a given set of objects. Skyline
queries can filter unnecessary information efficiently and
provide us important clues for various decision making
tasks. Now a days, GPS devices and location based services
are very popular and they can easily connect users and
make groups. Conventional skyline queries are not sufficient
to obtain valuable knowledge to fulfil the needs of such
groups. Considering this fact, in this paper, we proposed a
spatial skyline query for groups of users located at different
positions. Our proposed skyline query algorithm selects a set
of spatial objects to fulfil the groups’ needs. For example, if
a group wants to find a restaurant to hold a meeting, our
method can select a convenient place for all users of the
group. We performed several extensive experiments to show
the effectiveness of our approach.

Index Terms— Spatial skyline, Skyline for a group, Voronoi
diagram.

I. INTRODUCTION

Given a k-dimensional database DB, a skyline query
retrieves a set of skyline objects, each of which is not
dominated by another object. An object p is said to dom-
inate another object q if p is not worse than q in any of the
k dimensions and p is better than q in at least one of the k
dimensions. Figure 1 shows a typical example of skyline.
The table in Figure 1 is a list of five hotels, each of which
contains two numerical attributes “Price” and “Rating”. In
the list, h2 and h5 are dominated by h3, while others are
not dominated by any other hotel. Therefore, the skyline
of the list is h1, h3, h4. Such skyline results are important
for users to take effective decisions over complex data
having many conflicting criteria. In database literature,
there are many recent studies for efficient computation of
skyline queries from databases [1]–[9]. All of these works
just consider non-spatial information like price and rating.

Recently, GPS devices and location based services
become popular. As a result, we have large databases
containing spatial information. Therefore, we often have
to select spatial objects from a spatial database. Conven-
tional skyline queries are not sufficient to handle spatial
objects. To solve the problem, spatial skyline queries have
been proposed [14]–[21]. Most of those spatial skyline
queries select a set of objects based on proximity from a
given query point.

Different from other works, we consider a spatial
skyline query for a group of users located at different
positions. This is because there are situations where a
group of users at different locations may want to choose
a particular object that can fulfil the group’s needs. For

    ID Price Rating h1 3 8 h2 5 4 h3 4 3 h4 9 2 h5 7 3  
• 

• 

• 

h1 

h3 

h2 

h5 

h4 

Price 

R
a

ti
n

g
 

Skyline 

(a) Hotels (b) Skyline 

Figure 1. Skyline example

example, assume that members of a multidisciplinary task
force team located at different offices want to put together
in a restaurant to hold a lunch-on meeting. Conventional
spatial skyline query cannot take into account the group’s
convenience.

The problem of spatial skyline queries can be defined
as follows. Given the two sets P of data points and Q
of query points, the spatial skyline of P with respect to
Q is the set of those points in P , which are not spatially
dominated by any other point of P . A data point p1 is
said to spatially dominate another point p2 with respect
to Q iff we have d(p1, qi) ≤ d(p2, qi) for all qi ∈ Q and
d(p1, qj) < d(p2, qj) for some qj ∈ Q, where d(p, q) is
the Euclidean distance between p and q. Figure 2 shows
a set of nine points and two query points q1 and q2 in a
plane. The point p1 spatially dominates the point p2 since
both q1 and q2 are closer to p1 than to p2.

Social network services can connect users of different
positions and make groups easily. Therefore, we often
have to solve this spatial problem. Some of the existing
spatial skyline queries consider the same spatial problem.
However, most of those works only consider spatial
information such as locations of the users and objects and
do not take into account non-spatial features of objects,
such as price and rating. Since both spatial and non-
spatial features of objects are very important for efficient
knowledge discovery tasks, we consider a method that
can select objects based on both spatial and non-spatial
features.

A. Motivating Example

Assume there is a database of restaurants as in Table I.
The database has two non-spatial attributes: “Rating”
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Figure 2. Spatial skyline example

TABLE I.
RESTAURANT DATABASE

ID Location Rating Price
r1 (3, 9) 3 2
r2 (7, 5) 2 2
r3 (7, 7) 3 4
r4 (5, 1) 3 2
r5 (4, 4) 2 3
r6 (4, 8) 3 3
r7 (5, 6) 3 1
r8 (1, 3) 3 2
r9 (5, 3) 2 2
r10 (9, 3) 1 1

and “Price”, in addition to the “Location” attribute. We
assume that lower value is better in each of the non-spatial
attributes. We also assume there are four users u1, u2, u3,
and u4, whose current locations are at (4.5, 5.5), (5, 6.8),
(6, 5), and (5, 3.8), respectively, as in Table II.

To select a good restaurant for the four users, at first, we
calculate the Euclidean distance of each restaurant from
each of the four users (query points) and construct the
table as shown in Table III. In the table, the attribute r-
u1 represents Euclidean distances of the restaurants from
user u1. Similarly, r-u2, r-u3, and r-u4 are the Euclidean
distances of restaurants from u2, u3, and u4, respectively.
Sum-Distance attribute in Table III contains the sum of
Euclidean distances of each data point (restaurant) from
the users u1, u2, u3, and u4.

Note that a restaurant that is the closest from one user
can be an attractive candidate. In addition, a restaurant
whose sum of Euclidean distances from the four users
is smallest must be an attractive candidate. Therefore, we
use those five spatial attributes for the four users problem.

Next, we join the non-spatial attributes of Table I and
spatial information of Table III and obtain the information
of Table IV. After computing Table IV, we can get the
skyline for the four users by using conventional skyline
query, which are r2, r5, r7, r9, and r10. However, we

TABLE II.
USERS’ LOCATION DATABASE

ID Location
u1 (4.5, 5.5)
u2 (5, 6.8)
u3 (6, 5)
u4 (5, 3.8)

TABLE III.
SPATIAL ATTRIBUTES OF RESTAURANTS

ID r-u1 r-u2 r-u3 r-u4 Sum-Distance
r1 3.81 2.97 5.12 5.57 17.47
r2 2.55 2.69 1 2.33 8.57
r3 2.92 2.01 2.24 3.77 10.94
r4 4.53 5.8 4.12 2.8 17.25
r5 1.58 2.97 2.24 1.02 7.81
r6 2.55 1.56 3.61 4.32 12.04
r7 0.71 0.89 1.41 1.48 4.49
r8 4.30 5.52 5.39 4.08 19.29
r9 2.54 3.8 2.24 0.8 9.38
r10 5.15 5.18 3.61 4.08 18.38

have to compute spatial features like Table III for each
of different query, which are time-consuming and not
affordable.

In this paper, we consider an efficient method for com-
puting such a spatial skyline query without constructing
all the information of Table IV for a group of users of
different locations. Instead, we only compute necessary
spatial information for each of different query (group)
efficiently. For simplicity, we consider the above examples
as running examples throughout the paper.

The proposed method can be summarized as follows:
• First, we compute skyline objects based on “spatial

sub-space” of the data points. In this step, we do
not compute all values in Table III but compute only
necessary distances to find dominated objects on the
spatial sub-space.

• Next, we compute dominated objects on “non-spatial
sub-space” of the data points.

• Then, we integrate those information to compute
final skyline result.

We intensively evaluate our framework using both
synthetic and real data and validate the effectiveness of
our method.

The remainder of this paper is organized as follows. In
Section II, we provide a brief survey of related works.
In Section III, we describe some preliminary concepts
related to our work. Section IV briefly explains over all
procedure of the proposed skyline computation method.
In Section V, we report our evaluation results, and finally
this paper is concluded in Section VI.

II. RELATED WORKS

A. Skyline Computation

Skyline queries were originally considered for maximal
vectors computation [1]. Borzsonyi et al. [2] first intro-
duced skyline queries in database applications and pro-
posed Block Nested Loop (BNL), Divide-and-Conquer,
and B-tree based algorithms. Later, a number of differ-
ent algorithms such as progressive skyline computation
algorithm [3], nearest neighbor algorithm [4], branch and
bound skyline (BBS) algorithm [5], and sort-filter-skyline
(SFS) algorithm [6] were proposed for efficient skyline
computation.

Due to the increase in data dimensionality, there have
been many research efforts to address the dimensionality
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TABLE IV.
NON-SPATIAL AND SPATIAL ATTRIBUTES OF RESTAURANTS

ID Rating Price r-u1 r-u2 r-u3 r-u4 Sum-Distance
r1 3 2 3.81 2.97 5.12 5.57 17.47 dominated by r2, r7
r2 2 2 2.55 2.69 1 2.33 8.57 not dominated
r3 3 4 2.92 2.01 2.24 3.77 10.4 dominated by r7
r4 3 2 4.53 5.8 4.12 2.8 17.25 dominated by r7
r5 2 3 1.58 2.97 2.24 1.02 7.81 not dominated
r6 3 3 2.55 1.56 3.61 4.32 12.04 dominated by r7
r7 3 1 0.71 0.89 1.41 1.48 4.49 not dominated
r8 3 2 4.30 5.52 5.39 4.08 19.29 dominated by r2, r7, r9
r9 2 2 2.54 3.8 2.24 0.8 9.38 not dominated
r10 1 1 5.15 5.18 3.61 4.08 18.38 not dominated

problem of skyline queries such as skyline frequency [7],
k-dominant skylines [8], and k-representative skylines [9].

All these efforts, however, do not consider spatial
relationships between data points.

B. Spatial Skyline Query

Spatial query processing was first studied for ranking
neighboring objects. Several works [10]–[12] considered
spatial query mechanism for ranking neighboring objects
using the distance to a single query point. Papadias et
al. [13] considered ranking of objects using aggregate
distance of multiple query points.

Sharifzadeh et al. [14] first addressed the problem of
spatial skyline queries. They proposed two algorithms,
B2S2 and V S2, for static query points and one al-
gorithm, V CS2, for the query points whose locations
change over time. V CS2 exploits the pattern of change
in query points to avoid unnecessary re-computation of
the skyline. The main limitation of V S2 algorithm is
that it can not deliver correct results in every situation.
To overcome the limitation of V S2 algorithm, Son et al.
[15] presented a simple and efficient algorithm that can
compute the correct results. Guo et al. [16] introduced the
framework for direction-based spatial skyline computation
that can retrieve nearest objects around the user from
different directions. They also developed an algorithm to
support continuous queries. However, their algorithm for
direction-based spatial skyline can not handle more than
one query point. Kodama et al. [17] proposed efficient
algorithms to compute spatial objects based on a single
query point and some non-spatial attributes of the objects.

There are some considerations about spatial skyline
computation in road networks. Deng et al. [18] first
proposed multi-source skyline query processing in road
network and proposed three different spatial skyline query
processing algorithms for the computation of skyline
points in road networks. In [19], Safar et al. considered
nearest neighbour based approach for calculating skylines
over road networks. They claimed that their approach
performs better than the approach presented in [18].
Huang et al. [20] proposed two distance-based skyline
query techniques those can efficiently compute skyline
queries over road networks. Zheng et al. [21] proposed a
query processing method to produce spatial skylines for
location-based services. They focus on location-dependent
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Figure 3. Example of an R-tree

spatial queries (LDSQ) and consider a continually chang-
ing user location (query point). In their approach, it is not
easy to decide how often the skyline result needs to be
updated.

None of the above works considered the computation
of spatial skyline objects for a group of users based on
both spatial and non-spatial information. In this paper,
we consider the issue and propose an efficient method
for computing such spatial skyline objects.

III. PRELIMINARIES

A. Skyline Queries

Let p and q be objects in a database DB. Let p.al and
q.al be the l-th attribute values of p and q, respectively,
where 1 ≤ l ≤ k. An object p is said to dominate another
object q, if p.al ≤ q.al for all the k attributes al, (1 ≤
l ≤ k) and p.aj < q.aj on at least one attribute aj ,
(1 ≤ j ≤ k). The skyline is a set of objects which are not
dominated by any other object in DB.

B. Spatial Skyline Queries

Assume that there are two point sets. One is a set
of data points, say P , and the other is a set of query
points, say Q. We also assume that each point in P and Q
has spatial attributes, which are 2-dimensional coordinate
attributes. Let us also consider that the distance function
d(p, q) returns the Euclidean distance between a pair of
points p and q.
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Definition 1: We say that p1 “spatially dominates” p2
if and only if d(p1, q) ≤ d(p2, q) for every q ∈ Q, and
d(p1, q) < d(p2, q) for some q ∈ Q.

The spatial skyline of P with respect to Q is the set of
those points in P , which are not spatially dominated by
any other point of P .

C. R-Tree

R-tree is the most prominent index structure widely
used for spatial query processing. Figure 3 shows an R-
tree containing P = {p1,· · · ,p14}. We set the capacity of
each node to three. The leaf nodes N1, ..., N5 store the
coordinates of the grouped points together with optional
pointers to their corresponding records. Each intermediate
node contains the Minimum Bounding Rectangle (MBR)
of the sub-tree of the nodes. For example, node e1
corresponds to MBR N1, which covers the points, p1,
p2, and p3. Similarly, node e6 and node e7 correspond to
MBR N6 and MBR N7, respectively.

D. Voronoi Diagram

Let P is the set of n distinct data points on the plane.
The Voronoi diagram of P is the subdivision of the plane
into n cells. Each cell contains only one point of P , which
is called the Voronoi point of the cell. In this paper, we
denote V (pj) as a cell of a Voronoi point pj , pj ∈ P ,
and V N(pj) as a set of cells that are adjacent to V (pj).

Assume that P contains fourteen data points
{p1, p2, · · · , p14} and two query points q1 and q2.
Figure 4 shows the Voronoi diagram of the points in P .
We can say that a query point is nearest to a data point if
the query point is within Voronoi cell of the data point.
As for example, from the Voronoi diagram of Figure 4,
we can find that the nearest Voronoi point of the query
point q1 is p8, since q1 is within the Voronoi cell of p8.
Similarly, the nearest Voronoi point of query point q2 is
p1.

Voronoi diagram provides an efficient data structure to
compute the nearest Voronoi point for a given query point
q. We use Fortune’s algorithm [22] to construct Voronoi
diagram for a set of points. Fortune’s algorithm is a sweep
line algorithm for generating a Voronoi diagram from a set
of points in a plane. Though the worst time complexity
for constructing Voronoi diagram for a set of n points
using Fortune’s algorithm is O(n2), the expected time
complexity is O(n log n).

E. V oR-Tree

A V oR-tree [23] is a variation of R-tree that index
the data points using the concepts of Voronoi diagram
and R-tree. Each leaf node stores a subset of data points.
Each leaf node also includes the data records containing
extra information about the corresponding points. In the
record of a data point pj in a V oR-tree, we store the
pointer to the location of Voronoi neighbors V N(pj) and
the vertices of V (pj), i.e., vertices of the Voronoi cell of
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Figure 5. (a) Voronoi diagram (b) V oR-tree (adapted from [22])

pj . Here, a vertex represents a common endpoint of two
edges of a Voronoi cell.

For constructing V oR-tree, at first, we index the data
points using an R-tree. Then, we use the Voronoi diagram
of the data points to find the Voronoi neighbors and
vertices of a Voronoi cell for each data point pj . Next, we
store both information as a record associated with each
data point pj . Each Voronoi neighbor of pj in this record
is a pointer to the disk block storing the information of
that Voronoi neighbor. A disk block also known as a
sector is a sequence of bytes for storing and retrieving
data.

Figure 5(b) shows an example of V oR-tree for the
data points of Figure 3. Each rectangular in Figure 5
is a node of the V oR-tree. In Figure 5, rectangular N2

contains three points, i.e., p4, p5, and p6. N2 and two
other rectangular boxes N1 and N3 are contained by the
parent, which is the rectangular N6. For simplicity, we
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show only the contents of the records of the data points
of node N2. From Figure 5 (b), we can see that data point
p5, p6, p7, p8, p12, and p14 are Voronoi neighbors of p4
and its Voronoi cell has vertices a, b, c, d, e, and f .

Since the expected time complexity for constructing a
Voronoi diagram using Fortune’s algorithm is O(n log n),
we can expect to construct the V oR-tree with a time-
complexity very close to O(n log n). Since the locations
of spatial objects, such as restaurants, are static, we can
construct V oR-tree before processing the groups’ skyline
query.
V oR-tree provides us an efficient way to search non-

dominated objects in spatial sub-space, since we can find
the nearest spatial object in V oR-tree from a given query
point in O(log n) time. Using V oR-tree, we can signifi-
cantly reduce the search space that dramatically improves
the performance of our query. We give detail explanation
of how V oR-tree improves our query performance in
subsection IV-A.

IV. QUERY PROCESSING

It is possible to calculate skyline query after construct-
ing a table like Table IV by conventional skyline queries.
However, the number of data points such as restaurants is
too large that the construction of a table like Table IV and
computation of skyline result from such a table using any
conventional skyline query algorithm are not affordable.

Considering this fact, in this paper, we compute the
skyline results in two phases.

In the first phase, we compute skyline results in the
spatial sub-space like (r − u1, r − u2, r − u3, r − u4,
Sum-Distance) of Table IV. We utilize the concept of
Sum-Distance for spatial processing which can easily
eliminate a large number of objects during the computa-
tion of skyline objects in the spatial sub-space.

Based on the skyline result of the spatial sub-space,
the second phase efficiently computes whether some other
objects can be in the skyline in the non-spatial sub-space
like (Rating, Price) of Table IV. In this phase, we
check the dominance of non-skyline objects of spatial
sub-space against the skyline objects of spatial sub-space.
Such an approach can easily eliminate many objects from
domination check.

A. Spatial Processing

We say that an object is “spatially dominated” if the
object is dominated in the spatial sub-space. For example,
we can say that a restaurant in Table III is “spatially
dominated”, if the restaurant is dominated in its sub-space
{r-u1, r-u2, r-u3, r-u4, Sum-Distance}.

For selecting non-dominated objects in spatial sub-
space, at first, we select the Voronoi point (restaurant)
that is nearest to the centroid of the query points (user
locations). For example, if we consider the users (query
points) of Table II, we can find that the centroid of r-
u1, r-u2, r-u3, and r-u4 is (5.13, 5. 28). From Table I,
we can find that rj is nearest to (5.13, 5. 28). So, we
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Figure 6. (a) Location of users and restaurants (b) V oR-tree

select r7. Next, for each of the user, we draw a circle.
The radius of each circle is the Euclidean distance from
the user and rj . Let C(ui, rj) be a circle whose center
is the position of user ui. The radius of C(ui, rj) is the
Euclidean distance from ui to data point rj . We denote
this distance by D(ui, rj). We call the region within the
union of the circles of rj as the “search region” of rj .

We, then, search for the data points within the “search
region”. To obtain the data points within the “search
region”, we just consider the Voronoi cells those are either
completely inside the “search region” or those have some
intersections with any of the circles. If a Voronoi cell
is completely inside the search region, we can say that
corresponding data point is within the “search region”. If
a Voronoi cell intersects with any of the circles, we need
to check the distance of the corresponding data point from
the center of the circles. If we find that the Euclidean
distance is less than or equal to the radius of any of
the circles, we can decide that the data point is inside
the “search region”. Otherwise, it is outside the “search
region”.

Later, we compute the sum of Euclidean distances of a
data point (restaurant) from the query points (users). We
call this distance “Sum Distance”.

We can efficiently compute the set of objects those
are not spatially dominated using “search region”, “Sum
Distance” and V oR-tree that incrementally returns the
skyline points as explain below.

First, we compute the sum of Euclidean distances for
each data point within the “search region”. Then, we pick
the data point, say rk that has minimum “Sum Distance”
and add rk along with its “Sum Distance” to a heap. Next,
we examine the Voronoi neighbours of rk, V N(rk) and
add the Voronoi neighbors within the search region in the
heap in increasing order of their “Sum Distance”. When
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TABLE V.
SPATIAL INFORMATION OF THE DATA POINTS WITHIN SEARCH

REGION

ID r-u1 r-u2 r-u3 r-u4 Sum-Distance
r2 2.55 2.69 1 2.33 8.57
r5 1.58 2.97 2.24 1.02 7.81
r7 0.71 0.89 1.41 1.48 4.49
r9 2.54 3.8 2.24 0.8 9.38

TABLE VI.
HEAP FOR TRAVERSING V oR-TREE

Step Heap content Skyline S
1 (r7, 4.49) ⊘

2 (r7, 4.49), (r5, 7.81), (r2,
8.57), (r9, 9.38) ⊘

3 (r5, 7.81), (r2, 8.57), (r9,
9.38) {r7}

4 (r2, 8.57), (r9, 9.38) {r7, r5}
5 (r9, 9.38) {r7, r5, r2}
6 ⊘ {r7, r5, r2, r9}

a data point rk is explored, we pop it from the heap and
add it to the skyline list if it is not dominated in spatial
sub-space by some other objects already in the skyline.
We continue the process until the heap becomes empty.

Now, consider the computation process of skyline ob-
jects in spatial sub-space from the example as shown in
Figure 6. In the Figure 6(a), white dots are locations of
four users and black dots are locations of restaurants. We
first pick up r7 and compute C(ui, r7) for each user ui

(i = 1, ..., 4) to get the “search region”. We, then, find
that restaurants r2, r5, r7, and r9 are within the “search
region” of r7. Next, we compute the “Sum Distance” for
each of these restaurants and construct the table as shown
in Table V. In the process, we keep the heap data structure
like Table VI.

Looking at the information of Table V, we can find that
returant r7 has minimum “Sum Distance”. So, we add
(r7, dist(r7, U)) to the heap and marks r7 as “checked”.
Next, we collect the Voronoi neighbors of r7 and find
that its Voronoi neighbors r2, r5, and r9 are inside the
“search region” (union of C(ui, r7) for user ui (i =
1, ..., 4)). Then, we add (r2, dist(r2, U)), (r5, dist(r5, U))
and (r9, dist(r9, U)), to the heap in ascending order of
their “Sum Distance”.

After the steps, restaurant r7 is added to the skyline
list S as shown in step-3 of Table VI. Next, we pick the
top element r5 from the heap and find that its Voronoi
neighbours are r1, r6, r7, r8 and r9. Among them r1, r6

TABLE VII.
NON-SPATIAL INFORMATION OF DOMINATED OBJECTS IN SPATIAL

SUB-SPACE

ID Rating Price
r1 3 2
r3 3 4
r4 3 2
r6 3 3
r8 3 2
r10 1 1

TABLE VIII.
NON-SPATIAL INFORMATION OF THE SKYLINE OBJECTS IN SPATIAL

SUB-SPACE

ID Rating Price
r2 2 2
r5 2 3
r7 3 1
r9 2 2

and r8 are outside the search region and r7 and r9 are
already checked. Therefore, no new entry is added in the
heap by r5. After that, we examine the spatial dominance
of r5 against r7. Since r5 is not spatially dominated by
r7, we add r5 in S as in step-4. Similarly, we continue
the process and add r2 and r9 to the skyline. After the
process of r9, the heap becomes empty. Finally, we get
S = {r2, r5, r7, r9} as skyline result based on spatial
sub-space.

Since the “search region” is relatively very small com-
pared with the whole space, such computation is very
much efficient with respect to space and time.

B. Non-spatial Processing

In non-spatial processing, at first, we collect all dom-
inated data points at spatial sub-space. Table VII shows
such data points with non-spatial information. From Ta-
ble VII, we can see that data points r1, r3, r4, r6, r8, and
r10 are spatially dominated. So, we need to check their
dominance in the non-spatial sub-space.

To obtain non-dominated objects at non-spatial sub-
space, we check their dominance against the skyline
objects r2, r5, r7, and r9 of spatial sub-space. Table VIII
shows non-spatial information of these skyline objects in
spatial sub-space. Note that objects of Table VIII are in
the final skyline as well.

If we check the objects of Table VII against the objects
of Table VIII, we can find that r7 also dominates r1, r3,
r4, r6, r8 in non-spatial sub-space. So, they are not in
the skyline. However, object r10 is not dominated in its
non-spatial sub-subspace by any object of Table VIII and
there is no other non-dominated object in Table VII. So,
r10 is also in the skyline. Finally, we find r2, r5, r7, r9
and r10 as final skyline result.

Algorithm 1 shows the proposed computation proce-
dure of the spatial skyline queries. It first computes “spa-
tially dominated” objects based on spatial sub-space (line
3-20). Then, Algorithm 1 computes whether there are
skyline objects among the “spatially dominated” objects
by examining non-spatial sub-space (line 21-29). Finally,
the algorithm returns the spatial skyline objects (line 30).

C. Correctness of Algorithm

The correctness of Algorithm 1 follows some basic
properties of geometry and skyline query. From Algo-
rithm 1, we can see that for a set of query points Q, it
first adds the data point rj with minimum “Sum Distance”
to the skyline S. All the Voronoi neighbors of rj are
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Algorithm 1 Computation
Input: Set of query points U = {u1, u2, · · · , ui} and data points R = {r1, r2, · · · , rj}
Output: Spatial skyline objects Set S, S ⊆ R

1: begin
2: set D, (D ⊆ R) = the set of dominated objects in spatial sub-space
3: select a data point rj that is closest to the centroid of the query points U = {u1, u2, · · · , ui}
4: compute the search region of rj
5: obtain the data points set, say T within the “search region“, T ⊆ R
6: compute the “Sum Distance” distk of each data point rk, rk ∈ T
7: select the data point rk that has minimum “Sum Distance”
8: add (rk, distk ) to the heap H
9: select the Voronoi neighbors of rk those are within the “search region” and add

them to H in increasing order of their “Sum Distance”
10: remove (rk, distk ) from H and add rk to S
11: repeat
12: choose the top element, say rl from H
13: select the Voronoi neighbors of rl those are within the “search region” and add

them to H in increasing order of their “Sum Distance”
14: pop (rl, distl) from H
15: if rl is not dominated by some other objects in S in spatial sub-space then
16: add rl to S
17: else
18: add rl to D
19: end if
20: until H becomes empty
21: for each data point rm ∈ D do
22: if rm is dominated by some other objects of S in non-spatial sub-space then
23: rm /∈ S
24: else if rm is dominated by some other objects of D in non-spatial sub-space then
25: rm /∈ S
26: else
27: add rm to S
28: end if
29: end for
30: return S as the spatial skyline result
31: end

then checked and added to the heap in increasing order of
their their “Sum Distance” if they are within the “search
region”.

The traversal started from the data point with minimum
“Sum Distance” towards the Voronoi neighbors in increas-
ing order of “Sum Distance” and we can find that the data
point rj with minimum “Sum Distance” is in the skyline
S. The reason is that “Sum Distance” is considered as an
attribute in the spatial sub-space. During the consideration
of Voronoi neighbors of a data point, we just consider
the Voronoi neighbors within the “search region”. We
can easily ignore the Voronoi neighbors of a data point
those are outside the “search region”. This is because,
the Euclidean distances between a Voronoi neighbor that
is outside the “search region” and query points must
be larger than the Eucledian distances between rj and
query points. Hence, any Voronoi neighbor that is outside
the “search region” will never be in the skyline in the
spatial sub-space. However, the Voronoi neighbors those
are within the “search region” can be in the skyline

TABLE IX.
DATASETS FOR EXPERIMENTS

Datasets Total Objects Density
r 50,747 –
s1 80,000 0.08
s2 50,000 0.05
s3 20,000 0.02

of spatial sub-space. So, Algorithm 1 further checks
such Voronoi neighbors against the data points in S to
determine whether they are in the skyline of the spatial
sub-space or not.

Line 21-29 of Algorithm 1 shows the computation of
skyline objects in non-spatial sub-space. The correctness
of Algorithm 1 for computing skyline objects in non-
spatial sub-space comes from the basic idea of skyline.
If an object is in the skyline of d − i ( i = 1 to d -1)
dimensions, it will also be in the skyline of d dimensions.
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Figure 7. Number of skyline objects

V. PERFORMANCE EVALUATION

To evaluate the efficiency and effectiveness of the pro-
posed skyline queries algorithm, we conducted extensive
experiments. We implemented all algorithms using Mi-
crosoft Visual C++ V6.0, and conducted the experiments
on a PC with Intel core i5 processor, 2.3 GHz CPU, 4G
main memory and 200G hard disk, running Microsoft
Windows 7 Professional Edition. Our developed system
is able to handle large volume of data containing both
spatial and non-spatial information.

A. Experimental Setup

We implemented the experiments by deploying both
real and synthetic datasets. The real datasets came from
line segment data of Long Beach from the TIGER
database [24]. We made this point set by extracting the
midpoint for each road line segment. The set consists
of 50,747 points normalized in [0,1000] × [0, 1000]
space. There are three synthetic datasets s1, s2, and s3
with different densities normalized in [0,1000] × [0,1000]
space as in Table IX. In Table IX, r stands for real dataset
of TIGER database and density means how many points
fall into one square unit in average. The points in each
synthetic dataset are distributed randomly. We indexed all
datasets by using a V oR-tree. By default, we consider a
location attribute and two category attributes for each data
set.

B. Experimental Results

The first experiment studies the numbers of skyline
objects under different densities and different group size.
Figure 7 shows the total numbers of skyline objects from
datasets r, s1, s2, and s3. From Figure 7, we can see that
total number of skyline objects increases with the increase
in density and group size.

The second experiment explores the performance of
the algorithm under different group size and different
densities. From Figure 8, we can observe that the running
time increases with the increase in group size. Also, it is
observed that running time increases if the density of data
points increases.
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Figure 8. Running time varying group size 
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Figure 9. Running time varying number of category attributes

Next experiment shows the effect of the increase in
the number of category attributes while keeping the
group size to 32. In this experiment, we considered three
synthetic datasets. Figure 9 shows result. From the result,
we can see that there is an increase in computation time
with the increase in the number of category attributes.

In the fourth experiment, we compared our algorithm
with BBS approach using the dataset r. Although there
are some other spatial skyline query algorithms, we
considered BBS algorithm for comparison due to its
effectiveness in handling both spatial and non-spatial
attributes. From the result of Figure 10, we can see
that our algorithm (VR) significantly outperforms BBS
algorithm.

Next experimental results are shown in Figure 11. It
shows the relative dominance check between our algo-
rithm and BBS algorithm. From Figure 11, we can see
that our algorithm constantly performs less number of
dominance check compared with BBS algorithm.

Figure 12 shows the results of our sixth experiment. It
shows the effectiveness of our algorithm while there is
an increase in the number of category attributes. In this
experiment, we considered the synthetic dataset s1 and
group size 2. From the result of Figure 12, we can see
that in case of fixed number of users and more category
attributes, the performance of our algorithm is still better
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Figure 10. Comparative performance in running time varying group
size
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Figure 11. Comparative performance in dominance check varying group
size

than BBS algorithm.
The final experiment shows the effectiveness of our

algorithm in case of large number of category attributes
while there is an increase in group size. In this ex-
periment, we considered ten category attributes. From
the result of Figure 13, we can find that our algorithm
becomes comparatively better than BBS algorithm with
an increase in group size.

VI. CONCLUSION

In this paper, we proposed a framework for computing
skyline of spatial objects for a group of users located at
different locations. In the proposed framework, different
from existing works, we took into account not only spatial
features, but also non-spatial features of the objects.

Recently, many social network services create groups
considering users located in different places. Spatial sky-
line queries for a group can be able to play an important
role in such environments.

In our computation framework, we utilized V oR-tree
and “Sum Distance” to calculate spatial skyline objects for
a group of users of different locations efficiently. Exper-
imental results demonstrate that the proposed algorithm
is scalable enough to handle large and high dimensional
datasets.
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Figure 12. Comparative performance in running time varying number
of category attributes 
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Figure 13. Comparison in running time varying group size for large
number of category attributes

In this paper, we have considered static query points,
which mean all query points do not move. However, in
general, query points are not static. Therefore, we have to
develop an efficient algorithm that can handle the change
in the locations of query points in our future works.
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Abstract—In order to solve the problem of flexible job-shop 
scheduling, this paper proposed a novel quantum genetic 
algorithm based on cloud model. Firstly, a simulation model 
was established aiming at minimizing the completion time, 
the penalty and the total cost. Secondly, the method of 
double chains structure coding including machine allocation 
chain and process chain was proposed. The crossover 
operator and mutation operator were obtained by the cloud 
model X condition generator because of its randomness and 
stable tendency. The non dominated sorting strategy was 
introduced to obtain more optimal solution. Finally, the 
novel method was applied to the Kacem example and a 
mechanical mould scheduling, the simulation results 
demonstrated that the proposed method can reduce the 
precocious probability and obtain more non dominated 
solutions comparing with the existing algorithms.  
 
Index Terms—Flexible job-shop scheduling, Cloud model, 
Quantum genetic algorithm, Double chains structure coding 
 

I.  INTRODUCTION 

Flexible Job-shop Scheduling Problem (FJSS) is the 
extension of Job-shop Scheduling Problem (JSS). The 
domestic and foreign scholars have studied FJSS with 
various methods and achieved corresponding 
results[1].Bucker P.and Schlie R. [2] proposed FJSS in 
1990, then the research hotspot about FJSS focused on 
the application of genetic algorithm and other intelligent 
algorithms. Chen H.[3] used genetic algorithm (GA) to 
solve FJSS aiming at minimizing the completion time, 
and simulated the chromosome with graph theory whose 
coding constituted with the routing and the process. Ho 
N.B.[4] proposed an optimization algorithm of three layer 
structure to solve FJSS. Najid N.M.[5] used simulated 
annealing algorithm(SAA) integrating neighbor function 
to minimize the maximum completion time of FJSS. 
Kacem I.[6] solved single objective and multi-objective 
FJSS respectively. He solved the machine allocation 
problem with the local search method and constructed the 
initial population firstly, and then improved the quality of 
solution with the optimization. D.Y.Sha[7] solved FJSS 
through updating the speed of particle swarm 
optimization(PSO) and combined tuba search 

algorithm(TS). B.Liu[8] used PSO based on genetic 
algorithm for permutation flow shop scheduling on the 
basis of the combination of PSO operator and local search 
operator. K.Fan[9] designed a novel algorithm to improve 
the binary PSO and obtained the approximate optimal 
solution. XIA W.J.[10] used the integration of PSO and 
SAA to solve FJSS. He solved the machine allocation 
with PSO and process scheduling with SAA. YU X.Y.[11] 
proposed multi workshop planning and scheduling based 
on the parallel cooperative evolutionary genetic algorithm. 
LIU A.J.[12] proposed multi-objective FJSS algorithm 
based on a multi population genetic algorithm by 
introducing fuzzy number to describe the completion time 
and delivery. ZHANG J[13] proposed the particle 
position update algorithm directly in the discrete domain 
on the basis of sequence and machine allocation. SHI 
J.F.[14] used continuous space ant colony algorithm to 
optimize the multi constraints of FJSS  through 
establishing the simulation model of flexible routing. 

There will be various shortcomings when the above 
methods are used such as low search efficiency, the weak 
ability of local search and premature convergence 
because of the loss of population diversity in later period. 
Considering the randomness and stable tendency of cloud 
droplets in the cloud model may improve the crossover 
operator and mutation operator of the adaptive genetic 
algorithm, this paper proposed a novel quantum genetic 
algorithm based on the cloud model to improve the 
convergence and robustness. The coding method of 
double chains was used on the basis of initializing the 
machine distribution chain with quasi level uniform 
design and heuristic initializing the process chain. The 
crossover operator and mutation operator were generated 
by the cloud model X condition generator, and the new 
population was obtained through rotation angle of 
quantum gates. The non dominated sorting strategy was 
introduced based on the fuzzy set theory. Finally, the 
proposed method is verified to be effective through the 
application to Kacem instances and the comparison with 
the existing algorithms. 
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II.  MODEL OF MULTI-OBJECTIVE FJSS 

A.  Problem Description 
FJSS is described as follows: there are N workpieces to 

be processed and M machines in workshop, each 
workpiece i(i∈{1,2,…,N}) includes ni(ni ≥ 1)processes, 
and the process should be processed with the specified 
route. Rij means the jth (j ∈ {1,2,…, ni}) process of 
workpiece i, Mij (Mij ⊆ {1,2,…, M}) means the machine 
set, each Rij may be processed by any machine m (m∈{1, 
2,…,Mij}) with processing capacity, and m can process 
different workpieces [13]. The performance of different 
machines m makes the completion time different for Rij. 
B.  Objective Function   

The objective of FJSS is to select the suitable machine 
for each process and determine the optimum processing 
sequence, the objective function is established as follows: 

1) To minimize the maximum completion time: 

1

1 min( ) min[max( )]
M

m
m

f F F
=

= = ∑    (1) 

    
1 1

( )
inN

m ijm ijm ijm ijm
i j

F S b S t
= =

= +∑∑      (2) 

In formula(1), F means the total completion time of all 
the machines, which acts as an important index to 
measure the machine load. In formula(2),Fm means the 
total completion time of machine m, bijm means the start 
time of Rij in m, tijm means the processing time of Rij in m, 
Sijm takes the value of either 1(processed in machine m) or 
0(not).  

2) To minimize total cost: 

1 1 1
2 min( ) min[ ( )]

inN M

i ijm ijm
i j m

f C M C S
= = =

= = +∑ ∑∑  (3) 

   ( )ijm ijm ijmC μ ν= +        (4) 

In formula(3), C means the total costs of workpiece i, 
Mi means the commodity cost of workpiece i, Cijm means 
the processing cost of Rij in m. In formula(4), ijmμ  and 

ijmν  mean the labor cost and machine cost of Rij in m 
respectively. 

3) To minimize penalty:  

1

3 min( ) min{ [ max(( ),0) max(( ),0)]}
N

i i i i i i
i

f P pe d t pl t d
=

= = − + −∑      (5)

In formula(5), pei and pli mean the earliness penalty 
and tardiness penalty respectively, ti and di mean the 
completion time and delivery for workpiece i. 

4) To maximize the satisfaction: 

1

14 max[ ( )]
N

i i
i

f gI t
N =

= ∑       (6) 

In formula(6),gIi() means the satisfaction function for 
the customer to the completion time of workpiece i. 
Satisfaction is one of the important indexes to evaluate 
the fuzzy scheduling, its value depends on the fuzzy 
completion time it , ( ) ( )i i i i igI t t D t= ∧ , 

iD means the fuzzy 
delivery of workpiece i. In actual production, it is 
uncertain for the processing time and completion moment, 
and these factors will change in a certain interval to 
delivery.  

C.  Constraint Conditions 

1) Process constraint 
The sequence constraint of different processes in the 

same workpiece, where Sijm= Si(j-1)m=1: 

( 1) ( 1) ( 1)
1 1

[( )]
M M

ijm ijm i j m i j m i j m
m m

b S b t S− − −
= =

≥∑ ∑   (7) 

2) Machine constraint 
The same machine can only do one process at the same 

time, that is to say, if 1ijmS∃ = at the moment of t, then 
there mustn’t be Sxym=1. 

3) Continuity constraint 
Rij can’t be interrupted in the processing, in formula(8), 

cijm means the completion time of Rij. 

( 1)max{ , } 1;

1.
i j m ijm ijm

ijm
ijm ijm

c b t j
c

b t j
− + >⎧⎪= ⎨ + =⎪⎩

,  

,            
  (8) 

III.  IMPROVED ALGORITHM BASED ON CLOUD MODEL 

A.  Concept of Cloud Model 
The concept of cloud model was proposed by professor 

Li Deyi[15] on the basis of probability theory and fuzzy 
mathematics in 1995.It is a conversion model between 
qualitative and quantitative concept through a specific 
algorithm, and reveals the inherent relationship between 
randomness and fuzziness. During less than 20 years 
since the cloud model was proposed, it has been applied 
to many fields such as intelligent control, data mining and 
decision analysis successfully. 

The definition of the cloud and the cloud droplet[15]: 
Assuming that T is a fuzzy subset on domain U, the 
mapping CT(x) which is from U to [0,1] is a random 
number with stable tendency,  that is ∀ x ∈ U, 
x → CT(x), and the distribution of CT(x) in U is called the 
membership cloud of T, or the cloud model of T, and then 
each variable x is called a cloud droplet. ∀ x∈U, CT(x) is 
not a clear membership curve but consists of a large 
number of cloud droplets. When the mapping CT(x) 
follows normal distribution, it is called the cloud model 
of normal distribution. 

The cloud model describes some qualitative concept 
with three digital features including expected value Ex, 
entropy En and hyper entropy He. Ex is the expectation of 
distribution for the cloud droplet in domain. En is the 
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uncertainty measure of the qualitative concept, He which 
can be also call entropy’s entropy is the uncertainty 

measure of En. 

 

 
Figure 1. Digital feature of normal cloud model

The algorithm of normal cloud generator[16] is as 
follows: 
Step 1: Generate a normal random number En’ taking En 

as expectation, He as standard deviation according 
to the three digital features (Ex,En,He); 

Step 2: Generate a normal random number x taking Ex as 
expectation, |En| as standard deviation, x is a cloud 
droplet in domain U, Drop(xi,ui); 

Step 3: Calculate the certainty μ
2

x
2

n

(x-E )-
2(E ')= e  according to 

Step 1 and Step 2; 

Step 4: Repeat Step 1 to 3 until generate N cloud  
droplets. 

B.  Improved Algorithm 

1) Double chains quantum coding 
This paper introduced a novel compensation factor 

γ ( 1γ ≥ ) based on probability coding. Assuming that pi 

means a quantum chromosome, the encoding scheme of 
the ith chromosome is as follows: 

1 2 1 2

1 2 1 2

cos( ) cos( ) cos( )
sin( ) sin( ) sin( )

i i im i i im
i

i i im i i im

t t t
p

t t t
α α α γ γ γ
β β β γ γ γ

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

… …            (9)

               
Where 2ijt radπ= × ,rad means a random number 

between (0,1), 1, 2, ;i n= …,  j=1,2,…,m; n means the 
population size, and m means the number of qubits. γ  
extends the cycle from 2π to a multi-cycle, which can 
improve the convergence probability of the algorithm. 
Each chromosome consists of two parallel gene chains, 
which means the machine allocation chain and process 
chain of FJSS respectively. If each gene chain means an 
optimal solution, then each chromosome has two optimal 
solutions in the search space, that is: 

cos 1 2(cos( ),cos( ), cos( ))i i i inp t t t= …,  

sin 1 2(sin( ),sin( ), sin( ))i i i inp t t t= …，  

picos and pisin are called the cosine and sine solution. 
The two solutions can be updated synchronously in each 
chromosome iteration, which can expand the search space 
and increase the number of global optimal when the 
population size is the same. 

2) Non dominated sorting 
It is difficult to obtain the optimal solution which will 

meet all the objectives for FJSS. A sorting method of non 
dominated is proposed based on the fuzzy theory, and the 
method realizes the classification depending on the 
parameters Np and np of individual p in population S, the 
specific steps are as follows: 
Step 1: Initialize the parameter set Np which includes all 

the individuals dominated by p and make 

Np=∅ ; 
Step 2: Initialize the variable np. np means the number of 

individuals which can dominate p; 
Step 3: Calculate dominance relationship, p,q∈  S, if p 

can dominate q, then Np=Np U{q}, else if q can 
dominate p, then np=np+1; if np=0, then p is a non 
dominated individual, denoted as pr=1,and p joins 
R1, that is to say R1=R1 U{p}; 

Step 4: Q means the set of residual individuals, making 
i=1,when iR ≠ ∅ ,Q = ∅ . If q

pN∈ , then nq= nq-1, 
else if nq=0, then qr=i+1; 
make { }Q Q q= ∪ ,i=i+1,Ri=Q; 

Step 5: Judge whether Ri is empty or not, if it is empty, 
then stop, otherwise turn to Step 4. 

In order to maintain the diversity of the population, the 
selection is made according to the crowding distance of 
the chromosomes based on non dominated sorting. 

3) Cloud quantum genetic algorithm 
Cloud quantum genetic algorithm(CQGA) is a novel 

optimization method of GA combining of cloud model 
theory and quantum theory. The specific steps are as 
follows: 
Step 1: Initialize the population and execute the double 

chains quantum coding to the chromosome; 
Step 2: Design the fitness function as fit(x)= 1/Z(x), Z(x) 

is the individual objective function value, the 
smaller the function value is, more excellent the 
individual is; 

Step 3: Select the excellent individuals from the 
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population into the next generation using the best 
one preservation strategy and fitness proportional; 

Step 4: Generate the crossover operator pcr using the 
cloud model X condition generator. Put the gene 
region between inter-section in the first of the sub 
generation and remove the same code in the father 
generation, then copy the rest code to the sub 
generation according to the order. If the individual 
in the sub generation is beyond the constraints, 
adjust the position of 0; 

Step 5: Generate the mutation operator pmt using the 
cloud model X condition generator. Select two 
codes r1 and r2 from the gene coding of 
mutational individuals randomly and exchange the 
selected codes to generate the new one;  

Step 6: Construct new population which consists of m 
excellent individuals from the father generation 
and m individuals in the sub generation, and then 
to extend the size of the population and the search 
space;  

Step 7: Get the next m generation population through the 

operation of GA; 
Step 8: Update the quantum gates according to 

Schrodinger equation;  
Step 9: Judge whether the stopping condition is met, if 

not, turn to Step 3, else stop running the 
algorithm. 

C.  Analysis of Convergence 
CQGA is a novel hybrid method which consists of the 

diversity of the quantum population and generating new 
individual through rotation angle of the quantum gates. It 
won’t influent the convergence of the algorithm because 
of using the cloud model X condition generator. The state 
transformation of CQGA is as follows: 

Assuming the length of the chromosome is L, the 
population size is P, the size of the state space about GA 
is 2LP, and the size of the state space about CQGA is 
uLP(u is the dimension of the state space), then the state 
transfer process of the population described by Markov 
chain is as follows: 

1( ' '')t k t t k tQ observeP cross p mutate p keep the optimal solution and update Q Q +     

The upgrading operation of  CQGA is influenced not 
only by the evolutionary constraints of GA but also by 
that of quantum rotation gates. Its convergence is not 
affected after the transformation. 

IV.  ANALYSIS AND VERIFICATION 

A.  Analysis of Simulation Experiment 
In order to verify the performance of the proposed 

method, this paper takes the minimization of completion 
time, minimization of penalty and minimization of cost as 
targets to test. The testing data based on the classic 
Kacem [17] example is as follows: the size of the 
population is 200, the maximum number of iterations is 
100, the crossover probability is 0.45 and the mutation 
probability is 0.02.  

Five standard Kacem examples are solved by CQGA 
and they were compared with the existing AL+CGA[17], 
PSO+TS[18] and HBCA [19] at the same time. The 

results are shown in TableⅠ. n is the number of the 
workpieces, m is the number of the machines, 
Soln(n=1,2,3,4) are the solutions obtained by different 
algorithms, Tx is the maximum completion time of the 
machine, Mt is the total load to the machines, Mx is the 
maximum load in balancing the load of the machines. It 
can be seen from Table 1 that the proposed method can 
obtain more non dominated solutions and has got the 
current optimal solution. For example, for case 10× 7 
although both HBCA and CQGA obtain three non 
dominated solutions, the solution (12,61,11) obtained by 
HBCA is dominated by (11,60,11),(12,61,10) and 
(12,60,11) obtained by CQGA, and (11,61,11) obtained 
by HBCA is dominated by (11,60,11) obtained by CQGA, 
and (12,60,12) obtained by HBCA is dominated by 
(11,60,11) and (12,60,11) obtained by CQGA. 
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TABLE I.  
COMPARISON WITH DIFFERENT ALGORITHMS ON KACEM 

n× m Obj AL+CGA PSO+TS HBCA CQGA 

  Sol1 Sol2 Sol1 Sol2 Sol1 Sol2 Sol3 Sol1 Sol2 Sol3 Sol4 

4× 5 Tx 16  11  11 12 13 11 11 12 11 

 Mt 34  32  31 31 33 30 30 31 31 
 Mx 10  10  10 8 7 9 8 7 8 

8× 8 Tx 15 16 15 15 14 15 16 14 14 15 14 

 Mt 79 75 77 75 76 75 73 73 74 73 73 
 Mx 13 13 12 12 12 12 13 12 12 12 11 

10× 7 Tx     12 11 12 11 12 12  

 Mt     61 61 60 60 61 60  
 Mx     11 11 12 11 10 11  

10× 10 Tx 7  7  8 6 7 7 6 6 6 

 Mt 45  43  41 42 41 41 40 41 40 
 Mx 5  6  6 5 5 4 5 5 6 

15× 10 Tx 23  11  11 11  10 11   

 Mt 95  93  90 91  90 89   
 Mx 11  11  11 11  10 11   

 

B.  Analysis of Scheduling Experiment 
Further more tests were conducted in the mould 

workshop of a machinery company to verify the 
performance of the novel method for multi-objective 
FJSS. The data in TableⅡ (6workpieces × 8machines) 
are the results after the raw data of the mould have been 
processed.   

These data consist of machines, processing time and 
costs, in which the unit of time is minute and the unit of 
cost is yuan. The set of machines are as follows: rough 
turning lathe (M1), fine turning lathe(M2),rough milling 
machine(M3), fine milling machine(M4), boring 
machine(M5), planer(M6), grinder(M7) and machining 
center (M8).

TABLE II 
.DATA OF 6× 8 EXAMPLE 

workpiece process 1 process 2 process 3 process 4 process 5 process 6 

1 M6,48,75.0 M2,45,69.8 M2,43,68.0 M4,48,62.0 M5,22,20.8 M8,32,27.0 

2 M6,47,74.6 M5,25,24.5 M6,46,68.6 M3,28,34.8 M2,40,66.0 M8,30,25.0 

3 M1,12,9.8 M4,46,57.0 M4,46,54.8 M7,24,40.9 M6,48,76.8 M4,48,63.5 

4 M3,28,35.0 M7,24,40.2 M8,31,25.5 M6,49,77.8 M1,13,10.2 M3,28,34.6 

5 M3,30,37.2 M8,32,26.2 M6,46,69.9 M7,26,48.2 M2,38,60.4 M4,44,55.8 

6 M5,22,21.6 M3,32,38.0 M5,26,26.8 M1,14,10.1 M1,12,9.6 M4,45,57.6 

 
The proposed CQGA is compared with several existing 

algorithms after being conducted 50 times. The result is 
shown in Table 3. It can be seen that the optimal solution 

and the average solution with CQGA are both better than 
those of other algorithms, besides, it can get less penalty 
than the other two. 

TABLE III 
.COMPARISON OF THREE ALGORITHMS 

Objective PSO[20] IPSO[21] CQGA 
Opt Solution Avg solution Opt Solution Avg solution Opt Solution Avg solution 

Process time 1198 1246 1105 1148 998 1065 

Process cost 1380 1428 1296 1378 1009 1135 

Penalty 231 246 216 230 170 188 
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Figure 2. Comparison of optimal solutions 
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Figure 3. Comparison of average solutions 

 

.Ⅴ   CONCLUSION 
The mathematics model of multi-objective FJSS was 

established in this paper, and the coding method of 
double chains was used including the initialization of the 
machine distribution chain with quasi level uniform 
design and the heuristic initialization of the process chain. 
On the basis of the theory of cloud and quantum, the 
crossover operator and mutation operator were generated 
by the cloud model X condition generator, and the new 
population was obtained through rotation angle of 
quantum gates. The non dominated sorting strategy was 
introduced based on the fuzzy set theory. Finally, the 
proposed method was applied to Kacem instances and the 
scheduling of a mould workshop, and then compared the 
data with that of the existing algorithms. The comparison 
of the results verified the proposed method could not only 
reduce the maximum completion time and process cost 
but decrease the penalty effectively. 

ACKNOWLEDGMENTS 

This work is partially supported by the National 
Natural Science Foundation, China (No.61034003), the 
National Key Technology R&D Program, China 
(No.2012BAF12B08), the National 863 Plan Project, 
China (No.2012AA 041402-4), the Talented Young 
Scholars Growth Plan of Liaoning Province Education 
Department, China (No.LJQ2013048). The authors also 
gratefully acknowledge the helpful comments and 
suggestions of the reviewers, which have improved the 
presentation. 

CONFLICT OF INTERESTS 

The author declares no conflict of interests. 

REFERENCES 

[1] LIANG Xu,LIU Pengfei, HUANG Ming, “Genetic 
algorithm for multi-order Job Shop scheduling under 
mixed production patterns”, Computer Integrated 
Manufacturing Systems, vol.18,no.10, pp.2217-2223,2012.  

[2] Bucker P. and Schlie R, “Job-shop scheduling with 
multi-purpose machines”, Computing, vol.45, no. 
4,pp.369-375,1990.         

[3] Chen H.,Ihlow J. and Lehmann C, “A genetic algorithm for 
flexible job-shop scheduling”, In: Proceedings of the 1999 
IEEE International Conference on Robotics &Automation, 
Detroit Michigan:IEEE,vol.2,pp.1120-1125,1999. 

[4] Ho N.B. and Tay J.C, “Genance:an efficient culture 
algorithm solving the flexible job shop problem”, 
In:Proceedings of Congress on Evolutionary 
Computation,pp.1759-1766,2004. 

[5] Najid N.M.,Dauzere-Peres S.and Zaidat A, “A modified 
simulated annealing method for flexible job shop 
scheduling problem”, In:Proceedings of the IEEE 
International Conference on Systems Man and 
Cybernetics.NJ,USA,IEEE,pp.89-94,2002. 

[6] Kacem I. “Genetic algorithm for the flexible job shop 
scheduling problem”, IEEE International Conference on 
Systems, Man and Cybernetics, vol.4,pp.3464-3469,2003. 

[7] D.Y.Sha, C.Y.Hsu, “A hybrid particle swarm optimization 
for job-shop scheduling problem”,  Computers and 
Industrial Engineering, pp.791-808, 2006. 

[8] B.Liu,L.Wang,Y.H.Jin, “An Effective PSO-Based Memetic 
Algorithm for Flow Shop Scheduling”, IEEE Transactions 
on Systems, Man and Cybernetics-Part B: Cybernetics, 

JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014 2953

© 2014 ACADEMY PUBLISHER



 

vol.37, no.1, pp.18-27,2007. 
[9] Kun Fan,Ren-qian Zhang, Guoping Xia, “An Improved 

Particle Swarm Optimization Algorithm and Its 
Application to a Class of JSS Problem”, Proceedings of 
IEEE International Conference on Grey Systems and 
Intelligent Services, Nanjing, 2007. 

[10] Xia W J,Wu Z M,“An effective hybrid optimization 
approach for multi-objective flexible job shop scheduling 
problems”, Computers & Industrial 
Engineering,vol.48,no.2, pp.409-425, 2005. 

[11] YU Xiaoyi,SUN Shudong, CHU Wei, “Parallel 
collaborative evolutionary genetic algorithm for 
multi-workshop planning and scheduling problems”, 
Computer Integrated Manufacturing Systems, 
vol.14,no.5,pp.991-1000,2008. 

[12] LIU Aijun,YANG Yu,XING Qingsong,et al, 
“Multi-population genetic algorithm in multi- objective 
fuzzy and flexible Job Shop scheduling”, Computer 
Integrated Manufacturing Systems, vol.17,no. 
9,pp.1954-1961,2011. 

[13] ZHANG Jing,WANG Wanliang,XU Xinli, et al, “Improved 
particle swarm algorithm for bath splitting flexible job 
shop scheduling”, Control and 
Decision,vol.27,no.4,pp.35-40,2012. 

[14] SHI Jinfa, JIAO Hejun, CHEN Tao, “Multi- objective 
Pareto Optimization on Flexible Job-Shop Scheduling 
Problem about Due Punishment”, Journal of Mechanical 
Engineering, vol.48, no.12,pp. 188-196,2012. 

[15] Li D.Y,Du Y, “Artificial Intelligence with Uncertainty”, 
Beijing: National Defense Industry Press,2005. 

[16] Dai C.H,Zhu Y.F.,Chen W.R, “Cloud model based genetic 
algorithm and its applications”, acta electronic 
sinicaA,vol.35,no.7, pp.1419- 1424, 2007. 

[17] KACEM I,Hammani S Borne P, “Approach by localization 
and multi-objective evolutionary optimization for flexible 
job-shop scheduling problems”, IEEE Trans Syst Man Cyb 
C,vol.32, no.1, pp.1-13,2002. 

[18] Partha Pratim Das, Sriyankar Acharyya, Hybrid Local 
Search Methods in Solving Resource Constrained Project 
Scheduling Problem, Journal of Computers,vol.8, no.5, 
pp.1157- 1166, 2013. 

[19] Tran Quang Tuan,Phan Xuan Minh. Adaptive Fuzzy Model 
Predictive Control for non-minimum phase and uncertain 
dynamical nonlinear systems, Journal of Computers, vol.7, 

no.4, pp. 1014-1024,2012. 
[20] Fadi A. Aloul, Syed Z. H. Zahidi, et al. Solving the 

Employee Timetabling Problem Using Advanced SAT & 
ILP Techniques. Journal of Computers, 
vol.8,no.4,pp.851-858, 2013. 

[21] YANG Hongan,SUN Qifeng, SUN Shudong, et al, “Job 
Shop earliness/tardiness scheduling problem based on 
genetic algorithm”, Transactions of the Chinese Society for 
Agricultural Machinery, vol.17,no.8,pp.1798-1805,2011. 

 
Xiaobing Liu was born in Changchun city, Jilin Province of the 
P. R. China in 1956. He received his M.S.degree from Dalian 
University of Technology in 1984, and his Ph.D.degree from 
the Germany Dortmund University in 1992. He is now working 
in the Dalian University of Technology. His research is mainly 
in the area of artificial intelligence and computation integrated 
manufacturing system . He has involved with 8 projects 
supported by the national Natural Science Foundation of China, 
and 2 projects supported be the national High Technique 
Developing Program. He has published over 150 research 
papers. 
 
Xuan Jiao was born in Baishan City, Jilin Province of China 
in1986. She received the M.S.degree from Liaoning University, 
China in 2012. She is pursuing Ph.D.degree from school of 
management of Dalian University of Technology under the 
supervision of Prof. Xiaobing Liu. Her current research interests 
are in the computer integrated manufacturing system. 
 
Tao Ning was born in Penglai City, Shandong Province of 
China in 1979. He received his M.S.degree in Dalian Maritime 
University in 2006 and his Ph.D.degree in Dalian Maritime 
University in 2013. He majors in computer information 
management and computer integrated manufacture and is 
working as a professor in.Dalian Jiaotong University. 
 
Ming Huang was born in Changchun City, Jilin Province of 
China in 1961. He received his B.S. degree in Jilin University, 
China in 1982. He is currently working as a professor in Dalian 
Jiaotong University, China. His research interest fields include 
computational geometry, large scale software development, 
design and analysis of algorithms.  

 
 

2954 JOURNAL OF SOFTWARE, VOL. 9, NO. 11, NOVEMBER 2014

© 2014 ACADEMY PUBLISHER
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Abstract—Along with the rapid development of 3G and 4G 
technologies, mobile video services have gained its 
popularity among users around the world. Consequently, 
Content Providers (CPs), Service Providers (SPs), and 
especially, the operators are paying increasing attentions to 
the quality of experience (QoE) of the video services which 
could be easily affected by the quality of network. In this 
paper, a novel real-time objective video QoE assessment 
method is proposed and a software assessment system is 
built to test the video service quality in the real network. 
Firstly, in the test terminals, the QoE measurement of the 
entire video services is conducted by collecting all of the 
customers’ experience in full-reference method, and then 
the QoE scores are evaluated through an accurate 
mathematic model. Secondly, the artifact of compression 
caused by video encoding should also be taken into account. 
Model in this part adopts no-reference method in 
consideration of the varied screen sizes in different 
terminals. What’s more, the platform also evaluates the 
error of network in the part of video transmission by 
associating no-reference PSNR with network delay, jitter, 
and packet loss ratio. The results of Mean Opinion Score 
(MOS) tests show that the proposed models estimate QoE 
with high quality estimation accuracy respectively. We 
develop a software toolkit using the test methodologies 
above, which can help the operators to make measurements 
for its network. This software toolkit is useful as a QoE 
monitoring tool on video streaming services and can be 
deployed on real network conveniently. 
 
Index Terms—QoE, video service, objective assessment, 
software toolkit 
 

I.  INTRODUCTION 

The advances in video encoder technologies and broad 
IP networks lead to the popularity of video streaming 
services. Furthermore, with the development of 3G/4G 
technologies, the number of customers attracted by 
mobile video streaming services is growing rapidly. In 
recent years, mobile network operators in China have 
launched a variety of video services, including VOD, 
video telephone, and etc. Besides, the increase in  the 
amount of Internet services is making the video services 
much more bustling. 

As shown in Fig.1 [1], Web service, video, IPTV and 
P2P contribute to the major part of the total Internet 
traffic since 2011. Among these services, Video, IPTV 
and P2P are relative to video distribution.  

In China, a statistic analysis report from CNNIC shows 
that the mobile terminals became the NO.1 internet 
access device in China by the year of 2013 [2] , used by 
75% of users. 

A survey from iReseach revealed that the video traffic 
is turning to mobile market. They took 3 most popular 
videos appeared in one year as examples. The mobile 
share of traffic doubles nearly every 6 months [3], shown 
in Fig.2. 

 
Figure 2. The mobile traffic of 3 most popular videos in 2012 

The quality of video service is a reflection to the 
quality of network. The services' perceived quality draws 
the most attention form operators since it is closely 
related to customers’ personal feelings. The better the 
quality is, the more customers could be attracted. 
Nevertheless, traditional indicators to evaluate the 
performance of services, in terms of Quality of Service 
(QoS) for the network, are not accurate enough to reflect 
the customers’ degree of satisfaction. 

Then came the question. In our paper, we discuss how 
to evaluate the customers’ feeling, experience, or 
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reception on the video service objectively, and how to use 
this kind of evaluation result as the baseline for the 
provision of network quality for this kind of service.  

In[4],the Quality of Experience (QoE) is proposed. In 
recent years, many proposals are made in order to 
evaluate, measure, and improve QoE of the video 
services. 

Nicolas Staelens proposed a novel subjective quality 
assessment methodology based on full-length movies [5]. 
Their subjects took DVD together with a questionnaire 
enclosed in a sealed envelope home to watch it in real-life 
environments. Ozgur Oyman reviewed the recently 
standardized QoE metrics and reporting framework in 
3GPP and presented an end-to-end QoE evaluation study 
conducted over 3GPP LTE networks [6].Ricky K.P. Mok 
investigated the relationship between network QoS, 
application QoS, and QoE and then proposed their QoE 
measurement [7]. They evaluated QoE of Flash video 
perceived by users and quantified how the QoE is 
influenced by the application QoS.Hyun Jong Kim 
developed a QoS/QoE correlation model, which could 
evaluate the QoE using QoS parameters in offered 
network environment [8].Karan Mitra proposed a novel 
approach [9] to estimate and predict QoE in 
Heterogeneous Access Networks (HAN). This system is 
based on Hidden Markov Models (HMM) and Multi-
homed Mobility Management Protocol (M-MIP), which 
improved the accuracy of QoE estimation in many 
network conditions. All of these researches about the 
QoE of video services are quite constructive. However, 
the limits of QoE assessment can be not ignored. Above 
all, the subjective test consumes lots of manpower and 
material resources, which is unacceptable for both of the 
operators and the customers. Therefore, the objective and 
quantitative QoE test is introduced in this paper.[10][11] 

Besides, QoE assessment is posteriori so that the 
evaluation result could only show the QoE level of the 
whole service no matter how many factors and parts there 
are. In consequence, it is very difficult to monitor what 
caused the QoE down.  

So our video QoE assessment system is divided into 3 
platforms to describe the performance of the entire 
service, impairment from the video encoding, and the 
impairment in delivering.  

The paper is organized as follows. In section II, the 
methodology of QoE-based assessment is introduced. The 
structure and deployment of our software toolkit is 
described. Section III describes the method and the 
software platform we proposed to assess the quality of 
entire video service. A reference sequence is chosen, and 
the service is recorded while playing. Full-reference 

method is adopted. KPIs in the video playing process, 
which are directly felt by customers, are collected to map 
to QoE score. In Section IV, we introduce the software 
platform which evaluates the compression artifact. 
Because there are various encoded videos in different 
sizes and the source video cannot be acquired in most of 
time, the no-reference test method is adopted. Through 
this platform, the behaviors of different providers and 
encoders, as well as the quality of videos with different 
contents and sizes are assessed and presented for the 
operators to monitor and control. Then in section V, 
assessing error code software is introduced to test and 
evaluate the impacts of network environment on the 
video quality. The structure and modules are introduced 
in this part. Finally, paper is ended with conclusion and 
some future works in section VI. 

II.  QOE-BASED EVALUATION SOFTWARE PLATFORM OF 
VIDEO QUALITY 

Fig.3 shows a complete processing procedure for a 
video service, including video capturing, video encoding, 
video transmitting, video decoding, video post-processing, 
and video playing. Obviously, the QoE that worked out 
from the terminal should be the final result of the entire 
video service. And there are only 2 processes, video 
encoding and video transmission, that could be monitored 
and controlled by the operators. It is significant for the 
operators to find out which part causes the degradation of 
service quality, and then to quantize and compare the 
QoE loss. 

Video encoding is a kind of loss compression coding 
due to the limitation of storage and bandwidth. Thus, 
video encoding is one of the main sections causing 
quality degradation. Take H.264 encoding for example, 
the quantization of conversion coefficients, which is 
controlled by a quantization parameter (QP), degrades the 
image quality via increasing the QP value.[12] This 
degradation can be reflected by blocking artifact, blur, 
and Peak Signal to Noise Ratio (PSNR). 

The quality of encoded video will degrade again while 
transmitted in the network. As a result of the network 
delay, jitter, and packet loss, frame skipping and frame 
frozen will appear in the received video services.  

In this paper, we build a video QoE evaluation 
platform, which could provide QoE information to the 
operators, in order to help them in optimizing their 
services and to define the responsibilities clearly. The 
designed QoE evaluation framework functions in three 
parts.  

Assess Error code

QoE test 

Video 
Capturing 

Video 
Transmitting 

Video 
Encoding 

Video  
Decoding 

Video Post-
processing 

Video  
Playing 

Assess Compression artifact 

Figure 3.  The test purpose of proposed QoE-based evaluation toolkit in a video service 
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The first part is placed in the test terminals. The target 
of this part of assessment is to give the QoE result of the 
whole service. This platform will be described in detail in 
the section III. The online video service is involved and 
the full-reference method is adopted. To begin with, we 
establish the standard original videos and upload them to 
the web servers. In the terminals, the service is requested 
and at the same time the course of the service is recorded. 
Three groups of KPIs is extracted from the comparison 
between the recorded video and the original video, 
including KPIs in the connecting period, KPIs of the 
image and quality of the voice. We use an accurate 
mapping model to obtain the QoE score from network 
response delay, KPIs of the images and the sound QoE 
scores from the Perceptual Evaluation of Speech Quality 
(PESQ) [13], an international standard to evaluate the 
QoE on the voice service and also a prevailing algorithm 
inbuilt by many network optimizing instruments. The 
QoE score is calculated out and presented in the 
assessment windows and the detail parameters are 
illustrated as graphs and tables to compare with each 
other. This part of this assessment system is named the 
online video QoE assessment and this assessment can be 
performed in anywhere we aim to acquire the quality of 
the network and service. 

In the first part, the operators have obtained the value 
of the service quality. However, it is difficult to judge 
whether the damage of the service comes from the quality  
of the network provided by Themself. The second part is 
to assess compression artifact of video services. This 
platform is installed in the video center of the operators, 
and is implemented to test the encoded videos in various 
contents and sizes uploaded by the CPs. It is of great 
importance to distinguish the quality  degradation owing 
to the coding compression from the loss because of the 
bandwidth limitation. The video content can also be an 
important factor for video coding.[14] Generally, videos 
in the same content would be encoded into different sizes 
and different qualities because of the demand of various 
mobile terminals. The performance of the different CPs 
and different commercial video encoders are monitored in 
3 video types, the rapid movement, the slow movement 
and the colorful scenario.  

The compression artifact assessment is performed after 
the CPs upload all of the encoded video chips. The 
encoded videos are in different sizes and the source 
videos cannot be acquired in most of the time. Therefore, 
we use the no-reference method to estimate the KPIs of 
the image, including PSNR, blur, block and motion. It is 
the most significant and difficult issue in the assessment.  
Our toolkit records these KPIs and the final QoE results 
in case of subsequent statistic analysis.  

The third part mainly focuses on assessing error code. 
This part is distributed to the net nodes of individual 
province companies through Content Delivery Network 
(CDN) as the video of demand for customers.  This part 
of assessment is to test the quality of transmission.  The 
operators can monitor the behaviors of the individual 
province companies. We extracts the KPIs of the 
networks and the qualities of the video service. Packet 

loss, delay, jitter and so on are associated with the no-
reference PSNR and other parameters. The assessment 
toolkit shows and records the real-time parameters in 
every transmission node. 

CDN Network

Stream 
Media 
Servers Terminals

Terminals

QoE test terminal

Error code assessing 
platform

Compression artifact 
assessing platform

Figure 4. The network framework of the QoE evaluation 
platform 

As previously mentioned, Fig.4 illustrates the network 
framework of the QoE-based evaluation platform. The 
online QoE test terminal is used to obtain the QoE 
performance of the video service in any point. The 
compression artifact assessment is deployed to 
administrate the encoded videos required by a variety of 
screens. Besides, the error code assessment is monitor of 
the transmission quality in the CDN and even in the 
wireless connections. 

III.  ONLINE VIDEO QOE EVALUATION PLATFORM IN 
TERMINALS  

A.  Procedures of the Video QoE Test 
We propose an online test module structure in this 

section. The progressive streaming scenario is considered. 
The full-reference method, which compares the degraded 
video against the original video to get results, is adopted. 
The standard source video samples are divided into 3 
groups of different durations: 30s, 1mins and 3mins. 
Besides, different contents are involved. The procedures 
of the assessment are as follows: 

1. Build a network service server and upload all of the 
original standard videos. 

2. Choose a video sequence in the test terminals to test. 
3. Request a video service, and record the playing 

process automatically. The KPIs during the service 
request, such as successful access ratio and response 
delay, are counted. 

After recording the test videos online,the degraded 
sequences are obtained. 

 
Figure 5. The comparison between the source videos and the recorded 

videos 
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4. Build a new project to test this video service. Input 
the original video and the degraded video for comparison 
and start the QoE testing automatically. The QoE score of 
the whole service is calculated. This score is based on 
image quality, audio quality and service access delay.  

5. Detailed parameters and KPIs can also be viewed. 
Besides, the original video and replay of the recorded 
video service can be watched, as shown in Fig.5. 

Some Graphical User Interfaces  (GUIs) of this part of 
QoE test platform are demonstrated in Fig.6. The main 
interface gives the assessment progress and the basic 
parameters of the video in Fig.6.  

 
Figure 6.  The main interface of the online video QoE evaluation 

platform 

The final QoE score is presented in the end of the 
assessment. After the test finished, the detail KPIs, such 
as delay, PSNR, frame skipping and frame frozen, can be 
analyzed in graphs and can be output to a file named after 
the test time. The analysis window is demonstrated in 
Fig.7. 
 

 
Figure 7.  The detailed KPIs analysis interface 

B.  KPIs Extraction Fliter in Video QoE Test 
We defined several KPIs that influence the customers’ 

experience. These KPIs is obtained in the toolkit and 
presented for the operators. 

1.KPIs during the period of connecting server, 
including successful access ratio and service access delay. 

Concretely, service access delay is defined asT : 

  1 2= +T t t  (1)

Where t1 is network access time and the t2 is response 
delay, described in the Fig.8. The network access time 
equals to the time length from the time when customer 
demands the video to the time when video starts to buffer. 

It is used to estimate the network response time, related to 
the net environment. And response delay, depending on 
the predetermined strategy, records the time lag from the 
time that video starts to buffer to the time that video starts 
to play. Therefore, service access delay equals to the 
waiting time after the costumers request the service. 

 
Figure 8. The definitions of the service access delay, 

the network access time and the response delay 
2.KPIs of video images influence the fluency and 

resolution, including: 
--Image activity ratio 
--Activity in time domain which means image variation 

degree in time domain 
--Spatial complexity which depends on video types 
--Luminance 
--PSNR 
--Frame skipping caused by frame loss 
--Frame frozen caused by frame repetition 
--Block 
--Blur 
--Delay distribution while playing 
PSNR is the most frequently used indicator for video 

quality. It can be calculated from the luminance values of 
the source signal p(x, y) and the degraded signal q(x, y) as 
follows. 

 
1 1 2( ( , ) ( , ))
0 0

− −
= −∑ ∑

= =

X Y
MSE q x y p x y

x y
 (2)

 
( )2
2 1

10lg
⎛ ⎞−⎜ ⎟=
⎜ ⎟
⎝ ⎠

Q

PSNR
MSE

 

(3)

MES is the mean squared error and Q is the bit of an 
intensity value. X,Y is the frame width and height 
separately. The classic PSNR algorithm provides three 
types of values: PSNRY, PSNRCr and PSNRCb. 

The blur parameter is calculated based on an extreme 
luminance value in a frame. We use the zero-crossing rate 
to extract blur. The image definition reflects the degree of 
changes in image details. Namely, the higher the 
definition is, the better the image presents. In 
consequence, gray scale can be more sensitive to the 
changes in location and variations in image details could 
also be high, resulting in a good degree of recognition 
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[15][16]. The value range of blur is (0,1], where higher 
value means higher ambiguity. 

Generally speaking, blocking artifacts are caused by 
low bit rate encoding in the flat area of image and border 
of moving objects. The key of Blockiness algorithm is to 
extract block border areas and non-block border areas. 
The block border area consists of pixels that are adjacent 
to a block border or pixels that include a block border, 
which can be detected by canny-edge detector. And non-
block border area consists of the rest pixels. The block is 
calculated by reference to the computing method 
proposed by [17]. 

Delay parameters are divided into maximum delay, 
minimum delay and average delay, which come from the 
full reference algorithm. And these detailed parameters 
are listed on the interface separately. 

Some of the parameters mentioned above work as 
intermediate variables to  calculate parameters afterwards. 
Others are used to build the eventual QoE model. 

3.Quality of sound in the video 
For the sound in the video,we choose the PESQ test, 

which is introduced in the ITU P.862. PESQ is a most 
prevailing voice service QoE assessment method and has 
been inbuilt by many network optimizing instruments. 
However, our former research have drawn a conclusion 
that it is not convinced enough to use PESQ to assess 
Chinese voice service directly [18]. So the English voice 
is preferred in the test video sequences. 

C.  Structure of Image Quality Assessment 
As it shows in Fig.9, the image quality assessment 

module is composed of pre-process and analysis module, 
parameter extraction module and quality estimation 
module. First, the pre-process and analysis module takes 
source video signal and degraded video signal as inputs, 
and extract the Region of Interest (ROI) and some other 
information from spatial domain and temporal domain. 
Then, the parameter-extraction module derives delay 
parameters, PSNR, block and blur parameters. Finally, 
the quality-estimation module estimates video quality 
using these parameters.  

 
Figure 9.  Full-reference QoE online test module structure 

D.  QoE Mapping Modeling  
The QoE assessment model is established to map 

PSNR, delay, frameskipped, framefrozen, blockiness, blur 

and frame rate Ratefps to QoE score. The modeling 
method and result have been introduced in our previous 
research paper [19]. 
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Where a, b, c, d, e, f, g, h, j, k, l, m, and o are 
coefficients. These coefficients are optimized using least-
square method to minimize the difference between 
subjective video quality and estimated video quality. 

E.  Subjective Test and Data Acquisiton  
According to [20], 30 seconds standard videos are 

accepted in the subjective test. In this section, 29 
sequences with different damages are produced as 
counterparts. No less than 10 viewers vote every 
counterpart.  

Before beginning the subjective test, every viewer 
accepts a simple training using 5 examples. And each 
viewer should rate the counterpart using the integral 
MOS scale of 1, very bad, to 5, excellent. 

After cancelling the invalid test samples, according to 
[21],  315 votes are accepted and the coefficients in (4)-
(10) are determined, listed in Table I.  
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TABLE I. 
COEFFICIENTS OF QOE MODEL FOR ONLINE VIDEO TEST 

Coeff. Value Coeff. Value Coeff. Value 
a 0.3 f 1 k 0.9654 
b 0.1 g 1.3 l -0.0421 
c 0.1 h 5 m -10.12 
d 0.2 i 1.348 n -0.03116
e -0.279 j -0.069 o 10.45 

The Pearson Correlation Coefficient of above QoE 
model is calculated as high as 0.925, as shown in Fig 10. 
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Figure 10. Scatter diagram between MOS  and QoE score 

IV.  COMPRESSION ARTIFACT ASSESSING PLATFORM 

The mobile Internet users has been dramatically 
increasing and the usage scenarios are diverse. Internet 
access is common to various mobile devices, such as 
smart phones, tablet PCs, laptops, TVs and so on. All 
kinds of video content are provided by a sight of CPs, 
whereas the videos are aimed to be applied to different 
terminals. Therefore, even videos of the same content 
should have different sizes  and qualities.  

As known, different encoding types lead to different 
compression artifacts, which cause varying degrees 
damage of quality. Even the same encoding type can 
make different degrees of artifacts by using different 
encoders.  

According to the different content, we divide videos 
into 3 groups: slight movement, rapid movement and 
colorful scenario. All of the 3 video content types are 
considered. We choose 6 original video samples with 
1.5Mbps and D1 (720*480) resolution. Rapid movement 
group contains Car Racing and Tennis. Slight movement 
group contains News and Football. The Colorful group 
has Movie and Natural scenario. 

5 CPs are invited to participate in the assessment.  5 
different commercial encoders are involved to produce 
compression artifact counterparts. In each encoder, every 
original video is encoded into 3 versions with different 
bitrates and resolutions: D1 for high bitrate, CIF for 
middle bitrate and QCIF for low bitrate. Finally, 90 
degraded samples are collected. 

Same as that in section III, no less than 10 viewers are 
recruited to rate each counterpart. 2700 votes are 
accepted in the end, half of which is used to establish the 
QoE model and some other is used to verify the 

performance of the model. In addition, the invalid votes 
are filtered out as specification in [21]. 

The objective of assessing compression artifact is to 
get optimal encoders for different type of videos. In the 
video encoding section, the full-reference method is 
infeasible. It is difficult to compare the degraded video 
and the original video because the encoded video chips 
have different sizes from the original samples or even the 
original video samples may not be acquired. Therefore, 
the proposed model adopts no-reference method to assess 
compression artifact by using h.264 encoded video 
instead. The model structure can be seen in Fig.11. 

 
Figure 11. Structure of assess compression artifact platform 

The complete algorithm is composed of two modules, 
Chrominance and Luminance Plane and H.264 Bit 
Stream Rebuilt Module. There are totally 4 parameters 
that can be extracted by the model. 

In the first part, the signal is sent to Block Module, 
Blur Module and Motion Module respectively. In these 
three modules, video is processed to obtain its block, blur 
and motion value. In our platform, the algorithm of 
calculating these three parameters are a no-reference 
method, which means that there is no need to acquire the 
source video. Many studies provided solution of this 
aspect, here we adopted to the algorithm from [22].  

In the second pare, the PSNR can only be extracted 
from bit stream of the whole video signal. Usually, the 
traditional PSNR algorithm is a full-reference method 
which needs the source signal in (2) and (3). However, 
it’s hard to calculate PSNR when lacking of source signal, 
i.e., uncompressed video. Thus, we adopt a no-reference 
method to estimate the value of PSNR, according to [23]. 
This algorithm uses the coded transform coefficients to 
estimate the PSNR in a statistical manner. And the 
Pearson Correlation Coefficient between full-reference 
PSNR and this no-reference PSNR is as high as 0.96. By 
the simulation results in [23][24], this algorithm is 
confirmed to suit different content types and resolutions. 
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Based on the above 4 KPIs, in our previous research 
paper [24], we have given the QoE evaluation formula 
and verified a good performance of the model in 
estimation the subjective experience. In the Quality 
Estimation Module of the software platform, the QoE 
model is adopted to acquire the QoE score. 

For the slow movement and rapid movement videos, 
the QoE evaluation formula is: 

1 2 3 4= ∗ + ∗ + ∗ +PSNR Y U VScore a PSNR a PSNR a PSNR a (11) 

1 2 3( )= ∗ + ∗ + ∗Block Y UV PSNRScore b block b block b Score   (12) 

1 2 3

4 5 6

7 8 9

176 352
352 720

720

∗ + ∗ + ≤ <⎧
⎪= ∗ + ∗ − ≤ <⎨
⎪ ∗ + ∗ + ≥⎩

Block

QoE Block

Block

c  Score c Blur c    W
S c  Score c Blur c    W

c  Score c Blur c    W

  (13) 

Where PSNRY, PSNRU, and PSNRV are the no-
reference PSNR values on chrominance and luminance 
plane. W is the width in pixels. 

The formula reflects the map relationship between 
PSNR value and QoE score. The coefficients a1-c9 
depend on the specific content type of video, which are 
shown in TABLE II. The Pearson Correlation Coefficient 
is approaching to 0.97 for the Rapid movement video and 
0.84 for the slow movement. 

TABLE II. 
COEFFICIENTS OF QOE MODEL FOR RAPID&SLOW MOVEMENT VIDEO 

Coeff. Rapid 
movement 

Slow 
Movement Coeff. Rapid 

movement 
Slow 

movement
a1 0.9104 1.1590 c2 0.1394 -0.7480 
a2 -2.2971 -3.0432 c3 0.3378 0.5694 
a3 1.6015 1.9305 c4 0.2137 -9.9208 
a4 -0.9782 2.9416 c5 0.322 8.8242 
b1 0.7421 0.8251 c6 -0.1591 0.2134 
b2 -0.5819 -0.0822 c7 0.316 -1.7434 
b3 0.8908 1.2075 c8 0.5762 1.6814 
c1 0.0688 1.1194 c9 0.0954 0.6651 
For the colorful scenario, another QoE evaluation 

model is more suitable: 

1 2 3 4= ∗ + ∗ + ∗ +PSNR Y U VScore a PSNR a PSNR a PSNR a (14) 

1 2

3 4

ln( 1)
                ln( 1)

= ⋅ + ⋅ +
+ ⋅ + +

Block PSNR Y

UV

Score b Score b block
b block b      (15) 

1 2 3= ⋅ + ⋅ +QoE blockS c Score c blur c                    (16) 

With the huge subjective test results, the coefficients in 
(14) (15) (16) are listed in TABLE III. The Pearson 
Correlation Coefficient for the colorful scenario is as high 
as 0.95. 

The compression artifact assessing platform can be 
located at the video center servers in which the CPs 
upload the encoded videos. This software tool tests the 
encoded video quality provided by content providers, and 
furthermore, evaluates the behaviors of different CPs and 
different encoders, as well as the quality of videos with 
different contents and different sizes.  

TABLE III. 
COEFFICIENTS OF QOE  MODEL FOR COLORFUL  SCENARIO 

Coeff. Resolution(pixel*pixel) 
QCIF (176x144) CIF (352x288) D1 (720x480) 

b1 0.1943 -0.4637 -0.1549 
b2 -7.842 39.1546 2.1186 
b3 7.5542 -38.5645 -1.7643 
b4 1.315 7.7655 4.7507 
a1 0.6903   
a2 0.0041   
a3 -0.6606   
a4 3.6908   
c1   1.0218 
c2   0.0214 
c3   -0.3951 
Fig.12 shows the GUI of compression artifact 

assessing toolkit. After CPs uploaded the encoded videos 
to the center server of the operators, the software tool 
loads all the video sequences automatically and tests 
them successively. The user chooses the file folder and 
the videos are loaded in the left bar. Through the QoE test, 
the quality score, PSNR, Blockiness, Blur, Motion, 
Luminance, Skipped Frame, Frozen Parameter and other 
KPIs are calculated out in the right side of the window. 
The video information is listed below the QoE results. 
The results can be compared in different KPIs, CPs, 
contents, or other dimensions. All the results are stored 
for further analysis and research. 

 
Figure 12.  Compression artifact assessing platform main GUI—the 

QoE and KPIs results 

In the Fig.13 (a), different versions of the test videos 
can also be played on this platform. The users could 
decide which video to play on the basis of their test 
results. In addition, the results can be further analyzed on 
the platform. Real time parameters are provided for 
detailed observation. For example, brightness, 
chrominance and other parameters of every frame are 
calculated in real time and shown in line chart, which are 
demonstrated in Fig.13 (b).  
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(a) The playing window 

 
(b) Real-time results analysis GUI 

Figure 13. Assess compression artifact GUIs—the playing window and 
real-time parameters analysis in graphs 

V.  ERROR CODE ASSESSING  PLATFORM  

When the compressed video signal transmits through 
the network to the receiver following the Real Time 
Streaming Protocol (RTSP), different kinds of error code 
would appear under the influence of real network defects, 
such as delay, jitter, and packet loss. The target of 
assessing error code is to analyze the influence to video 
quality caused by network error code.  

A.  Procedure of the Error Code Assessment 
The structures of error code assessing platform are as 

follows:  
1. A RTSP video service connecting should be built in 

the first place. After opening the platform, the customer 
should input the server IP, home IP and URL address, 
and choose the recording equipment in the computer.  

2. Press the Play button, and begin to view the RTSP 
video on demand. Meanwhile, the platform records the 
screencast of the video automatically. The blur, blockness, 
movement and PSNR are calculated in the recorded video. 

3. Capture all the RTP packets to rebuild a bit stream 
file to extract the PSNR parameter when the video are 
playing. By analyzing the RTP packets, the network KPIs 
are calculated, such as delay, jitter and packet loss ratio. 

4. Evaluate the video quality based on the KPIs from 
the RTP packet capture and the KPIs of the images. The 
final QoE score and the KPIs are presented in the GUIs. 

5. After the QoE test, the KPIs and real time 
parameters can be reviewed in another windows. 

B.  KPIs in the Error Code assessment 
KPIs that influence the customers’ experience are 

chosen. Both the average result and the real-time 
parameters are presented on the toolkit. 

The network level KPIs: delay, jitter and packet loss 
ratio. The definition of this KPIs is specified in [25]. 

The video information: video size, duration of the 
video, frame rate, file name, provider’s name and so on. 

The KPIs of the image quality: luminance, 
chrominance, PSNR, the frame frozen, blur, blockness 
and so on. 

C.  Modules of the KPI extractions 

Network 
transmission

RTP packet capture 
module

H.264 bit stream 
rebuild module

H.264 bit stream file

PSNR extraction 
module

Packet analysis 
module

Delay, jitter & packet 
loss ratio

Quality estimation 
module

Estimate video 
streaming quality

Chrominance & Luminance Plane

Block 
extraction 

module

Blur 
extraction 

module

Motion 
extraction 

module

Quality estimation 
module

Estimate 
compressed video 

quality

Screencast Video Recorder 

 

Figure 14. Structure of assessing error code 

As Fig.14 shows, the assessment is deployed in the 
network transmission. This module can also be divided 
into two sections. One is RTP packet capture module. In 
this part, the H.264 bit stream file is rebuilt from the RTP 
packets on the one hand. The model calculating no-
reference PSNR is the same with the one in section IV. 
On the other hand, the packets are analyzed to calculate 
the delay, jitter and packet loss ratio[25].  

Another sections bases on the recorded videos. The no-
reference method is also accepted. It is important to 
acquire the frozen frames caused by the delay or packet 
loss during the transmission. Besides, blur, blockness and 
movement are obtained with the same algorithms as 
former sections. 

D.  GUIs in the Error Code Assessment 
In the Fig.15, Fig.16 and Fig.17, the GUIs of the error 

code assessing platform are revealed and the assessment 
process is specified. 

Fig. 15 gives the main interface of the error code 
assessing platform. To start with, users should fill the 
server’s IP and the maximum waiting time on the left 
blanks followed by choosing voice record devices on the 
right. Demanded videos will be played in the bottom 
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while its assessment results is shown in the lower right 
region. 

 
Figure 15. Main GUI of error code assessing platform 

The users can also review the real-time parameters 
after pressing the “Real-time parameters” button as 
shown in Fig.16. The RTP packet arrived delay and the 
jitter can be recorded in chronological order. 

 
 
 
 
 
 
 
 
 
 

 
 

The QoE evaluation result and information of current 
video service is given in the QoE score windows, 
illustrated in Fig.17. 

Figure 17.  QoE score and video information GUI 

VI.  CONCLUSION 

In this paper, an objective QoE assessment 
methodology for the video service is proposed. This 
evaluation can be used as the baseline for provision of 
network quality for video streaming services. 

The KPIs that can influence the feelings of the 
customers are extracted, which are based on our former 
and others’ constructive research achievements. The QoE 
mapping models are built and huge subjective tests are 

implemented. The result demonstrates our objective QoE 
assessment models are accurate.  

Based on this assessment methodology, a software 
platform is built for the Operators to evaluate the quality 
of video streaming service and the performance of 3G/4G 
network. The software platform has 3 parts. The first part, 
video QoE Evaluation platform in terminals, can assess 
the QoE of the entire video service. Moreover, the second 
part, compression artifact assessing platform can quantify 
the QoE loss in the video encoding process. This part of 
the software platform can be deployed in the video 
service’s center server to test the behavior of the CPs. 
Through evaluating the quality of videos with different 
content and different sizes, the performances of different 
video encoders are ascertained. It is helpful for the 
operators to distinguish the QoE loss in the video 
encoding process from the loss in the transmission 
process. The third part is error code assessing platform, 
which monitors the network parameters and map them to 
the QoE score. The output of this part is the QoE loss 
between any two points in the network. The error code 
assessing platform is deployed in the CDN.  

The GUIs of these 3 software platforms are shown. 
The assess procedure is automatic and the real-time 
parameters are recorded and can be remote reviewed. 

The proposed video service assessment methodology 
solves the problem of the objective and automated QoE 
testing. And the QoE-based assessment software is useful 
as a QoE monitoring tool on video streaming services and 
can be flexibly deployed on real network.  

(a) Network delay (b) Packet loss ratio (c) Jitter

Figure 16. The real-time KPI analysis GUIs in the error code assess software platform 
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Abstract—Resource discovery in a Grid environment is a 
critical problem and also a fundamental task which 
provides searching and locating necessary resources for 
given processes. Based on the domain and resource routing 
nodes, a grid resource discovery model of multilayer overlay 
network is given in this paper. And on this basis, using a 
linear combination of the block distance and chessboard 
distance instead of Euclidean distance, grid resource 
discovery algorithm based on distance is proposed.  
Experiment shows that the algorithm has low cost, fast 
response and can obtain better success rate of lookup, as 
well as the effectiveness of the resource discovery algorithm. 
 
Index Terms—Grid; model; distance; resource discovery; 
multi-layer overlay network 
 

I.  INTRODUCTION 
 Now, the grid is the international frontier of research 

topics. With the development of Grid technology, the 
Grid begins to be used in various fields. The most 
important one is data grid which is widely used in 
data-intensive industries. Data Grid can access, storage, 
move and manage the data which is heterogeneous, 
distributed and mass. It has a very broad application 
prospects.  

Grid computing connects a large amount of 
geographically distributed heterogeneous resources to 
form a virtual network environment, enabling the users to 
share resources dynamically, which can effectively 
improve the utilization rate of resources and system 
performance. In the dynamic grid environment, resources 
are huge and have strong heterogeneity. The problems of 
resource management and lookup under ensuring high 
efficiency and use as possible as low cost become very 
complicated. Grid resource discovery mechanism in grid 
system is the key to realize resources sharing. Grid 
resource discovery mechanism performance directly 
determines the performance of the grid system. So it is 
necessary to design grid resource discovery algorithm 
with a low cost, good scalability and high efficiency. 

In order to develop an efficient and scalable solution 
                                                        

 Manuscript received March 2014, revised April 1, 2014, accepted 
April 15, 2014. 

for Grid resource discovery, a series of challenges must 
be faced, due to the following reasons [1]: 

1. dynamic property of Grid resources; 
2. absence of central authority; 
3. heterogeneous and large scale character of Grid 
environments; 
4. unpredictability of faults; 
5. difficulty in handling complex multi-attribute range 
queries. 
To deal with these challenges, a resource discovery 

mechanism must have the following important 
characteristics [1]: 

1. support for intermittent resource availability; 
2. independence from any centralized/global control 
and global knowledge; 
3. support for attribute-based discovery; 
4. support for multi-attribute range queries; 
5. scalability in terms of number of users and resources, 
and type of resources; 
6. provide excellent query performance. 
The existing fully centralized or fully distributed 

resource discovery method is not very ideal. They have 
some flaws respectively. However, the grid resource 
discovery method which is based on hierarchical model 
focuses on the advantages of centralized and distributed 
discovery method. So, using the combination of the 
layered structure and tree structure, the model based on 
Multi-Layer Overlay Network to discover resources is 
given in this paper. And on this basis, using a linear 
combination of the block distance and chessboard 
distance instead of Euclidean distance, grid resource 
discovery algorithm based on distance is proposed. 

The rest of the paper is organized as follows. Related 
work on grid resource discovery is given in section II. A 
Multi-Layer Overlay Network(MLON) Model is 
proposed for resource discovery in data grid in section III. 
Grid Resource Discovery Algorithm Based on 
Distance(BC-DIS) is proposed in section IV. The 
performance evaluation is presented in Section V. Finally, 
the conclusion and proposed future work are discussed. 

II.  RELATED WORK 

At present, many organizations and researchers both at 
home and abroad study grid resource discovery model 
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from different perspectives and different levels. The 
unified strategy to manage resources in the grid is 
adopted in  the Globus centralized model proposed in [2]. 
It has a good global control and high efficiency of 
resource discovery, but it lack adaptability and 
extensibility in grid. Resources are managed through the 
interaction of different resource management systems in 
the P2P distributed model proposed in [3-5]. And just the 
opposite of the centralized model, it has a good 
scalability and lacks in the overall control. Besides, the 
communication costs of whole model are far higher than 
these of the centralized model. The flooding technology 
to find the resources is adopted in [6]. In the face of the 
grid dynamic environment, it has good fault tolerance and 
availability, but poor extensibility. The distributed 
resource discovery based on the virtual structure is 
adopted in the resource discovery mechanism based on 
Overlay Network (ON) proposed in [7] and 
Tree-Structured Overlay Network (TSON) in dynamic 
grid environment proposed in [8]. The ON and TSON can 
shield dynamic characteristics of grid resources and 
heterogeneity effectively. But they also have some 
deficiencies: because they partition Organizational virtual 
structured domain based on the physical area and use 
attribute matching method to find the resources, they 
cause large network consumption and poor efficiency. 

A peer-to-peer architecture for resource discovery in a 
large and dynamic collection of resources has been 
proposed in [9]，it is similar to Gnutella combined with 
more sophisticated query forwarding strategies taken 
from the Free-net overlay network. Requests are 
forwarded to one neighbor only based on experiences 
obtained from previous requests, thus trying to reduce 
network traffic and the number of requests per peer 
compared with simple query flooding as used by Gnutella. 
Because a suitable peer was not reached simply, the 
approach suffers from higher numbers of required hops to 
resolve a query compared to our approach and provides 
no lookup guarantees. 

A model called the Hierarchical Resource 
Organizational Model has been proposed in [10]. The 
model consists of three layers to process the information 
in a grid. These three layers include: Physical Network, 
Resource Information and Index Information. The 
Physical Network Layer is at the lowest level containing 
the physical resources linked with each other on the 
Internet. For each resource, a resource node is placed in 
the Resource Information Layer. Therefore, the Resource 
Information layer contains virtual organizations (VO), 
which is a group of resource nodes in a star topology with 
a super node in the center. The super node stores all the 
information regarding the resources of a VO as adjacent 
lists. The Index Information Layer stores information 
pertaining to all super nodes of the middle layer and 
composition of the multiple layers form the basis for 
hierarchical resource discovery. 

At present, the resource discovery mechanism is 
mainly divided into two types: one is centralized style; 
one is distributed style. Traditional centralized resource 
discovery mechanism has certain advantages [11]. 

1. the topology structure of the system is relatively 
simple and it is easy to build and maintain, besides the 
consumption is small; 
2. services focus, easy to resources sharing and system 
security is better; 
3. there is no problem of inconsistent of information 
resources and the efficiency of resource discovery is 
higher in a small area. 
Meanwhile, there are same disadvantages [11] as 

follows: 
1. Reliability is Relatively poor. When the central 
server fails, the system will not work properly and the 
system has not fault-tolerant; 
2. Scalability of the system is Relatively poor. 
However, the characteristics of fully distributed 

resource discovery mechanism and centralized resource 
discovery mechanism is opposite, the main drawback is 
that: 

1. the disorder and structurelessness of resource 
information space make resource discovery have a 
certain blindness; 
2. Nodes can join or leave at any time, which makes 
the security of system difficult to control. 

III.  RESOURCE DISCOVERY MODEL 

Overlay network is built on a physical network virtual 
network connected by virtual or logical links. It can 
provide more reliable and better fault-tolerant application 
services without changing existing large-scale network 
architecture. Each layer of overlay network uses a 
structured P2P technology, which is advantageous to 
dynamically join, leave and forward service of the virtual 
node. Multi-Layer Overlay Network(MLON) resources 
organization mechanism proposed in this paper is make 
full use of the overlay network technology and resources 
which are large, widely distributed, heterogeneous and 
dynamically changed in the grid of P2P technology 
organizations to better meet the dynamic environment of 
the grid system. 

A.  Model Organization Structure 
MLON uses the combination of the hierarchical 

structure and tree structure to organize overlay network. 
As the service nodes at the bottom, all the resources in 
the grid constitute the physical resource layer of the 
model framework. A large number of grid resources are 
classified according to the type of resources. The virtual 
organization with an internal structure is managed by the 
corresponding overlay network node. Multi-layer overlay 
network structure is shown in Figure 1. 

Overall, MLON structure will be divided into two 
levels: the upper layer is the overlay network layer, or 
MLON layer; the lower layer is the physical resource 
layer, or the Internet layer. MLON consists of multiple 
virtual layers. All nodes in each layer are classified by the 
resource type and belong to different domains 
respectively. Each domain is independent, and each node 
in the domain uses the graph structure to connect each 
other in the form of structured peer-to-peer. Each layer 
adopts the method of the upper managing the lower. A 
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virtual node of the upper manages a domain of the layer. 
Looking down from the top of a node, virtual nodes adopt 
tree structure to organize them. 

 
Figure 1.  The frame of MLON 

 
Domain and layer as the basic logic unit is used in the 

MLON. A vast amount of resources are logically divided 
into several domains through the classification. Each 
domain is managed by the Resource Router. Resource 
router holds a large number of service information of the 
domain nodes. Resources belong to different domains by 
type. When virtual nodes of a domain increases to a 
certain number, the domain was divided into two or more 
smaller domains, which leads to the granularity of 
resource type small; on the contrary, when the nodes of a 
domain is reduced to a certain number, the domain nodes 
is merged, which leads to the granularity of resource type 
large. Thus a multilayer overlay network is formed. 

B.  The Basic Definition 
Definition 1: Grid Resource , , ()R ID A op=< > , 

where ID represents the resource R identifier; A 
represents the attribute collection of the resource R; op() 
indicates the set of operations of the resource R. When 

Rr ∈ : 
( ) { , , , }1 2a r a a ai iji i= ,

( ) { ( ), ( ), , ( )}1 2op r op r op r op ri i i ik= .  
Definition 2: Resource Management 

Model , , ,G N E R TG=< > , where NG  represents the 

set of all the nodes in the grid, that is to say
1

n
N niG i

=
=
∪ ; 

E denotes the set of edges in the network; R denotes the 

set of all resources in the grid, that is to say
1

n
R rii

=
=
∪ ; T 

indicates the collection of the type of resource, that is to 

say
1

m
T tkk

=
=
∪ . As r Ri ∈ , for ∀ i , 

j [ ]1, n∈ : r ri j∩ = ∅ .When the type of resource ri  is 

represented by ( )r ai ,i.e. 

( )r a ti i= , ( )t T R A Ti ∈ ⇒ ∈ ,for ∀ i , 

j [ ]1, m∈ : t ti j∩ = ∅ . 

Definition 3: Domain   For each type of resource, the 
connected and structured P2P, called domain, is 
constructed by lots of information nodes which register 
with the type of resources. 

Definition 4: Overlay Network Node 
, ,n VID des indexlistv =< > , where VID represents the 

virtual node nv  identifier in the overlay network; des  

indicates the description of the node nv ; indexlist  

indicates the pointer list of the node nv , it contains 
pointers of linking to the parent nodes, the child nodes 
and the brother nodes, namely  

{ _ , _ , _ }indexlist index f index s index b= .Each resource 
is assigned a globally unique VID address by overlay 
network, which is bundled with resource node ID. VID 
includes two parts of domain number ( VIDr ) and 

intra-domain node number (VIDs ), then two parts are 
divided and each segment represents a certain type of 
resources. 

Definition 5: MLON Model 
, ,G N rf IndexListV V=< > , where NV  indicates the 

set of all the nodes in MLON, namely 
1

n
N nviV i

=
=
∪ ; 

rf is the function of resources registration; IndexList  
means the set of the pointer list in MLON. 

Definition 6: Resource Router   Define the non-leaf 
nodes in the MLON model as RR(Resource Router)    

Definition 7: the function of resources registration rf   
The domain of the MLON is divided by resource type 
which is determined by resource properties. For each 
resource, whether it is static attribute or dynamic attribute, 
it is only active in a particular area[12]. If ( ) [ , ]a r c dj ∈ , 

m control points are inserted in the interval [ , ]c d , when 

0 1 1c c c c dm= < < < =−  and 

( , , , ) (0, 0, , 0)0 1 1b b b bm= =− , for any ( )a rj i : 

         { a (r ) [c ,c )1 , j i k k 1
0 ,

bk else

= +=            (1) 

On the basis of formula (1): 
( ( )) (0, ,1, , 0)rf a r bj j i = =  , then 

( ( )) ( ( ))
1

n
rf a r rf a ri j ij

=
=
∪  

According to the definition 1 and 2, the following 
assumptions are made: 

Assumption 1: A resource belongs to only one type of 
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resource, i.e. | ( )r ai |=1. A resource can be registered on 
multiple resource routers, one is the resource registration 
node, others are nodes of the copy. 

In order to better describe the structure of the MLON 
model, according to the definition, the following 
assumptions can be made: 

Assumption 2: The neighbor of the node nv  is only 
its brother. i.e. 

_ ( ) _ ( _ ( ))index f n index f index b nv v= . 
According to the definition and description, node 

nvi in MLON has the following characteristics: 

(1) n Nvi V∀ ∈ ,if ( )indexlist ni vi ≠ ∅ , then 

indexlist IndexListi∃ ∈ . 

(2) n Nvi V∀ ∈ , if _ ( )index s nvi ≠ ∅ , then 

n RRvi ∈ . 

(3) n Nvi V∀ ∈ , if _ ( )index f nvi = ∅ , then nvi  is 
the top-level resource router node in MLON. 

(4) n Nvi V∀ ∈ , if _ ( )index s nvi = ∅ , then nvi  is 
the leaf node in MLON. 

Non-leaf node (i.e. resource router) in MLON is only 
responsible for managing resource sub-tree which uses it 
as the root and provides the sub-tree information for the 
upper node. The nodes on the bottom are called leaf 
nodes and the leaf nodes correspond to resource nodes of 
the physical network, which contain all the information of 
resources. In MLON, leaf nodes and non-leaf nodes only 
distinguish logically. 

IV.  RESOURCE DISCOVERY ALGORITHM 

Resource discovery algorithm is focused on resource 
searching. If the grid dynamic changes like the joining or 
exiting of the nodes are mastered, good resource 
discovery algorithm is able to resource search. 
Considered with the dynamic change of grid environment 
from the resource routing nodes service deployment and 
the resource nodes register, the resource discovery 
algorithm of the Multi-Layer Overlay Network model 
based on distance is obtained.   

Because of the dynamic of the resources in the grid 
environment, MLON must be able to self organized and 
maintained. It mainly includes the registration of 
resources, the cancellation of resources, the update of 
resources information and the failure and exception 
handling of resource nodes. These issues have been 
discussed in other articles, so they are not described in 
detail here 

A.  The Problem Description 
Definition 8: Grid resource discovery model for 

request processing ( )( ){ }, ,K G request R A l= , 

where ( )( )request R A signifies the search request, it 
defines the various attribute constraints which the 

resources of finding should be met; l denotes the 
request-forward strategy in the process of resource 
searching; K indicates the collection of resources found in 
resource discovery process, which matches the search 
request. 

It has a lot of similarity between resource nodes in 
each domain of virtual network. When looking for 
resources, users usually not concerned about a resource or 
a certain type of resources, but only pay attention to the 
most relevant k results with the needs. The proposed 
resource discovery algorithm in this paper combines 
Source Searching Technique Based on Style Matching 
Routing(SMRT) with Source Searching Technique Based 
on Topk Algorithm(TopkT) to finally find the collection 
of resources K which match the search request of user. 

Definition 9: Euclidean distance   The 
( , , )1 1 2P x x xn= and ( , , )2 1 2P y y yn= are 

regarded as the point in Vn , so we can define the 

formula of Euclidean distance ( , )1 2d P P as follows: 

    2( , ) ( )1 2 1 2 1

n
d P P P P x yi ii

= − = −∑
=

      (3) 

Definition 10: Blocks distance   For any 
( , , )1 1 2P x x xn=  and 

( , , )2 1 2P y y yn= , ,1 2
nP P R∈ , so we can define the 

formula of Blocks distance ( , )1 2d P Ps  as follows: 

            ( , )1 2 1

n
d P P x ys i ii

= −∑
=

           (4) 

Definition 11: Chessboard distance   For any 
( , , )1 1 2P x x xn=  and 

( , , )2 1 2P y y yn= , ,1 2
nP P R∈ , so we can define the 

formula of Chessboard distance ( , )1 2d P Pc  as follows: 

         ( , ) max ( )1 2 1
d P P x yc i ii n

= −
≤ ≤

          (5) 

Theorem 1:   For any ( , , )1 1 2P x x xn= and 

( , , )2 1 2P y y yn= , ,1 2
nP P R∈ ,then 

( , ) ( , ) ( , )1 2 1 2 1 2d P P d P P d P Pc s≤ ≤ . 
After the user requests resource, grid system can 

quickly find the resource domain which matches the 
request of user, because the RR in the resource domain is 
responsible for assigning the most appropriate resources. 
Resources in the resource domain can be uniformly 
represented with a point of the m-dimensional 
coordinates. Searching a resource can be seen seeking a 
point that satisfies the query conditions in the 
m-dimensional coordinates. So, ( ( ))request R A  can be 
converted into seeking the k resources which satisfy the 
query conditions and whose distance is nearest from 
enquiry point in the m-dimensional coordinates. 
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By the Euclidean distance formula, m-dimensional 
resource attribute query can be converted into a 
one-dimensional range query to meet the grid resource 
discovery mechanism principles of multiple attribute 
queries. According to the formula (3), (4), (5), it can be 
seen that the calculation of ds and dc is simpler than 
the calculation of d . According to theorem 1, if we use 
ds  instead of d , the calculated value will be larger; if 

we use dc instead of d , the calculated value will be 
smaller; deviation value of the two methods are often 
large. So we can consider using an appropriate linear 
combination of the ds  and dc  instead of d . This 
will not only improve the efficiency of calculation, but 
also make the deviation value smaller. According to the 
proposed method in [13], we can calculate ( )d ds cα +  
instead of d . 

When searching for resource, users often have a 
preference for a certain attribute, so the resource 
attributes are weighted according to users’ need when 
they query. Let ( , , , )1 1 0W w w wm−  be the attribute 

weight of resource ri , where 
1

1
0

m
wii

=
=∑

=
. So the distance 

between resource ri  and enquiry point r  is given 
below. 

       
1

( ( ) max { })
0 10

m i id a a w a a wi j j j j j jj mj
α

−
= − × + − ×∑

≤ ≤ −=
   

                                      （6） 
The method that uses an appropriate linear 

combination of Blocks distance and Chessboard distance 
instead of Euclidean distance reduces multiplication 
operation and has a high operation speed, thereby the 
efficiency of resource discovery has been improved. 

B.  Algorithm Description 
Resource discovery algorithm based on MLON can be 

divided into two parts: the user’s request is passed 
between nodes RR; the request is transferred and 
searching for resource in matching types of resources 
domain. 

After ( ( ))request R Ai  is submitted, the Resource 

Router in the network generatesVIDi  by the function 

rf , then it makes and operation with bitwise between 

VIDi  and VID  of node RR. If the result is equal to 
VID , it shows that the resources of query are in resource 
domain which is managed by node RR, i.e. if 

( )VID VID VIDi∃ ∧ = ,then ( )r R VIDi ∈ . Otherwise, the 
request is passed, until the resource domain that accords 
with the request is found or Time To Live (TTL) of 
request message is zero. 

When the bottom resource router RR j  receives a 

request, ( ( ))request R Ai will be transponded towards 
each node of its management domain by the router. When 
receiving the request, the leaf node first tests itself 
whether meet the requirements of the query. If it meets, 
the distance di  between local resource and query point 

is calculated. Then di  is returned to the resource router. 
Based on the optimal matching principle, the nearest k 
resources with ( ( ))request R Ai  will be returned to the 

user by the resource router according to di . The 
resource discovery algorithm of the Multi-layer Overlay 
Network model based on distance(BC-DIS) is given 
below. 

Algorithm: The resource discovery algorithm of the 
Multi-layer Overlay Network model based on 
distance(BC-DIS) 

Inputs: W, ( ( ))request R Ai , k, ttl ; 
Outputs: The optimal k resources. 
BC-DIS (W, ( ( ))request R Ai , k, ttl) 
Begin  
(1) user sends ( ( ))request R Ai  to MLON; 

(2) ( ) ( ( ))r a request R Ai i= ; 

(3) ( ( ))VID rf r ai i= ; 

(4) While ( ( )VID VID VIDi ∧ ≠ ) {  /*search the 
domain of matching resources*/ 

(5) ttl-1, if ttl is less than 0, then the identifier which 
represents the end of the life cycle of registration message 
is returned. 

(6) If ( _ ( )index f VID Null≠ ) 

(7) Node RR delivers ( ( ))request R Ai  and VIDi  
towards father node; 

(8) Else 
(9) Node RR delivers ( ( ))request R Ai  and VIDi  

towards brother node by the best neighbor strategy; } 
(10)While( _ ( _ ( ))index s index s VID Null≠ ) 

{ /*search father node RR j of matching resources */ 

(11) ttl-1, if ttl is less than 0, then the identifier which 
represents the end of the life cycle of registration message 
is returned.  

(12) Node RR delivers ( ( ))request R Ai  and VIDi  
towards child node, the request is passed by the best 
neighbor strategy in the domain; } 

(13) RR j   transmits the request towards child node; 

(14) The distance d j between leaf node rj  and ( )r ai  

is calculated by leaf node, then returns d j ; 

(15)Return TopK ( , , , )0 1SelectMinD d d dn= ; 

 End 
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C.  The Algorithm Time Complexity Analysis 
Assuming the number of grid resource type is nt, 

namely |T|=nt , the number of nodes with the lowest layer 
resource domain that requests to be matched is nv, the 
height of MLON is h, the number of resource return is k. 

From the above algorithm, we can get to know that the 
resource discovery process can be divided into two stages: 
(1) the first stage is that user requests to find resource 
domain. The worst case is that the requests of user are 
transferred from the leaf nodes to the top of MLON. Then 
it traverses the top of the resource routers. Finally, it sent 
a request to (h-1) layer resource routers of the MLON. 
The number of comparison between requests and nodes is 
(2h+nt). As the number of resources managed by the 
top-level resource routers has a threshold, the depth h is a 
constant. (2) the second stage is that the request is 
propagated in the matching resource domain. When all 
the resources in the domain satisfy the request, the 
number of comparisons is (nv+k(nv-k)). Therefore, the 
time complexity of the algorithm is O(nt+nv). 

V.  THE EXPERIMENTAL EVALUATION 

Experiment employs GridSim[14] simulation toolkit to 
simulate experiment about the grid resource discovery 
algorithm BC-DIS and grid resource discovery algorithm 
based on flooding[15]. Use the JDK and JCreator as a 
programming environment. The program is running on 
Windows XP platform. 

A.  Experimental Environment Settings 
The experiment only simulates computing resources in 

the grid, not considering other grid resources. In the 
process of simulation, we need to ignore change of 
network topology in resource discovery at a time, and all 
the resource information should be kept stable and 
effective in the network. According to the macroscopic 
statistical properties showed by the system, we will 
simulate. When we ignore the dynamic changes of the 
various details of the system, we can simplify the 
problem under the condition of grasping the essence of 
the system. 

Supposing the number of resource nodes of the model 
is 50000, namely | | 50000N

G
= , | | 50000R = ; the 

number of resource type is 10, | | 10T = , Various types of 
resources are evenly distributed and 

50)))(((,5000)))((( == ARvjNMinARviNMax ;  

According to the experimental environment, the node 
nvi of the MLON must meet the following two conditions: 

(1) 4)(,500050,)( =≤≤∅∈∃ vindeviNthenvinf  

(2) 4)(,500)((50,)S( =≤≤∅∈∀ vindevinfNthenvin  
where de(ni) represents the degree between nodes ni and 
its sibling nodes in a certain layer of the MLON. f(ni) 
represents the parent node of node ni, S(ni) represents the 
child node of node ni. 

In flooding resource discovery mechanism, an average 
degree between nodes is 4 with life cycle in the way of 
TTL controlling request information in the network. 

In order to make the comparability between the two 
kinds of resource discovery mechanism, the concept of 
Resource Density [16] is introduced: 

Definition 12: Resource Density is the proportion 
between the resources that meet the search conditions and 
the total number of all the resources, that is to say 

||

||

N
RN

d = , where d indicates the density of the 

resource r which is corresponded with request (R (A)), its 
unit is 1/1000. NR indicates the resource node set that 
matches with request(R(A)). N represents the set of all 
resource nodes. 

B.  Simulation Analysis 
In the process of simulation experiment, experiment 

runs many times with different user requests, and 
simulation results are the average of the experiment 
results. There are three important performance indexes of 
the resource discovery algorithm: the number of nodes 
involved in the process of resource discovery, response 
time and the success rate of lookup. This section mainly 
compares BC-DIS resource discovery algorithm with 
flooding resource discovery algorithm through the three 
indexes. 

B1. The Comparison of the Number of Nodes Involved in 
the Process of Resource Discovery 

The comparison of the number of nodes in the resource 
searching for the two kinds of resource discovery 
algorithm is shown in Figure 2. Seen from the Figure 2, 
with the increase of density of resources, the number of 
nodes involved in BC-DIS resource discovery algorithm 
is far less than flooding algorithm. Especially when the 
density is small, BC-DIS algorithm has more obvious 
advantages. 

 

 
Figure 2  Referenced nodes 

B2. The Comparison of Response Time 
Response time is the average time from a resource 

request to receiving a successful response by user. Judge 
the response time according to hops in the path in which 
service request is forwarded. The comparison of the 
number of hops in the resource searching for the two 
kinds of resource discovery algorithm is shown in Figure 
3. Seen from the Figure 3, the hops of the BC-DIS 
resource discovery algorithm are less than the hops of 
flooding algorithm. But with the increase of density of 
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the network resources, resources satisfying the requests in 
the system increase, and the hops of two kinds of 
resource discovery algorithm become smooth and 
consistent. 

 

 
Figure 3  Hops 

B3. The Comparison of the Success Rate of Lookup 
The comparison of the success rate of lookup for the 

two kinds of resource discovery algorithm is shown in 
Figure 4. Seen from the Figure 4, two algorithms can 
always find the resources with the increasing of lifecycle 
of information. The BC-DIS algorithm discovers 
resources more effectively when TTL value is small. 

 

 
Figure 4  Research success rate 

It can be seen from the above simulation results that 
the use of resource discovery mechanism proposed in this 
paper can achieve better query efficiency with less traffic 
and node hops in large quantities of certain resources. 

In addition, resource search results of two algorithms 
are found: grid resource discovery algorithm based on 
flooding that adopts the resource search method of 
comparison of the attributes often returns to results with 
deviation of attribute too much; grid resource discovery 
algorithm based on BC-DIS supports multiple attributes 
and range search, and it can return to the k most 
appropriate resources according to customer request, so it 
has the highest customer satisfaction. 

VI.  THE CONCLUSION AND FUTURE WORK 

Because of disadvantage that layered resource 
discovery mechanism is strongly dependent on resource 

routing nodes in the grid, a grid resource discovery model 
based on MLON is given. And on the basis of MLON, 
the grid resource discovery algorithm based on distance is 
proposed by using a linear combination of the block 
distance and chessboard distance instead of Euclidean 
distance. Through performance analysis and simulation 
results, the model has fault tolerance and scalability. And 
it also meets the requirements of the grid dynamics, 
distribution and scalability. Then it can shield 
heterogeneity among the resources. The next step is to 
deploy the model to experiment in real grid environment. 
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Abstract—In this paper, we propose a new sparse 
decomposition based single-channel speech separation 
method using orthogonal matching pursuit (OMP). The 
separation is performed using source-individual dictionaries 
consisting of time-domain training frames as atoms. OMP is 
used to compute sparse coefficients to estimate sources. We 
report the separation results of our proposed method and 
compare them with a separation method based on sparse 
non-negative matrix factorization (SNMF) which is a 
classical sparse decomposition based separation method. 
Experiments show that our proposed method results in 
higher signal-to-noise ratio (SNR) and signal-to-interference 
ratio (SIR). 
 
Index Terms—Single-channel speech separation (SCSS), 
sparse decomposition, orthogonal matching pursuit (OMP), 
dictionary  
 

I.  INTRODUCTION 

In a natural environment, several speech signals are 
usually mixed. Speech separation aims to estimate such 
individual speech sources from their mixture. It has 
several obvious applications, e.g., in hearing aids or as a 
preprocessor to offer robustness in speech recognition, 
speaker recognition, and speech coding [1-2]. Single-
channel speech separation (SCSS) discussed in this paper 
is an extreme case, where only one mixture is known. It is 
considered as the most difficult case since no information 
of mixing matrix can be used. However, the human 
auditory system has impressive ability to solve this 
problem, that is, even using an ear, we can still isolate 
each individual speech when multi talkers speak at the 
same time. 

SCSS aims to recover underlying speech sources from 
a mixture. It is an ill-conditioned problem since the 
number of mixture is less than the number of sources.  

Previous state-of-the-art SCSS approaches can be 
divided into two groups: source-driven method or method 
based on computational auditory scene analysis (CASA) 

[3], and model-driven method [4-6]. CASA-based 
method tries to achieve human performance in auditory 
scene analysis (ASA) based on the perceptual 
organization of sound. Ideal binary time-frequency (T-F) 
mask has been proposed as the main computational goal 
of CASA [7]. CASA generally consists of two major 
stages: segmentation and grouping. In the segmentation 
stage, the input mixture is decomposed into time-
frequency cells dominated by one individual source. In 
the grouping stage, multiple segments are grouped into 
simultaneous streams, and subsequently streams are 
organized into whole streams corresponding to individual 
sources. The grouping principles in speech organization 
prominently used are harmonicity of voiced speech, 
temporal continuity, onset and offset synchrony, common 
amplitude modulation, etc. CASA-based method does not 
rely heavily on priori knowledge of sources. It seeks 
discriminative features in the mixed signal for separation. 
However, in general, its separation performance is not as 
good as that of model-based method.  

Model-driven method relies heavily on a priori 
knowledge about the speakers, hence generally 
outperforms CASA-based method. From a separation 
viewpoint, model-driven method can be divided into two 
classes: statistical model-driven method and 
decomposition based method. Statistical model-driven 
method is based on statistical models (e.g. vector 
quantization (VQ) [8], Gaussian mixture model (GMM) 
[4] [8] [9-11], hidden Markov model (HMM) [6] and 
sinusoidal model [12]) or codebooks (e.g. independent 
component analysis (ICA ) basis [5], VQ codebook [10] 
[12]) trained for individual speakers. It tries to solve out 
model parameters or find codebook atoms which can 
generate mixture optimally to estimate sources by 
statistical methods, e.g. minimum mean square error 
(MMSE) estimation [9], maximum likelihood (ML) 
estimation [5] [10], maximum a posterior (MAP) 
estimation [5] [9], etc. Though statistical model-driven 
method has been reported to be effective, its training is 
rather time consuming and estimation is significantly 
complex. In [12], every possible combination needs to be 
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considered during distortion function minimization to 
find the optimal codebook atoms. 

In model-driven SCSS method, sparsity has been 
proven to be useful for SCSS. In [5], a priori sets of ICA 
basis filters are learned for SCSS. The associated 
coefficients of ICA basis functions are made use of as a 
function of learning algorithm. Based on the observation 
that only a small number of coefficients of ICA basis 
functions differ significantly from zero, generalized 
Gaussian distribution is used.  In [13], a sparse-distribute 
code of spectro-temproral basis functions where basis 
functions are more than the dimensionality of the space is 
generated , leading to better separation results than a 
compact code of basis functions extracted in [14]. On the 
other hand, due to sparsity, there is less overlap between 
the sparse decomposition coefficients of different sources, 
which means different sources are less likely to be 
simultaneously active in the sparse domain. Obviously, 
this feature is helpful for separation.  

Decomposition based method is a more intuitive way 
to use sparsity to perform separation [15-18]. It generally 
works by two steps. First, personalized dictionaries are 
learned to give sparse representation of training signals. 
Second, sparse coefficients are obtained by computing 
sparse decomposition of the mixture on the union of 
learned dictionaries, and used to perform separation by 
combining dictionary atoms assigned to each speaker. In 
decomposition based method, sparsity is exploited to 
shrink the feasible solution region of the corresponding 
underdetermined problems, thus further simplifying the 
search for the optimal solution. Sparse non-negative 
matrix factorization (SNMF) is a classical sparse 
decomposition based SCSS method, and has achieved 
comparable performance [17-18]. Moreover, it has been 
proved in [19] that the unique sparse representation of a 
signal in a union of bases can be found by 0l  
optimization if the union of bases and the unique sparse 
representation satisfy certain conditions. Motivated by 
this result, we expect to perform high quality single-
channel speech separation based on sparse decomposition. 

Recently, various methods have been proposed for 
sparse decomposition. The most typical methods are 
Basis Pursuit (BP) [20] and orthogonal matching pursuit 
(OMP) [21-22]. The principle of BP is to find a 
representation of a signal whose 1l  norm is minimal. A 
BP problem can be equally reformulated as a linear 
program and solved by linear programming (LP) [20].   
OMP proposed in [21-22] is a recursive algorithm to 
compute sparse decomposition. It is a modification to the 
MP algorithm and leads to improved convergence. OMP 
achieves similar performance as BP, but more quickly. It 
is a greedy algorithm and selects atoms iteratively for 
signal recovery. At each iteration, an atom most 
correlated with the residual is chosen and then residual is 
updated by subtracting off the contribution of the chosen 
atom.  

In this paper, we propose a sparse decomposition based 
separation method using OMP. A source-specific 
dictionary is generated as a matrix consisting of time-
domain training frames of each speaker as columns 

termed as atoms. OMP is used to compute sparse 
coefficients in the union of source-specific dictionaries 
for the estimation of sources. Experiments show that the 
proposed separation method is effective since it results in 
higher signal-to-noise ratio (SNR) and higher signal-to-
interference ratio (SIR) than the separation method using 
SNMF. 

The remainder of this paper is structured as follows. In 
Section II, we introduce the general model of sparse 
decomposition based SCSS. In Section III, we introduce 
SCSS algorithm using OMP. The experiment results are 
reported in section IV. Finally, we conclude and give 
future perspectives in Section V. 

II.  SPARSE DECOMPOSITION BASED SCSS 

Consider the SCSS problem where the mixed signal 
)(ty  is the sum of two individual speech signals: )(1 ts  

and )(2 ts . )(ty  is given as 

 )()()( 2211 tsatsaty +=  (1) 

where )2,1( =iai  is the gain of each source fixed over 
time. Note that the same mixture can be obtained by 
adjusting the value of ia  or the power of sources. 
Therefore, the problem in (1) can be simplified as the 
following equivalent mixing model 

 )()()( 21 tststy +=  (2) 

It can be written in vector as  

 21 ssy +=  (3) 

where y  and )2,1( =isi  denote the mixed signal and the 
thi  individual speech source in time-domain respectively.  

Suppose that y  can be sparsely represented in a 
known overcomplete dictionary D  which is the 
concatenation of the source-individual dictionaries 

[ ]21 DDD = . That is, [17] 

 θD=y  (4) 

where θ  is the sparse code which is the concatenation of 
the source-individual codes )2,1( =iiθ , that is, 

[ ]TT
2

T
1 θθθ = . The sparsest representation of y  in D  

can be found by solving the following problem,  

 θθ D=yts ..,min
0

 (5) 

where 0. denotes the 0l  norm of a vector. The problem 
(5) is equivalent to the following problem,  

∑∑
==

==
2

1

2

1
021 ..,min),(min

i
ii

i
i ytsf θθθθ D       (6) 
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The solution of problem (5) is denoted as θ̂ , which is the 
concatenation of estimated source-individual codes 

)2,1(ˆ =iiθ , the solution of problem (6), that is, 
T

T
2

T
1

ˆˆˆ
⎥⎦
⎤

⎢⎣
⎡= θθθ . If the source-individual dictionaries 

are diverse enough, we can separate y  into its individual 

sources iŝ  as [17] 

                                 iiis θ̂ˆ D=                                   (7) 

As a consequence of above, there are two connected 
tasks to be solved in sparse decomposition based SCSS: 
learning source-individual dictionaries and computing 
sparse decomposition in (5). In this paper, we do not 
focus on dictionary learning and generate )2,1( =iiD  as 

the matrix consisting of the thi  speaker’s training frames 
as columns called atoms. The proposed separation 
method using that dictionary is proved effective since it 
leads to a higher SNR and SIR in our experiments than 
the separation method based on SNMF which is a 
classical sparse decomposition based method. (The 
performance of separation using iD  generated as 
unsupervised clustering of training frames has also been 
tested, and it is much lower in SNR and SIR.) 

For the computation of sparse decomposition, two 
classical approaches are used extensively: BP and OMP. 
The principle of BP is to find the optimal decomposition 
coefficients having the smallest 1l  norm. That is, one 
solves the problem [20] 

 θθ D=yts ..,min
1

           (8) 

where 1. denotes the 1l  norm of a vector. In [23], it has 
been proven that, the solution to the problem (5) can be 
approximated by the solution of the problem (8). Since 
problem (5) is NP-hard and difficult to solve, one turns to 
solve the problem (6) to obtain an approximate solution 
to (5).  The solution of BP problem (6) can be obtained 
by solving an equivalent linear program as [20] 

bztszc =A..,min T                       (9) 

where  

),( DDA −⇔ ; yb ⇔ ; )1;1(⇔c ; );( vuz ⇔ ; 

vu −⇔θ . 

OMP is a sparse approximation algorithm which is not 
based on optimization.  It is a recursive algorithm to 
compute coefficients of atoms in a dictionary which is 
nonorthogonal and possibly overcomplete. It is a 
modification to MP by maintaining orthogonality of 
residual at each iteration, thus leads to improved 
convergence. The major advantage of OMP is its speed 

and ease of implementation. It achieves comparable 
performance as BP. The recovery of  y  based on sparse 
decomposition with OMP is given as follows [21-22]. 

 
Algorithm (Signal recovery with OMP) 

 
INPUT:  
Dictionary D  
Mixed signal y  
The sparsity level m of y  
OUTPUT:  
An estimate ŷ of mixed signal  

A set mD  containing chosen atoms to approximate y  

A sparse approximation mθ̂  of y  

A residual mmm yr θ̂D−=  

PROCEDURE: 

1)  Initialize the residual yr =0 , the matrices of 

chosen atoms ∅=0D , the iteration counter 0=t . 

2)  Find the index that solves the optimization problem 
[21-22] 

k
t

Kj
t dr… ,maxarg ,,1==λ             (10) 

where kd  is the thk atom in D , and K  is the number of 

atoms in D . Select 
t

dλ  as the newly selected atom. 

3) Argument the matrix of chosen atoms 
[ ]tdtt

λ
1−= DD .  

4) Solve a least squares problem  to obtain a new 
approximation  of y  supported in tD  [21-22],   

2
minarg θθ θ

tt y D−=                  (11) 

5) Calculate residual as [21-22], 

ttt yr Dθ̂1 −=+                             (12) 

6) Increment t , and return to step 2) if mt < . 

The mixed signal is estimated by mmy θ̂ˆ D= . 

 
As stated above, OMP picks atoms to recover the 

original signal in a greedy fashion. At each iteration, an 
atom that is most strongly correlated with the remaining 
part of the original signal called residual is chosen from 
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the dictionary, and its contribution to the residual is 
subtracted off for the next iteration.  

III.  PROPOSED SEPARATION METHOD 

We will now proceed to describe the proposed new 
sparse decomposition based separation method using 
OMP. Fig.1 shows the block diagram of the proposed 
separation algorithm.  

1D 2D

2θ̂

1θ̂ 1̂s

2ŝ

Fig.1. Block algorithm of proposed speech separation method using 
OMP. 

As stated in Fig.1, the proposed algorithm works in 
two stages: training and separation. In the training stage, 
two source-individual dictionaries consisting of training 
frames of individual speakers as atoms are generated.  In 
the separation stage, separation is performed frame after 
frame and then speech is synthesized by overlap-adding. 
Each mixed frame is separated based on sparse 
decomposition using OMP algorithm proposed.  

In the following, we give the separation algorithm 
using OMP.  

 
Algorithm (Separation using OMP) 

 
INPUT:  
Source-individual dictionaries 21,DD  
Mixed frame y  
Stopping criterion 
OUTPUT: (suppose procedure stops after m  iterations): 
Two estimates 21

ˆ,ˆ ss  for original individual source 
frames 21, ss  

Two sets mm
21 ,DD  containing chosen atoms to 

approximate 21, ss  

Two decomposition coefficients mm
21

ˆ,ˆ θθ  supported in 
mm
21 ,DD  to approximate 21, ss  

A residual [ ] TT
2

T
121

ˆˆ
⎥⎦
⎤

⎢⎣
⎡−= mmmmm yr θθDD  

PROCEDURE: 

1)  Initialize the residual yr =0 , the matrices of 

chosen atoms ∅=∅= 0
2

0
1 ,DD , the iteration counter 

0=t . 
2)  Find the index that solves the optimization problem 

(10). 

3)  Merge the newly selected atom with the previous 
matrices of chosen atoms, 

[ ]
⎪⎩

⎪
⎨
⎧ ≤

=
−

−

others,
if

1
1

1
1

1
1 t

tt
t Kd t

D
DD λλ ，                  (13) 

[ ]
⎪⎩

⎪
⎨
⎧ +≤≤

=
−

−

others,
if

2
1

211
1

2
2

t

tt
t KKKd

t

D
D

D
λλ ，

   (14) 

where iK  is the number of atoms in iD , satisfying 

∑
=

=
2

1i
iKK .  

4) Solve the least squares problem (11) to obtain a new 
decomposition coefficient to approximate y  supported in 

tD  [21-22], the concentration of t
1D  and t

2D , 

[ ]ttt
21 DDD = .The solution of (11) is given by 

( ) ytttt DDD
1Tˆ −

⎟
⎠
⎞⎜

⎝
⎛=θ  [21-22]. We denote t

1θ̂  and t
2θ̂  as 

the parts of tθ̂  belonging to the support t
1D  and t

2D  
respectively.   

5) Update residual as (12). 
6) Increment t , and return to step 2) until satisfying 

e
tr δ≤

2
 or ck

t
Kj dr δ≤= … ,max ,,1  where eδ  and 

cδ  are chosen thresholds.  
The separated speech source is estimated by 

)2,1(ˆˆ == is m
i

m
ii Dθ .

 

IV.  EXPERIMENTS 

As a proof of concept, we evaluate the proposed 
separation algorithm using the Grid corpus provided for 
SCSS by Cooke et. al [24] and compare its performance 
with SNMF based SCSS method which is a classical 
sparse decomposition based method [17-18]. We selected 
four speakers including two female (speakers 18 and 20) 
and two male speakers (speakers 1 and 2) from the 
database and denoted them as F1, F2, M1 and M2 in 
sequel. For each speaker, half of the sentences in the 
database were used for training and ten other sentences 
are selected randomly for testing. Speech sources are 
added directly at 0 dB SNR for each speech pair to have 
400 female-male mixtures, 100 female-female mixtures 
and 100 male-male mixtures. The original sampling 
frequency was decreased from 25 kHz to 8 kHz and a 
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hamming window of duration 32 ms with a frame-shift of 
16 ms was used.  

To evaluate the separation performance, average of 
signal-to-noise ratio (SNR) and average of source-to-
interferences ratio (SIR) are used. SNR is defined as 

T

T
SNR 10 lg( ˆ ˆ( )( )

i i
i

i i i i

x x
x x x x

= ×
− −

）                    (15) 

where ix  and ˆ
ix  are original and estimated source speech 

signals respectively, and SNR i  is the SNR of estimated 
ˆ

ix . SIR is defined as in [25]. 

In our experiments we set 1010−=eδ  and 510−=cδ . 
We compare the separation results of the proposed 

method using OMP with that of the separation method 
using SNMF in SNR and SIR respectively. The average 
results of 600 mixtures tested are shown in TABLE I and 
II. The same training sentences are used to generate each 
SNMF source dictionary with the sparsity 1.0=λ  and 
the size of 560 as in [36].  

TABLE I 
PERFORMANCE OF SEPARATION USING SNMF AND PROPOSED 

SEPARATION METHOD USING OMP IN SNR (DB) ON 600 MIXTURES 

 SNMF Proposed method 

F/F 4.7/4.5 4.8/4.7 

F/M 5.5/5.3 5.7/5.8 

M/M 3.3/3.9 3.7/4.4 

TABLE II 
PERFORMANCE OF SEPARATION USING SNMF, TRADITIONAL OMP AND 

OMP IN SIR (DB) ON 600 MIXTURES 

 SNMF Proposed method 

F/F 5.0/6.3 8.7/11.4 

F/M 9.3/8.7 12.7/11.7 

M/M 3.3/4.9 8.9/8.9 

As shown in TABLE I and II, the proposed separation 
method outperforms the method using SNMF in both 
SNR and SDR. The average SNR result of the proposed 
method is 0.15dB, 0.35dB and 0.45dB higher than that of 
the method using SNMF for female/female, female/male 
and male/male mixture respectively. The average SIR 
result of the proposed method is 4.4dB, 3.2dB and 4.8dB 
higher than that of the method using SNMF for 
female/female, female/male and male/male mixture 
respectively.  

We also report the separation results of the sentences 
which are shown in TABLE III.  

 
 
 

 

TABLE III 
LABELS OF SPEAKERS AND FILE NAMES USED FOR TESTING 

F1 speaker 18 “lwix2s” “sbil4a” “prah4s” 

F2 speaker 20 “lwwy2a” “sbil2a” “prbu5p” 

M1 speaker 1 “pbbv6n” “sbwozn” “prwkzp” 

M2 speaker 2 “lwwm2a” “sgai7p” “priv3n” 

For each speech pair, the speech sources are added 
directly to form a mixture, resulting 54 mixtures 
including 36 male-female mixtures, 9 male-male mixtures 
and 9 female-female mixtures.  

Fig.2. shows the first 16 atoms chosen using OMP to 
separate a mixed frame. In this example, 70 and 51 atoms 
are selected to estimate two sources based on OMP. 

 (a)                                               (b) 

     
(c)                                          (d) 

Fig.2. Waveforms of sources and selected atoms.(a-b) source frames 1,2; 
(c-d) the first 16 atoms selected to estimate source frames 1,2 using 

traditional OMP;  
We compare the average results of separation using 

OMP with the separation method using SNMF in SNR 
and SIR respectively. The results are shown in TABLE 
IV and V.  

From TABLE IV and V, it is also observed that the 
proposed method outperforms the separation method 
using SNMF in both SNR and SIR. The proposed method 
achieves 0.2dB higher SNR and 2.55dB higher SIR 
results respectively than the method using SNMF for 
female/female mixtures. It achieves o.15 dB higher SNR 
and 1.35dB higher SIR result than the method using 
SNMF for female/male mixtures. It achieves o.3 dB 
higher SNR and 3.9dB higher SIR result than the method 
using SNMF for male/male mixtures.  
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TABLE IV 
PERFORMANCE OF SEPARATION USING SNMF AND PROPOSED 

SEPARATION METHOD USING OMP IN SNR (DB) ON 54 MIXTURES 

 SNMF Proposed method 

F/F 4.4/4.1 4.2/4.3 

F/M 5.5/5.7 5.7/5.8 

M/M 3.2/3.3 3.4/3.7 

TABLE V 
PERFORMANCE OF SEPARATION USING SNMF, TRADITIONAL OMP AND 

OMP IN SIR (DB) ON 54 MIXTURES 

 SNMF traditional OMP 

F/F 6.8/3.5 6.0/7.8 

F/M 8.3/9.6 9.3/11.3 

M/M 1.3/3.6 5.1/7.6 

Finally, Fig.2. illustrates the waveforms of the original 
sources and the separated results for the mixture of a 
female and male speech.  

V.  CONCLUSION AND FUTURE WORK 

In this paper, we presented a new sparse 
decomposition based SCSS method using OMP. In the 
proposed method, we generate source dictionaries as 
matrices consisting of time-domain training frames as 
atoms and use OMP for the computation of sparse 
coefficients in the union of source dictionaries. We 
compared our separation results to the results of 
separation using SNMF, and showed that our proposed 
method achieved higher SNR and SIR. 

In the proposed separation method, matrices consisting 
of training frames as atoms are used as source-individual 
dictionaries directly. In the future, we plan to unite 
dictionary learning and the presented separation work to 
improve separation speed. Moreover, we plan to discuss 
whether we can improve the OMP algorithm for 
separation by considering mutual independence between 
sources. 
 
 
 
 
 
 
 

 
(a)                                                     (b) 

 
(c) 

 
(d)                                                     (e) 

 
(f)                                                        (g) 

Fig.2. Separated speech waveforms of a female and a male speech. (a-
b)original sources; (c) mixed signal ; (d-e) separated sources estimated 

using SNMF based method; (f-g) separated sources estimated using 
OMP. 
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Abstract—Establishing innovation alliance has now become 
a very important and indispensable way for achieving the 
mission of research and development (R&D) of national 
mega projects in China. As an important component for 
constructing the collaborative partnership system, an 
appropriate approach of partner selection should be able to 
evaluate the performance of candidates objectively. 
Innovation alliance has members with different 
backgrounds, but the most suitable partner should be 
involved in the alliance by launcher before establishing 
alliance. For this reason, the aim of this paper is to take the 
different characteristics of organization as the influence 
factors into the account of weight setting, and propose a 
fuzzy analytic hierarchy approach (fuzzy AHP) to 
effectively evaluate candidates. According to the extension 
principle of fuzzy set theory, linguistic variables defined as 
fuzzy numbers are applied to pair-wise comparisons to 
avoid the vague situation, and this study proposes an 
approximate method for calculating the multiplication 
products of fuzzy number. This method can handle the 
vagueness and incompletion during the process of 
evaluation. A case study is also given to demonstrate the 
potential of the methodology. 
 
Index Terms—Innovation Alliance, National Mega Project, 
Partner Selection, Fuzzy AHP 
 

I.  INTRODUCTION 

With the development of hi-tech economies, a series of 
national mega projects has been launched by the Chinese 
government in recent years. For example, research and 
development (R&D) about aircraft engines has been 
listed as a national mega project in 2012. A hundred 
billion RMB is going to be invested in this project in 
order to conduct R&D over the next five years. National 
mega projects need huge investment, advanced 
technology, products innovation, and the acquisition of 
sufficient resources and fundamental research. The most 
important feature of these projects is innovation range 

from product to technique, and the success of them is also 
considered the symbol of innovation ability of China 
[1-2]. All kinds of organizations are eager to be involved 
in the R&D or manufacturing activities of these projects 
due to the high profits and bright perspectives. No 
organization, however, is able to fulfill the whole process 
of the project because of lack of resources and 
capabilities. Therefore, the importance of co-operation 
within different organizations has been emerging. 
Establishing a form of innovation alliance through 
different organizations, such as government sectors, 
enterprises, universities and academic institutions, may 
be an attainable way to acquire necessary resources and 
techniques for innovation. Agility and innovation are 
becoming increasingly important for creating value from 
products. Innovation alliance has currently become an 
important and indispensable form of co-operation 
between different organizations.  

Although the concept about strategy alliance or virtual 
enterprise has been widely applied in the theoretical and 
practical field in the previous literature, some researchers 
[3-5] still found that incompatibility of partners is one of 
the most common reasons for failure, which means 
organizations in alliance cannot be satisfied with each 
other, or they were unable to achieve their assigned 
responsibility and finally resulted in collapse. Hence, 
selecting the appropriate partners must be carefully 
considered before such a partnerships system can be built. 

It can be seen from previous literature that the research 
methods for partner selection have been studied from 
simple weighted scoring models to complex 
mathematical programming approaches [6]. Analytic 
hierarchy process (AHP) is one of the most common 
methods, introduced by Saaty [7], which is for solving 
unstructured problems. Although this method has been 
widely applied for evaluating the relative importance of a 
set of activities in a multi-criteria decision problem, it 
cannot handle the uncertainty and vagueness associated 
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with mapping of one’s decision to a number. Some 
researchers employed the fuzzy set theory to deal with the 
imprecision and vagueness, which from the subjective 
perception and the experience of humans in the 
decision-making process. These studies have extended 
the method of AHP to deal with the pair-wise comparison 
process using fuzzy utilities represented by fuzzy 
numbers. Chang [8] proposed an extent analysis approach 
for the synthetic extent values of the pair-wise 
comparison for handling fuzzy AHP. In the study of 
Bevilacqua, he proposed an approach of fuzzy quality 
function deployment to conduct supply partner selection. 
His approach addresses both internal and external 
variables to rank the potential partners, and transform the 
decision makers’ verbal assessments to linguistic 
variables, which are more accurate than other non-fuzzy 
methods [9]. Yucel et al developed a weighted additive 
fuzzy programming approach for multi-criteria partner 
selection [10]. Fuzzy set theory allows the decision 
makers to incorporate unquantifiable information, 
incomplete information and non-obtainable information 
into decision model [11]. Their model has diminished the 
computational procedure, so it can deal with the rating of 
factors effectively. 

However, the weighting process of criteria is affected 
by influence factor has not been considered in most prior 
research. In our case, the innovation alliance is a dynamic 
structure formation. Due to the particular merits, the 
partner in an innovation alliance might be a member in 
another alliance as well. It means that the biggest, richest 
or the most powerful organization may be not the most 
suitable partner for this alliance, so what type of 
organization they needed most for innovation has to be 
known before establishing alliance. Since the candidates 
needed for collaboration from different backgrounds, we 
address the characteristics of organization as influence 
factors for the weight setting of criteria because a general 
set of criteria cannot consider the priority of each 
organization. Additionally, the relative weights for each 
criterion with respect to each characteristic are calculated 
by the composite relative important weights. 

The remainder of this paper is organized as follows. 
Section 2 describes the details of the proposed evaluation 
framework and the criteria. The process of weight setting 
and candidate evaluation is given in section 3. Section 4 
illustrates an example with proposed method. In section 5, 
conclusions for this study are given. 

II.  FRAMEWORK OF EVALUATION  

We structure the AHP model hierarchically based on 
the organization characteristics and criteria. The objective 
of partner selection is the first level of evaluation model, 
organization characteristics as influence factors in the 
second level, the criteria and sub-criteria are on the third 
and the forth level respectively. 

A.  Organization Characteristics  
For achieving the mission of R&D, the launcher of 

alliance intends to build cooperative partnership with 
other organizations for relieving financial pressure, 

reducing R&D risk, shortening the research time, 
exchanging information, increasing the market share and 
so on [12-13]. Different patterns of innovation usually 
have different efforts and needs. When these partners are 
involved in R&D activities, launcher must decide 
whether and how to cooperate with other organizations. 
In practical situation, the organizations within national 
mega project usually are possibly constituted of 
governmental sector, enterprise, university and academic 
institution. All of them own their particular merits, which 
may play a special role during innovation process. Hence, 
the function of each partner in alliance also has to be 
known before establishing. Based on this, the types of 
organizations will be defined to strategy-based, 
capital-based, resource-based and learning-based in this 
study. 

Strategy-based: To collaborate with the type of this 
organization like governmental organizations could 
obtain benefits of tax policy, the classified information or 
political privilege, which can accelerate the speed of 
innovation. 

Capital-based: Capital investment has a positive 
impact on technological innovation, because more 
money invested in innovation activities can accelerate 
the speed of innovation. Alliance stands poised to 
benefit from the investments of cash-rich organization. 
These organizations can provide the financial support to 
develop the research quality of product, and also to share 
the cost of R&D. 

Resource-based: Innovation is a complex process 
and requires many significant resources. The launcher 
of alliance could get these critical resources from other 
organizations. These resources include equipment, 
techniques, marketing channels, experts and other key 
resources for innovation. 

Learning-based: The newest knowledge and 
technology is the key element for innovation. These 
organizations could also help launcher to solve the 
problem about human resources. Researchers in alliance 
can learn from the partners by conducting joint 
technology development. 

B.  Evaluation Criteria 
As different organizations have different purposes and 

motivations for establishing innovation alliance, the 
identification of universal criteria weights for use in any 
situation will not be appropriate. The purpose of 
establishing innovation alliance in this paper is to make 
the breakthrough of new products or techniques, and 
finally to achieve the objective of the project. Innovation 
alliance needs to select partners that have common goals, 
burning desire, sophisticated skills, and complementary 
resources. Thus, every member should have the idea of 
sharing investment, management, risks and responsibility 
for profits and losses. Although meeting the requirement 
of innovation is the primary purpose of alliance, it can 
also bring huge profits and opportunities to the members 
in alliance. There is no doubt that it is a win-win 
situation. 

The criteria for evaluating the performance of 
candidates have been discussed in the literature both 
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theoretical and practical field. Geringer [14] was one the 
first man to conduct the study of partner selection criteria, 
he found even though there is no optional criteria for 
partner selection procedure, partners’ culture, past 
experience, size, and structure were as important as the 
traditional criteria, such as financial assets, access to 
markets, and technical know-how. In the study of [15], it  
emphasized that complementary resources, symmetrical 
position and extension of social resources are necessary 
conditions for becoming a partner in an alliance.  

Based on a detail literature survey, we employ the 
following four criteria for innovation partner selection 
mechanism, which are cooperative willingness, financial 
ability, complementary resources and technological 
ability. For each criterion, a cluster of sub-criteria for 
evaluating the suitability of candidate partners are also 
addressed.  

The framework for partner selection is established as 
described in Figure.1. 

 

III.  THE PROPOSED FUZZY AHP MODOL  

This paper proposes fuzzy AHP to solve the problem 
of multiple criteria decision-making. The framework of 
evaluation in this study is designed by AHP, which must 
be settled before these methods are effectively employed 
to assess. However, weight setting and partners are 
selected by pair-wise comparison, which is composed of 
the linguistic variables defined as fuzzy numbers. The 
process of weight setting and evaluation is composed of 
the following steps:   

Step 1: Determine the intensities of each characteristic 
by combining the scores from all decision makers. 

Step 2: Identify the relative importance of the criteria 
with respect to characteristics and calculate the composite 
weights of relative importance of criteria.  

Step 3: Calculate the composite weights of sub-criteria 
as last step. 

Step 4: Use the pair-comparison matrices to evaluate 
the performance of candidate with each other according 
to the measurable sub-criteria. Linguistic variables are 
used in this step.   

Step 5: Synthesize the suitability index of each 
candidate by summing up the results of multiplying the 
normalized weight score of each criterion with the 
normalized relative importance of this criterion. 
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Mutual trust 
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Compatibility 

Organization culture 

Strategy-based 

Capital-based 
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Figure 1. AHP model for partner selection 
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During this process, we apply an approximate method 
of Yager’s to deal with the multiplication of fuzzy 
number [16]. This method can rank the fuzzy number and 
also ensure to properly reflect the evaluations from 
decision maker. It diminishes the load of calculation 
compare to the conventional method. 

A.  Method for Weight Determination 
Innovation alliance may have members with different 

kinds of characteristics according to the needs of 
innovation in term of the particularity and complexity of 
national mega project, each of whom might play a special 
role during the process of innovation. Thus, the launcher 
of alliance has to realize what type of partner is the most 
needed for conducting the collaboration innovation 
activities. And different intensities of organizational 
characteristics will affect the weight set for the criteria 
importance. For the convenience of illustration, we 
assume there are k  experts who are involved in a 
partner selection issue. A unit scales is employed to 
express the degrees of intensity ranging from very 
unimportant, unimportant, moderate and important, to 
very important and denoted by consecutive decimal 
numbers from 0 to 1. For example, suppose the number 

ipx is the evaluation from the i th expert for the degree 
of intensity of p th organizational characteristic. By 
combining the scores of all experts, the composite fuzzy 
weight of the p th organizational characteristic could be 
expressed by the following triangular fuzzy number[17]: 
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The following step is to determine the relative 
importance of the four criteria relating to each 
organizational characteristic. Adjusting the weight for 
importance of the criteria is emphasized as a particular 
organizational  characteristic, which can also make sure 
that the most satisfied candidate for the particular 
organizational characteristic preference of alliance should 
be considered as a partner firstly. Similar as the previous 
step, suppose q  represents the criteria and ipqy  means 

the evaluation from the i th expert for the q th criteria 
with regard to the p th organizational characteristic. 
Therefore, the composite relative importance is obtained 
as following: 
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Accordingly, multiplying the Eq. (1) with Eq. (2) can 
obtain the composite fuzzy relative importance for the 
q th criterion as follow:  

∑
=

=⊗=
p

p
pqpq QqYXZ

1
,...,1  ,~~~

         (3)           

With reference to the extension principle of fuzzy sets 
and the definition of the triangular fuzzy number, qZ~ is 
still a fuzzy number. For simplicity, the relationship 
function of fuzzy number can be expressed as a 
non-fuzzy number by using the approximation formula, 
as follow:  

)  ,(~~~
33,22111 ccccccYXZ qqqpqp

p
pq ===≅⊗=∑ =   （4） 

For diminish the load of calculation, we applied the 
centroid ranking method, which was proposed by Yager, 
for rank the fuzzy number. After some mathematical 
rearrangement, the centroid rank value of the 
approximated triangular fuzzy number is:  

QqcccZR qqqq ,...,1  ),2(
4
1)~( 321 =++=  (5)           

B.  Fuzzy evaluation for candidate partners  
Each criterion must assess each potential partner via a set 
of measurable sub-criteria. The relative importance of 
four sub-criteria related with its upper criterion must be 
determined before conducting the evaluation. Similarly, 
the composite relative importance for the s th 
sub-criterion with respect to its upper q th criterion for 
the expert members could be expressed as the following 
triangular fuzzy number: 

),,(~
qsqsqsqs cbaL =           (6)           

In which, 
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According to the definition of each sub-criterion, each 

expert conducts a series of pair-wise comparisons to 
evaluate the performance of these candidates in the next 
step. A seven-point linguistic scale is employed to 
express their relative performance. The relationship 
functions of the linguistic values are shown in Figure 2, 
and defined as follows: 

Extremely poor (EP): (0, 0, 0.1) 
Very poor (VP): (0.05, 0.2, 0.35) 
Poor (P): (0.2, 0.35, 0.5) 
Mediate (M): (0.35, 0.5, 0.65) 
Good (G): (0.5, 0.65, 0.8) 
Very good (VG): (0.65, 0.8, 0.95) 
Extremely good (EG): (0.9, 1, 1) 
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The results about the linguistic variable of pair-wise 

comparison are described as a matrix form. The decision 
makers just gives their own opinion in the right part of 
the matrix according to each criterion. The left part then 
is obtained automatically as the “reciprocal” of the right 
part of the matrix. For the convenience of calculation 
let TTmA ×= ]~[~

be the comparison matrix. The arithmetic 
average of each row can be calculated as the performance 
evaluation of the t th candidate partner on the s th 
sub-criterion of its upper-level criterion, which evaluated 
by the i th expert. This average can be denoted by the 
triangular fuzzy number  

 ,...,1   ),  ,  ,(~1~
1s Ttmmmm

T
P ctbtat

T

v tvtiq === ∑ =

Similarly, the composite performance evaluation of one 
candidate for a sub-criterion from experts could be 
expressed as: 

∑
=

==
k

i
pqpqpqiqsttq fedP

K
M

1
s   ),,(~1~

   (7)                         

Tt ,...,1=  
Then, the composite weighted performance evaluation 

of the t th candidate on the q th criterion can be 
calculated: 

∑
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The centroid ranking method can be used again, as foll 
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4
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Finally, the suitability index is employed to compare 
the performance of these candidates and indicates which 
one is the most suitable partner, each of which could be 
synthesized the product of multiplying the composite 
performance on each criterion with its relevant composite 
important weight as following equation: 

TtNRZRS
Q

q
qtqt ,...,1      )~()~(

1
=⊗=∑

=

  (10)            

IV.  ILLUSTRATIVE EXAMPLE 

The proposed model for the innovation alliance partner 
selection is used in one project, which provides the 
theoretical support for the decision maker. This project is 
one of the important parts about electric vehicle. The car 
industry currently is an important part of Chinese 
economic system. Many organizations are throwing 
themselves into the innovation activities of new energy 
vehicles. Like some developed counties, Lots of Chinese 
institutions and organizations are also eager to be 
involved in car energy programs as the bright market 
prospects. Along with the rapid development of Chinese 
car industry, low-cost, high-quality, and 
customer-oriented new products are needed to satisfy the 
requirement of customers agilely. The organization for 
innovation can effectively employ the product 
development and innovation capacity of the members 
within alliance. Therefore, the case company set up an 
expert group for select appropriate partner for innovation, 
which consists of different fields, such as technique, 
product, financial, innovation and strategy. We suppose 
there are five experts in the group, who held meeting to 
discuss the issue of partner selection following the steps 
detailed in the previous sections, and trying to gain a 
consensus by giving their own opinion about each 
criterion. 

As seen in the data of Table 1, the left part depicts the 
weight distribution of each characteristic from five 
experts’ opinion respectively. The fuzzy intensity index 
for four characteristics was calculated by Eq. (1) in the 
right three columns. The fuzzy index illustrates that the 
most important characteristic of organization is 
resource-based, followed by learning-based, which means 
that the objective of launcher for establishing alliance is 
mainly looking for a partner with complementary 
resources for innovation. 

 

TABLE I.  
THE INTENSITY INDEX FOR EACH CHARACTERISTIC 

 E.1    E.2    E.3    E.4   E.5 
Fuzzy intensity 

ap     bp    cp 
Strategy-based 
Capital-based 

Resourced-based 
Learning-based 

0.350  0.205  0.122  0.200  0.215 
0.180  0.340  0.136  0.160  0.225 
0.300  0.230  0.422  0.310  0.335 
0.170  0.225  0.320  0.330  0.225 

0.122  0.207  0.350 
0.136  0.186  0.340 
0.230  0.315  0.422 
0.170  0.253  0.330 

 
 
Same as the last step, after collecting and normalized 

the data from experts, the relative importance of four 
criteria relating to each characteristic are obtained by Eq. 
(2). We summarize the fuzzy weight for these criteria 

Figure 2. Linguistic variables for criteria rating 

EP 
1

VP P M G VG EG

0 10.05 0.10 0.35 0.5 0.65 0.8 0.95
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with different organizational characteristics in Table 2. 
Following this step, the composite importance weights of 
criteria are available by Eq. (3) with data in Table 1 and 
Table 2. It can be seen in Table 3 that defuzzified weight 
of each criterion is established by the mathematical 
rearrangement by means of Eq. (5). Apparently, 
complementary resources and technology capability are 
emphasized, which might be affected by the fuzzy 
intensity of characteristic. Additionally, the normalized 

weight in Table 3 is employed in the final step of 
evaluation.  

In the next phase, the sub-criteria of each criterion are 
used to evaluate the performance of the candidate 
partners. The relative weights of importance of the 
sub-criteria about the upper criterion from which they 
develop must be determined before they can be applied to 
the evaluation process. Eq. (7) is employed to set up the 
fuzzy weights of these sub-criteria with respect to their 
upper-level criterion. Table 4 describes the composite 

 
TABLE II.  

THE APPROXIMATED FUZZY RELATIVE IMPORTANCE WEIGHT OF THE CRITERIA FOR CHARACTERISTICS 

 Strategy-based Capital-based Resourced-based Learning-based 
ap     bp    cp ap     bp    cp ap    bp      cp ap     bp    cp 

Cooperative Willingness 
Financial Ability 

Complementary Resource 
Technology Capability 

0.190  0.239  0.320
0.240  0.293  0.360
0.100  0.189  0.310
0.220  0.243  0.350

0.220  0.303  0.330
0.125  0.168  0.220
0.240  0.260  0.330
0.240  0.272  0.280

0.220  0.237  0.260
0.160  0.196  0.215
0.250  0.280  0.340
0.230  0.288  0.320

0.150  0.192  0.260
0.150  0.165  0.200
0.280  0.344  0.450
0.250  0.270  0.340

 
 
 
 

TABLE III.  
THE COMPOSITE FUZZY WEIGHTS OF THE RELATIVE IMPORTANCE OF CRITERIA  

 
Composite fuzzy weight Defuzzified

weight 
Normalized 

weight Cq1      Cq2     Cq3 
Cooperative Willingness 

Financial Ability 
Complementary Resources 

Technology Capability 

0.129   0.229   0.420  
0.109   0.195   0.358  
0.150   0.263   0.513  
0.155   0.260   0.465 

0.252 
0.214 
0.297 
0.285 

0.240 
0.204 
0.284 
0.272 

 
 
 
 
 

TABLE IV.  
COMPOSITE FUZZY WEIGHTS OF EACH SUB-CRITERION 

 
Cooperative  
Willingness  

 

Financial 
Ability  

 

Complementary 
Resource  

Technology  
Capability 

ap     bp    cp ap     bp    cp ap     bp    cp ap     bp    cp 

CW1 
CW2 
CW3 
CW4 

0.160  0.250  0.400
0.175  0.263  0.360
0.170  0.193  0.340
0.150  0.253  0.350

FA1 
FA2 
FA3 
FA4 

0.185  0.258  0.310
0.170  0.300  0.360
0.185  0.235  0.340
0.150  0.196  0.320

CR1
CR2
CR3
CR4

0.180  0.233  0.325 
0.210  0.256  0.300 
0.140  0.239  0.320 
0.185  0.259  0.360 

TC1 
TC2 
TC3 
TC4 

0.150  0.219  0.320 
0.210  0.282  0.330 
0.165  0.248  0.375 
0.160  0.207  0.400 

 
 
 
 
 
 
 

TABLE V.  
PAIR-WISE COMPARISON OF A SUB-CRITERION 

 C1    C2    C3    C4 
Fuzzy Performance 

mat   mbt   mct 
Candidate 1 
Candidate 2 
Candidate 3 
Candidate 4 

I      VP     P     VG 
VG    I       G     EG 
G      P      I     VG 
VP     EP    VP      I 

0.475  0.588  0.700 
0.763  0.863  0.938 
0.588  0.700  0.813 
0.275  0.350  0.450 
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TABLE VI.  
COMPOSITE PERFORMANCE EVALUATION FIE THE CANDIDATE PARTNERS 

 Candidate 1 Candidate 2 Candidate 3 Candidate 4 
dqs1   eqs1    fqs1 dqs1   eqs1   fqs1 dqs1   eqs1   fqs1 dqs1   eqs1   fqs1 

CW1 
CW2 
CW3 
CW4 
FA1 
FA2 
FA3 
FA4 
CR1 
CR2 
CR3 
CR4 
TC1 
TC2 
TC3 
TC4 

0.605  0.713  0.810 
0.568  0.675  0.773 
0.558  0.658  0.753 
0.565  0.672  0.790 
0.683  0.793  0.898 
0.680  0.788  0.885 
0.653  0.763  0.868 
0.713  0.815  0.898 
0.333  0.423  0.528 
0.305  0.380  0.480 
0.343  0.440  0.548 
0.300  0.383  0.485 
0.470  0.573  0.675 
0.505  0.580  0.693 
0.460  0.573  0.685 
0.468  0.563  0.663 

0.483  0.608  0.708 
0.495  0.600  0.710 
0.513  0.625  0.738 
0.465  0.575  0.680 
0.615  0.725  0.830 
0.483  0.595  0.708 
0.513  0.625  0.738 
0.543  0.655  0.768 
0.758  0.860  0.943 
0.750  0.853  0.935 
0.695  0.803  0.900 
0.693  0.798  0.888 
0.645  0.755  0.860 
0.650  0.758  0.855 
0.733  0.840  0.938 
0.660  0.770  0.875 

0.623  0.733  0.838 
0.628  0.735  0.833 
0.615  0.725  0.830 
0.668  0.778  0.883 
0.423  0.535  0.648 
0.468  0.580  0.693 
0.493  0.595  0.698 
0.513  0.625  0.738 
0.528  0.655  0.768 
0.600  0.710  0.815 
0.573  0.685  0.798 
0.623  0.733  0.838 
0.388  0.485  0.593 
0.340  0.430  0.535 
0.325  0.415  0.520 
0.368  0.535  0.648 

0.350  0.448  0.555 
0.403  0.500  0.608 
0.395  0.493  0.600 
0.385  0.460  0.555 
0.328  0.425  0.533 
0.443  0.548  0.658 
0.413  0.518  0.628 
0.323  0.405  0.508 
0.460  0.573  0.685 
0.445  0.558  0.670 
0.438  0.550  0.663 
0.475  0.588  0.700 
0.578  0.688  0.793 
0.588  0.700  0.813 
0.550  0.663  0.775 
0.518  0.623  0.733 

TABLE VII.  
COMPOSITE WEIGHTED PERFORMANCE EVALUATION FOR THE CANDIDATE PARTNERS 

    Candidate  
Criterion 

C.1 C.2 C.3 C.4 
Cq11   Cq12   Cq13 Cq21   Cq22   Cq23 Cq31   Cq32   Cq33 Cq41   Cq42   Cq43 

CW 
FA 
CR 
TC 

0.376  0.653  1.135 
0.470  0.780  1.179 
0.228  0.400  0.666 
0.327  0.548  0.967 

0.321  0.576  1.028
0.372  0.641  1.009
0.519  0.817  1.195
0.460  0.747  1.256

0.414  0.713  1.226
0.326  0.574  0.924
0.417  0.688  1.051
0.242  0.441  0.821

0.251  0.455  0.839 
0.261  0.475  0.778 
0.325  0.560  0.888 
0.384  0.641  1.106 

 
 

TABLE VIII 
NORMALIZED SCORE AND SUITABILITY INDEXATION OF ERCH 

CANDIDATE 
    Candidate  
Criterion C.1 C.2 C.3 C.4 

CW(0.240) 0.278 0.213 0.298 0.220 
FA(0.204) 0.317 0.228 0.234 0.219 
CR(0.284) 0.168 0.285 0.277 0.256 
TC(0.272) 0.237 0.274 0.190 0.305 
Suitability 0.244 0.253 0.249 0.253 

fuzzy weights for these sub-criteria from the experts 
group.According to the 16 sub-criteria, the composite 
fuzzy performance of the candidate partners was 
calculated by Eq. (8) in Table 6. In Table 7, the 
defuzzified score of each candidate about each criterion is 
obtained by Eq. (10).  

After the calculation of the composite fuzzy weights 
for these sub-criteria, we use the method of pair-wise 
comparison as above mentioned to evaluate the 
performance for comparing each candidate with others. 
Table 5 shows the result according to one sub-criterion.  

The normalized score for each candidate of each 
criterion is also calculated and given. The suitability 
indexation of each candidate is calculated by summing up 
the product of normalized score of each criterion with the 
weight of importance of this criterion, which is shown in 
the last row of Table 8. We can see that candidate 2 and 
candidate 4 have the same suitability score, which is 
higher than the other 2 candidates and prove both of them 
are qualified partners. Furthermore, we can also select the 
most satisfied partner between these two candidates, 
which has the most needed organizational characteristic 
stronger than the other one if the launcher only needs one 
partner.  

To select an appropriate partner for conducting the 
activities of innovation is not a simply work in some 
complicated projects due to the vary needs and purposes. 
But the launcher of alliance has to have a clear and 
definite goal of what organizational characteristic is the 
key one for further collaborative innovation. The suitable 
index could be considered as an important reference for 
partner selection, but to conduct a comprehensive and 
comparative analysis of the candidates is much more 
necessary. 

V.  CONCLUSIONS 

An effective and efficient partner selection approach is 
one of the most fundamental steps before building 
partnerships system. What characteristic of partner is the 
most needed for innovation has to be identified before 
partner selection, in spite of the innovation alliance is 
constituted of members with different backgrounds, each 
of whom may play a special role during the collaborative 
innovation process. In this study, we proposed a fuzzy 
AHP method to solve the problem of partner selection, 
which has considered the priority of organizational 
characteristics as the factors of the weighting process of 
criteria and integrate the merits of each candidate into the 
evaluation criteria. Linguistic variables then are applied 
to pair-wise comparisons for weighting criteria and 
evaluating the performance of candidates. This approach 
is able to avoid the vagueness and effectively solve 
multi-criteria decision making issues. Finally, the 
suitability index for each candidate is acquired by an 
approximate method, which diminish the load of 
calculation compared to other fuzzy AHP methods. 
Although the model is developed and tested for serving in 
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one particular innovation alliance, it can also be used 
with slight modification in any alliance. 
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