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Abstract—In this work, we propose a novel approach to recognize facial expressions from static images. First,
the local binary patterns (LBP) are used to efficiently represent the facial images and then the linear program-
ming (LP) technique is adopted to classify seven facial expressions—anger, disgust, fear, happiness, sadness,
surprise, and neutral. Experimental results demonstrate an average recognition accuracy of 93.8% in the JAFFE

database, which outperforms the rates of all other reported methods in the same database.

INTRODUCTION

Facial expression recognition from static images is
a more challenging problem than from image
sequences because less information for expression
actions is available. However, information in a single
image is sometimes enough for expression recognition,
and in many applications it is also useful to recognize
single image’s facial expression.

In the recent years, numerous approaches to facial
expression analysis from static images have been pro-
posed [1, 2]. These methods differ generally in face rep-
resentation and similarity measure. For instance, Zhang
[3] used two types of features: the geometric position of
34 manually selected fiducial points and a set of Gabor
wavelet coefficients at these points. These two types of
features were used both independently and jointly with
a multilayer perceptron for classification. Guo and
Dyer [4] also adopted a similar face representation,
combined with the linear programming (LP) technique
to carry out simultaneous feature selection and classi-
fier training, and they reported a better result. Lyons et
al. used a similar face representation with a simple
LDA-based classification scheme [5]. All the above
methods required the manual selection of fiducial
points. Buciu et al. used ICA and Gabor representation
for facial expression recognition and reported a good
result in the same database [6]. However, a suitable
combination of feature extraction and classification is
still an imperative question for expression recognition.

In this paper, we propose a novel method for facial
expression recognition. In the feature extraction step,
the local binary pattern (LBP) operator is used to
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describe facial expressions. In the classification step,
seven expressions (anger, disgust, fear, happiness, sad-
ness, surprise, and neutral) are decomposed into
21 expression pairs such as anger-fear, happiness-sad-
ness, etc. Twenty-one classifiers are produced by the LP
technique, each corresponding to one of the 21 expres-
sion pairs. A simple binary tree tournament scheme
with pairwise comparisons is used for classifying
unknown expressions.

FACE REPRESENTATION
WITH LOCAL BINARY PATTERNS

Figure 1 shows the basic LBP operator [7], in which
the original 3 X 3 neighborhood at the left is thresh-
olded by the value of the center pixel and a binary pat-
tern code is produced. The LBP code of the center pixel
in the neighborhood is obtained by converting the
binary code into a decimal one.

Based on the operator, each pixel of an image is
labeled with an LBP code. The 256-bin histogram of
the labels contains the density of each label and can be
used as a texture descriptor of the considered region.

Feature extraction is implemented as follows: First,
the face image is divided into several nonoverlapping
blocks (10 x 8 in our method after experimenting with
different block sizes). Then, LBP histograms are calcu-
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Fig. 1. The basic LBP operator.
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lated for each block. Finally, the block LBP histograms
are concatenated into a single vector. As a result, the
facial expressions are represented by the LBP and the
shape of the face is recovered by the concatenation of
different local histograms.

To reduce the length of the feature vector, all the
training samples' feature vectors are summed up and
then averaged by the number of training samples. Then,
for each region of an image, the patterns whose occur-
rence frequency is lower than a threshold are discarded.

EXPRESSION CLASSIFICATION BASED
ON LINEAR PROGRAMMING TECHNIQUE

In [8], a single linear programming (LP) formula-
tion is proposed which generates a plane that minimizes
an average sum of misclassified points belonging to two
disjoint points set. Consider the two point-sets A and B
in the n-dimensional space R" represented by the m X n
matrix A and the k X n matrix B. The separating plane is
as follows:

P:={x|jxe R, x ®=y}. (1)

Here ® € R" is normal to the separating plane with a
distance [y|/||®]| to the origin.

The separating plane P determines two open half-
spaces, {x|x € R", x’® > Y} containing mostly points
belonging to A, and {x|x € R", x’® < 7y} containing
mostly points belonging to B. That is, we wish to satisfy

Bw<ey. )

Here e is a vector of all 1's with the appropriate dimen-
sion. To the extent possible, or upon normalization,

An=ey+e, Bmo<ey-e. 3

Conditions (2) or (3) can be satisfied if and only if A
and B do not intersect, which in general is not the case.
We thus attempt to satisfy (3) by minimizing some
norm of the average violations of (3),

Aw> ey,

o1 1
m1n—||(—A0)+ey+e)+||l+%||(B0)—ey+e)+||1. 4)
o,y M

Here x, denotes the vector in R" satisfying (x,); :=
max{x;, 0}, i =1, 2, ...n. The norm [|-||, denotes the p
norm, 1 < p < eo,

Formulation (4) is equivalent to the following robust
linear programming formulation

T

T
min £2 4 £5 (5)

v, y,z M k

subject to

—Ao+ey+e<y
Bow—-ey+e<z
y20,z=0.
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Fig. 2. Samples from original Japanese Female Facial
Expression images before and after preprocessing.

In our study, we use formulation (5) as a classifier to
minimize wrong classifications.

Since formulation (5) is only used for separating
two sets points, the seven-expression classification
problem is decomposed into 21 two-class problems
(anger-disgust, anger-fear, disgust-fear, etc.). In the
training stage, 21 classifiers corresponding to 21
expression pairs are formed with 21 pairs of {®, y}. In
the testing stage, feature vector of a testing sample is
fed to the different classifiers for recognition.

EXPERIMENTAL RESULTS

To assess the validity and efficiency of our
approach, we experimented with the Japanese Female
Facial Expression (JAFFE) database [9]. The database
contains 213 images in which ten persons are express-
ing three or four times the seven basic expressions.

First, we preprocess the images using the subsystem
of the CSU Face Identification Evaluation System [10].
The images are registered using eye coordinates and
cropped with an elliptical mask to exclude nonface area
from the image. As a result, the size of each prepro-
cessed image is 150 x 128. Sample images from the
original and the preprocessed images are shown in
Fig. 2.

We divide the database into ten roughly equally
sized sets: nine sets are used for training and the
remaining one for testing. The above process is
repeated so that each of the ten roughly equally sized
sets is used once as the test set. The average result over
all ten cycles is considered as the recognition rate of
one trial.

We repeat the above procedure 20 times and get 20
average results for these trials, of which the highest rate
18 96.3%, the lowest one is 92.0%, the mean is 93.8%,
and the standard deviation is 1.35%.

In [3], a multilayer perceptron was used with 90.1%
recognition accuracy. In [4], a technique called feature
selection via linear programming was used and they
achieved an accuracy of 91%. Therefore, better results
are obtained with our approach.
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Fig. 3. Examples of disagreement.

It was reported in [3] that the expressers found it
most difficult to pose fear expressions accurately and a
human has more difficulty in recognizing fear. They
achieved a recognition rate of 92.3% when all fear
images were excluded. In our experiments, a highest
rate of 95.6%, a lowest rate of 93.4% and an average
rate of 94.6% are obtained when all fear images are
excluded.

In [5], a recognition result of 92% using linear dis-
criminant analysis (LDA) was reported, but they only
included nine people’s face images and, hence, only
193 of the 213 images were used.

The experimental results clearly show that our
approach outperforms the other methods. In addition, it
should be noted that only two positions of the eyes are
needed in our approach while 34 fiducial points are
manually selected in other methods [3-5].

It should also be noted that in the JAFFE database,
some expressions had been expressed inaccurately or
labeled incorrectly. This also influences the recognition
results. Fig. 3 shows a few examples with the labeled
expression and our recognition results.

CONCLUSIONS

How to get a proper combination for face represen-
tation and classification is crucial for facial expression
recognition. The combination of the local binary pat-
tern operator and the linear programming technique is
one solution to this question. The Local Binary Pattern
operator, which has demonstrated excellent perfor-
mance in texture classification and face recognition, is
used in our method to describe a face efficiently for
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expression recognition. Then, 21 classifiers are pro-
duced based on linear programming technique and
classification is implemented with a binary tree tourna-
ment scheme. Experimental results demonstrate that
our method performs better than other methods on the
JAFFE database. These preliminary results are promis-
ing and it is of interest to experiment with different
facial expression databases.
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