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Abstract—The routing infrastructure of the Internet has be-
come resistant to fundamental changes and the use of overlay
networks has been proposed to provide additional flexibility and
control. One of the most prominent configurable components
of an overlay network is its topology, which can be dynami-
cally reconfigured to accommodate communication requirements
that vary over time. In this paper, we study the problem of
determining dynamic topology reconfiguration for service overlay
networks with dynamic communication requirement, and the
ideal goal is to find the optimal reconfiguration policies that
can minimize the potential overall cost of using an overlay. We
start by observing the properties of the optimal reconfiguration =
policies through studies on small systems and find structures in (8) Underlying Network (@) Overlay Network

the optimal reconfiguration policies. Based on these observations, i ) )
we propose heuristic methods for constructing different flavors of Fig. 1. Factors in Overlay Topology Design

reconfiguration policies, i.e., never-change policy, always-change

policy and cluster-based policies, to mimic and approximate the

optimal ones. Our experiments show that our policy construction - s

methods are applicable to large systems and generate policies® ® P © N
with good performance. Our work does not only provide solutions

to practical overlay topology design problems, but also provides \ .
theoretical evidence for the advantage of overlay network due to S 2

its configurability. © © O © © ©
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(a) Routing Over Overlay (b) Routing Over Overlay (c) Another Pattern of
I. INTRODUCTION Topology A Topology B Communication Requirements

While the Internet has been fully commercialized and Fig. 2. Routing Data Through Overlay Networks
evolved into a ubiquitous medium of communication, its
native routing infrastructure has become resistant to funda-
mental changes. This hinders the development of new net-
work functionality (e.g., multicast, QoS) that heavily rely on One of the most important issues in the design of a service
such fundamental changes. The useovérlay networkshas over_Igy network is the conf_lguratlon of its overlay t_opology.
been proposed as an alternative solution that can potentidﬂ9s't'°”ed between the native networks-and the ultimate cus-
provide the desirable flexibility and control of the routing®mers, an overlay topology constructed in favor of both could
infrastructure [1], [2], [3], [4]. Researchers have successfulﬁ)gn'f'cantly improve the performa_nce or reduce the operation
used overlay networks to solve problems in various areas. F&St of the whole system. Consider the four-node example
example, overlay networks have been employed to impleméfferiay network shown in Fig. 1. Fig. 1.a characterizes the
application layer multicast [5], [6], [7], [8], provide testbedsService agreement between the overlay network_ provider and
for new technologies [9], [10], [11], circumvent BGP faultdhe unQerIylng ISPs; the Iabel_s on the da_shed lines show the
and constraints [12], and provide countermeasures to pggeration costs of the potennal overlay links between every
attacks [13]. In this paper, we focus our discussiorservice pair .Of nodes .—.the price .ISPS charge the overlay ne'gwork
overlay networks [14], [12], [15] that are deployed and p_rowder for shipping one unit of data over Fhes_e overlgy links.
maintained byoverlay network providersOverlay network Fig. 1.b shows a snapshot of the communication requirements

roviders deplov a number of specially desiquedrlay nodes aggregated over all customers; the labels on the lines (or the
b ploy P y g y thickness of the lines) denote the data rates between every pair

across the Internet. As third-party service providers thes?overlay nodes, on behalf of the customers. Fig. 1.c shows a

overlay network providers contract with underlying ISPs an . .
) andidate overlay topology (Topology A); each edge denotes
buy network bandwidth between these overlay nodes. Th overlay link. Provided that the overlay network ships data

in turn, provide value-added network services to end-systena%r the overlay paths that incur the minimum operation cost,

which access the overlay networks through one of the overlﬁ,y flow of data is shown in Fig. 2.a. Fig. 2.b presents the flow

nodes. Traffic between end-systems is carried by and rou data if another topoloay (Topoloav B) is adopted instead
through the overlay networks instead of the native networks. pology (Topology B) P '



In terms of operation cost, Topology B is not as good as A 4a the context of service overlay networks. In this paper,
although some data can now take a lower-cost path, a higher formulate both the static and dynamic overlay topology
volume of data have to take a higher-cost path. Generally, theblem. To solve the dynamic topology design problem, we
operation cost of an overlay varies when it runs on differesystematically observe how optimal reconfiguration policies
overlay topologies and this raises the problem of finding ttee affected by the reconfiguration overhead, through case
overlay topology that minimize the operation cost for giveatudies on small systems. Based on the observation, we
communication requirements. propose heuristic methods for constructing different flavors

If the communication requirement is constant over tim@f reconfiguration policies for large systems. In the process,
the optimal choice of overlay topology is static. If commuwe also describe a simulated-annealing based solution for the
nication requirements change over time, for example, froftatic overlay topology design problem, which is also used
the ones shown in Fig. 1.b to the ones shown in Fig. 2@$ a subroutine in solving the dynamic problem. Our work
the overlay topology may need to be reconfigured. While ti§i9es not only provide solutions to practical overlay topology
static topological design problem has been extensively studiéesign problems, but algwovides theoretical evidence for the
for native networks, the design of dynamic topology did n@dvantage of overlay network due to its configurahility
receive the same attention because hard-wired native network¥he remainder of this paper proceeds as follows. In Sec-
are usually not reconfigurable over small time scales. Fo@n Il, we identify the costs that could be incurred in a
overlay networks, however, topology reconfigurability is ongervice overlay network, and formally define the static and
of their most appealing features and the dynamic topologlynamic overlay topology design problems. In Section Ill, we
design problem becomes interesting. For overlay networkgbserve the structure of the problem, as well as the properties
small or moderate number of overlay nodes, it is feasible fora@d structures of the optimal reconfiguration policies, through
provider to monitor and statistically model the communicatiogxperiments on small systems. In Section IV, we use these
requirements in the system. The topology reconfigurabiligbservations as heuristics and propose methods for construct-
allows an overlay network to be tuned dynamically when theg good reconfiguration policies that approximate the optimal
communication requirements change [16], [17]. ones for large systems. We evaluate our methods in Section V

A question needs be answered, however, namelyen and conclude in Section VI.
and how the overlay topology should be reconfigured un-
der dynamic communication requiremen@ne may suggest
that whenever the communication requirements change, the\s shown in Fig. 1, once an overlay topology is established
topology of the overlay network should be immediately rethe operation cost for carrying traffic over a service overlay
configured to the topology that minimizes the operation cosétwork depends on three factors: the operation cost for ship-
for the new communication requirements (and the dynamiing data over overlay links, the aggregated communication
overlay design problem is reduced to the static one). Howevesquirements over all customers and the overlay topology. In
while overlay topology is reconfigurable in small time scalehis paper, we assume the overlay network provider is charged
changing overlay topology is not cost-free; it may incur botby the underlying ISPs an operation cost proportional to the
management overhead as well as potential disruption of ergnount of traffic carried on an overlay link once the overlay
to-end flows: overlay links need to be established or tofimk is established. We use link cost matrix d, to denote
down; routing tables need to be updated; data in transit mgae operation cost per unit of data rate(e.g., bits per second or
get lost, delayed, or erroneously routed. In the presencelgfies per second) for the overlay link between every pair of
these costs, changing the overlay topology for every changedes. The aggregated communication requirements over all
in communication requirements may not be the best poliayustomers are characterized with a matrix of end-to-end traffic
Intuitively, if in the long run the benefits of making a changeates between every pair of overlay nodes, nameemuni-
in the overlay topology cannot justify the costs of the changeation patterns We denote the communication requirements
the overlay topology should not be changed. Even if a changetime ¢ by X (¢) and assumeX (t) takes on values from a
is favorable, the next overlay topology should take into accousgt of distinct communication pattern&;, Co, . ..,Cs}.
the long-term changes in communication requirements. The overlay topology is a graphG =<V, E>, whereV

In this paper, we are most interested in the dynamic overlacludes all the overlay nodes ard includes all the estab-
topology design problem, i.e., the problem of determininiished overlay links between the nodes. Theoretically, there are
dynamic topology reconfiguration in the presence of dynaméctotal of2"("~1)/2 possible overlay topologies overnodes.
communication requirements. In the process of solving thitowever, not all of these topologies are desirable in practice.
problem, we also study the static overlay topology desighn overlay topology is usually required to l®nnectedso
problem, the solution to which is used as a subroutine in thigat every node remains contact with the rest of the overlay
solution to the dynamic problem. Particularly, we concentrateetwork. Furthermore, while some research work in overlay
on reconfiguration policies that guide the topology selectioretworks assumes fully-meshed overlay topology, in this paper
any time the communication requirements change. Similae consider more general cases where the overlay topology
problems have been previously studied for the design of optiéaldegree-bounded.e., the number of direct neighbors of a
networks [18], [19] but have not been systematically studietbde is limited by an upper bound. Service overlay network

Il. PROBLEM FORMULATION



providers may prefer a degree-bounded topology over a fully-The static overlay topology design problem is the problem
meshed one for several reasons. First, underlying ISPs nadyfinding an overlay topologyZ, under the constraints of
charge the overlay network providers for a certain amouabnnectivity and degree-bound, that can minimize the cost
of fixed maintenance cost for an overlay link in addition téunction f(C,7) for a communication patterg. We term
operation cost proportional to the actual bandwidth usagaich a topologyoptimal-static topologyfor C and denote it
Second, maintaining an overlay link between two overlayy 7*(C). Similar to most other topological design problems,
nodes incurs control overhead to the overlay network providére static overlay topology design problem can be modeled
themselves(e.g., link condition probing overhead [12], [20]as an integer linear programming problem and is an NP-hard
The above types of overlay link maintenance costs are mobblem. For an ILP formulation of the problem and a proof
directly related to the consumption of link bandwidth for delivef its NP-Hardness, please refer to [21].

ering user data and are not formulated in the link cost matrix. If the communication requirement (¢) is constant over
Instead, we characterize these types of link maintenance cdste, i.e., X(¢t) = C for any ¢, then the optimal overlay
using the degree bounds on the overlay topologies — a highepology reconfiguration policy is one that always uses the
degree bound implies more overlay links and potentially momgptimal-static topology foc, i.e., Y (¢t) = 7*(C) for all ¢.
maintenance costand a degree bound serves to reflect an Dynamic Overlay Topology Design Problem

overlay network provider's aversion to these types of cost. o ) )
In this paper, we consider only overlay topologies that are 1he problem formulation in Section II-A applies when the

connected and degree-bounded. We assume for simplicity tR@f?munication requirements do not change over time. In this
all nodes are subject to the same degree bakind < K < paper, we are most interested in the more general cases where

n — 1. (Note that the cas& — n — 1 corresponds to the the communication requirements change over time.

scenario where node degree is not constrained.) We denote th&/€ consider two categories of costs in an overlay network:

set of feasible overlay topologies by 0-1 adjacency matric¥cupancy Cosand Reconfiguration CostThe occupancy
(1., 7 7). cost is incurred while the overlay network is configured

Finally, anoverlay topology reconfiguration polidg the se- in a particular topology whereas the reconfiguration cost is

quence of overlay topologies used by an overlay network oJgfurred whenever the overlay topology is reconfigured.

time, Y (¢), in response to the communication requiremen(l?CCUpanCy Cost: The occupancy cost is the total operation
X(t), changing over time. The problem we are addressif@st for the overlay network to deliver the traffic specified by

in this paper is finding the optimal reconfiguration polic € Qynamic communication fe%‘ifeme@m) over the dy-
Y (t) for a given communication requiremerX (¢). This namlc_overla_ly topo!og)Y(t) s_pecmed by the overlay topology
determination is guided by the cost functions which we discué&configuration policy. That is
later in the section. At
COST,(At) = F(X(#),Y(t))dt 3
A. Static Overlay Topology Design Problem 0
In an overlay network with topolog¢’, the cost of deliv- where At is the time horizon of interest and the function

ering a unit of data from one node to another node is f(C’T).'S deflned n I'Eq.2. . ,
the sum of the operation costs of all overlay links on theﬁeconﬂguraﬂon Cost: Every time the system reconfigures

overlay routing path. Formally, assume the overlay routir{g‘ oyerlay topology to.adap.t to changgs In commgnlcatlop
path betweenu and v is P, then the cost of delivering quirements, a reconfiguration cost is incurred. This cost is

one unit of data from: to v through the overlay network is: the overhgad or the impairment to performance incurred by
the transition from one overlay topology to another.

LT = Z d(u,v) (1) Various costs could be incurred during a topology recon-
(uw)EPuw figuration, depending on the implementation details of the
. . _..overlay. For example, establishing and tearing down overlay
Then an overall operation cost to support a communication,” . X
patternC on this topology is Inks mqurcontrol and _management overheaspecially when
underlying ISPs are involved in the processes. Furthermore,
f(,7)= Z LYY(T) - C(u,v) (2) data in transit during topology reconfiguration is subject to
woeV routing disturbance that incursrouting overheadDepending
on the overlay implementation, when overlay topologies and
routing tables change, data in transit could be simply dropped
by intermediate nodes and requires end-to-end retransmission,
St be rerouted, maybe several times, wandering through a path
with a high operation cost. Finally, rerouting overhead can
e magnified at the end-systems. Data loss and misordering
used by overlay topology reconfiguration are much more
significant than those caused by factors in underlying net-
1According to the handshaking lemma, if the degree bounl ishen the works. They last longer and their impact is system wide. End-
maximum number of overlay links i&2 . systems’ flow control mechanisms that assume low loss rate

in every unit of time. Obviously, functiorf(C,7) is mini-
mized for a givenC and a given7 if the data are routed
through the overlay using minimum-operation-cost path
which are equivalent to shortest paths if we consider, v)
as the distance betweenandwv. In this paper, we assume th
data are always routed through the overlay network followin
the minimum-operation-cost paths.



At, denoted byCOST, (At), is the sum of the reconfiguration
costs incurred for all overlay topology transitions that happen
‘ ‘ during At. The reconfiguration policy construction methods
204055 W ‘ developed in this paper allows plugging in other formulations
‘ of the functiong(-). In Section V-B, we test the use of some
other formulations on the performance of our policy con-
struction methods and find that the performance of resulting
reconfiguration policies remains unchanged.
(a) Protocol A (b) Protocol B Overall Cost: The overall cost of using the overlay over a
time horizon At is the sum of both the occupancy cost and
the reconfiguration cost incurred in the period. Formally,

# of Misorderings # of Misorderings

Fig. 3. Flow Disturbance Caused by Topology Reconfiguration

COST(At) = COSTo(At) + 3 - COST,(At) (5)

and short misordering sequence, e.g., TCP’s window contrg\llhere factord €

X ! . [0,1] reflects the relative weight of recon-
system, the impact of overlay topology reconfiguration can

Iguration cost and occupancy cost; its actual value depends

e.g., data misordering. The experiments are conducted oyg
Whiqh form a simple pverlay. Each node runs a UDP-bqsgangéztingeagse?;ﬁlgg;??sagalnSt each other. The long-run
routing daemon and is remotely controlled from a monitor
in Georgia Tech using XML-RPC remote function calls. To tim inf COST (A ®)
conduct the experiment, we let each node generate one packet At—oo At

per 10 milliseconds to every other nodes and count the

pairs of misordered packets caused by an overlay topolo§@Pology Reconfiguration Policy:Given the communication
reconfiguration. To reconfigure the topology, the monitor sengatterns, X (¢), a reconfiguration policy Y'(t), is essentially
out XML-RPC calls simultaneously to all nodes, commanding set of rules specifying when and how the overlay topology
them to update their neighboring status and routing tabl&lould be reconfigured. The following are three examples.
using one of two protocols. In Protocol A, each nodes updatess Policy 1: Whenever the communication pattern changes,
its routing table immediately after receiving the XML-RPC  the overlay topology should be reconfigured to a random
calls. Due to variation in their network distance from the one.

monitor, the routing tables are actually updated at differente Policy 2: Every 10 minutes, the overlay topology should
times at different nodes. In Protocol B, the monitor provides a be reconfigured to the static-optimal one for the current
future time point in the XML-RPC calls and asks all nodes to communication pattern.

synchronize their updating to that time point. The figures showe Policy 3: Whenever the communication pattern changes,
the resulting amount of misordering for each end-to-end flow the overlay topology should be reconfigured to static-
when the overlay makes transition from one degree-4 topology optimal one for the new communication pattern.

to another one. The figures show that Protocol A incurs leg$ this paper, we concentrate on the class of reconfiguration
flow disturbance than B. But in both protocols, the disturbanggicies with the following properties:

on flows is significant and system-wide.

The formulation of the reconfiguration cost in topology
transition naturally varies for different overlay network imple-
mentations (e.g., protocol for the transition), and it is not our
goal to deal with each specific implementation in this paper.
Instead, at this stage, we are most interested in understanding
the dynamic overlay topology design problem in a more
general manner. We use the total number of overlay links that communication pattertX (¢ + §). All the three example
need to be changed during a overlay transition as a general policies above have this property.
approximate mgtric fqr the reconfigur'ation cost. Formally, the . Deterministic. GivenX (¢), Y () and X (t+3), the choice
topology reconfiguration cost metric is of Y(t + §) is deterministic rather than probabilistic.

9 Tora, Tnew) = Z 1 To1a(,v) — Trew (u, )] (4) Policies 2 and 3 have this property while Policy 1 does
u,v not.

« Reactive. A change in overlay topology can only be
triggered by a change in communication pattern. Policies
1 and 3 have this property while Policy 2 does not.

o Memoryless. Assume the overlay topology changes at

time ¢, the choice of the new overlay topology(t +

0) depends only on the current communication pattern

X(t), the current overlay topology (¢t) and the new

where 7,4, Toen are the old and new overlay topology re- A reconfiguration policy in this class is essentially a func-

spectively. The total reconfiguration cost over a time horizoOn that maps each possible triple of current communication
patternC,;4, current overlay topolog¥,;; and new communi-

2system specific weighting factors are absorbeg iim Eq.5. cation patterrC,,.,, to a new topologyZ,,..,. It is possible that



PO, SO @ the system keeps the same optimal policy when we gradually
©) @ © ©) < > increase the weight of reconfiguration cgstg Eq. 5), until
1@ @1 1@ © © it reaches certain thresholds. Fig. 5 shows the optimal policies
. . when we set the3 to different values. The system’s state
is denoted by a tuple of a communication pattern and an
Fig. 4. X (t) With Two Communication Patterns overlay topology. An arrow pointing from<Coq, 701> to
<Crew, Tnew> indicates that the optimal policy reconfigures
the overlay topology t&,,.,, when it is in state<C,;4, 714>
Trew = To1a, in Which case the overlay topology remains thend the communication pattern change<te,,. We observe
same despite a change in communication pattern. The id#®lt the system, starting from any state, steers itself into a
goal is to find theoptimal reconfiguration policythat can recurrent chain of states, possibly after a few steps of initial
minimize Eq.6 for a given model oX (¢). The problem is NP- topology reconfiguration, and stays within the chain (The
hard because even the static version of the problem (descriketresponding chains are shown Fig. 6. We omit the figure for
in Section 1I-A) is NP-Hard. Please refer to Appendix A ang = 10000000 since it is the same as Fig. 5.(d).) We term the
[21] for a detailed discussion. chain anoptimal reconfiguration chaimf the optimal policy.
C. Methodology Note that an optimal policy could have more than one chain.

hodol s theref by ob , Not all feasible overlay topologies show up in the chains.
Our methodology is, therefore, to start by observing thgne nymper of distinct topologies in a chain generally indi-

general properties and structures of the optimal reconfiguratigg[es the system’s aggressiveness. When the weight of recon-
policy on small, solvable cases, and then use the observatiagaraﬂon costis low (e.g/3 — 0 or 3 = 0.3), each optimal re-

as geur_lstmﬁlto solve tdhe problem f?]r Iarr]ge cases. Pl?rtlculz nfiguration chain has two distinct topologies and the system
In Section 1ll, we study systems that have a small NUMbg[, v reconfigures the topology whenever the communication
of nodes and in whichX (¢) is a continuous Markov process,

) di d d f le. h h imal polic attern changes. When the weight is high (e®y= 0.4 or
Intending to un erst.an , for example, ow the optimal po 'C"%: 10000000), the system becomes conservative and tries to
are affected by various characteristics %ft) and the level

f . 4 Then in Section IV avoid reconfiguration cost, and each optimal reconfiguration
of reconfiguration cost. Then in Section 1V, we use our of “hain, therefore, contains only one topology. The existence of
servations as heuristics and propose heuristic-based solutigise one than chain in an optimal reconfiguration policy is
that are applicable to problems with large number of nodes g, rejated to the system'’s aggressiveness: the system prefers

W't,t} ?or:r—]Mta;kowantX (). he& (1) i i Mark the “nearest” optimal reconfiguration chain that it can reach
ote that for systems whet¥(¢) is a continuous Markov with minimum initial reconfiguration cost. Our calculation

decC|iS||o IZi Process, tthe dynatmr:hc;toEology qe.s 'gn problerr;cané}%ws that the initial reconfiguration cost for different initial
modeled as a continuous tinidarkov decision procesg22]. states varies little unless the value®fs high. In the extreme

E'ach. state in thf ?:}?S'O” %rociss gk())ln3|sts IOf one ?Omrﬂﬂée whergd = 10000000, the potential initial reconfiguration
nication pattern fromX (¢) and a feasible overlay topo 09Y-cost is so high that the system simply sticks with its initial

A policy of the Markov decision process, corresponding t8verlay topology

a topology reconfiguration p_o_licy in the original problem, is Fig. 7 presents a more complex system whae) has six
::r:)mposet;j of fa sgt Of. dg}usmnst, one at eI?Ch state. Wr&%'?nmunication patterns. Fig. 8.a plots the number of distinct
the nl;m tir 0 nobes |r; tet sys_emt_llls sma (e.gb.l, no (;n? Serlay topologies in the optimal reconfiguration chains, the
an . ), the number o states 1S slill manageable an onfiguration cost (after weighting with), the occupancy
deqsm_n process can be practically solved using Howar st and the overall cost, respectivelfhe figure shows that
501'93'/ (;t%r?ltlon _algorlthm [22]. Please refer to [21] for &he system’s sensitivity to the weight of transition cost is
etalled discussion. discrete and threshold-based: the whole rangg of divided
[1l. PROPERTIES ANDSTRUCTURE OFOPTIMAL into ranges by some thresholds; the system’s strategy stays
RECONFIGURATIONPOLICIES basically the same when the value®ftays within the same

Our goal in this section is to understand the structure af@Nge but changes abruptly when the valugjatrosses into
properties of the optimal overlay reconfiguration policies. T8NOther range. Within the same range, the system’'s aggressive-
that end, we experiment on a sample network overlay withN€SS remains at the same Ievgl, the.occupancy cost remains at
nodes and present our findings in this section. th_e same Iev_el, and the reconfiguration cost (before we_lghtlng
Reconfiguration AggressivenessEig. 4 shows a simple com- With ) remains the same. When the valugjoérosses up into
munication requirement transition model with two commung@nother range, however, the system’s aggressiveness drops into
cation patterng; andC,. We setd(u;, u;) = 1 for any pair of 2 lower level, t.he occupancy cost jumps up to a higher level,
nodesu,; andu;. The degree bound of the overlay network@nd the reconfiguration cost drops to a new level. The plot f_or
is set to2, so there ard?2 feasible topologies We find that the overall cost, however, is always continuous and monotonic.

3There are actually 72 overlay topologies that are connected and with degre@if there are multiple optimal reconfiguration chains in the optimal policy,
bound 2. For simplicity of presentation, we only count the topologies in whichie take the expected value, assuming the system starts from a random state
each node’s degree exactly?2. with equal probability for all states.
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Fig. 5. Optimal Policies. Solid arrows and dashed arrows show how the overlay topology is reconfigured when the communication pattern chénges from
to C2 and fromCsy to Cy, respectively.

@ps=0 (b) 3=0.3 (c)p=04
Fig. 6. Optimal Reconfiguration Chains. Solid arrows and dashed arrows have the same meanings as in Figi®. 7. X (t) with Six Communication
Patterns
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Fig. 9. Optimal Reconfiguration Chains. Solid arrows represent transitions between states with different overlay topology, while dashed arrows represent
transitions between states with the same overlay topology.

We also find that the thresholds and the division ®f Fig. 9 presents some optimal reconfiguration chains for the
ranges depend on the level of transition rates between tteemmunication requirement transition model shown in Fig. 7.
communication patterns. Fig. 8.b and c presents the graphsFig. 9.a,C, and C5; share the same overlay topology and
when the transition rates are at two other levels. They shakerefore there is no topology reconfiguration when the system
that the 3 thresholds move to the left when the transitiomake a transition between them. In Fig. €pandC; are also
rates are scaled up; the higher the transition rates are, the Esaring the same overlay topology. Informally, we refer to the
aggressive the system is. set of all communication patterns that share the same overlay

Internal Structure of Optimal Reconfiguration Chains: The fopology in the optimal reconfiguration chain aschuster
optimal reconfiguration chains also have internal structuré/hen each communication is associated with only one overlay



topology in the optimal reconfiguration chain, the clusters are  keeps its overlay topology unchanged (or at least after
mutually exclusive, as those in Fig. 9.a and b. In such cases, an initialization period). The reconfiguration cost is zero
the formation of clusters in an optimal reconfiguration chain and the optimal policy is the one that minimize the
can exactly define the chain: the system keeps its overlay overall occupancy cost. We call this policy tiNever
topology when making a transition between communication  Change Policy (NCR)
patterns in the same cluster and reconfigures when it crosse8) Middle Area: 3 is betweeng, and ;. The system’s
clusters; when a reconfiguration occurs, the system always behavior is fine tuned. This area can be divided into
reconfigures to the overlay topology shared by the next cluster. more threshold-based ranges. Simple policies, such as
There are cases, however, that a communication pattern may ACP and NCP policies, are not good and we need a
be associated with multiple overlay topologies in the optimal ~ more complicated method for constructing the optimal
reconfiguration chain. Fig. 9.c shows an example in widigh policy when the value of is in this area.
belongs to two clusters, one including only itself, another one
including alsoCy,Cs. When clusters overlap, the formation
of clusters in an optimal reconfiguration chain cannot exactly
define the chain. Our experiments, though, show that mostwWhen the system has a large number of nodes or the process
communication patterns are associated with only one overlafytransition among communication patterns is not Markovian,
topology in optimal reconfiguration chains. we cannot obtain the optimal reconfiguration policies by

We observe that the formation of clusters within an optimalblving a Markov decision process. In this section, we propose
reconfiguration chain is affected by two categories of factonsiethods for constructing good reconfiguration policies for
Global factors, such as the weight of the reconfiguration cdsiese more general systems. We develop heuristic methods
and the level of transition rates, affect the number of distinthiat reflect the properties and conform to the structures we
overlay topologies, as previously discussed, and, therefore, tHxserved in the optimal policies in Section IlI.
number of clusters. In another category are local factors that , .
affect whether two given individual communication patternd- Always-Change Policy and Never-Change Policy
will be put into the same cluster. We identify three important The Always-Change Policy is simple: the system always re-
local factors in our experiments, namely, fhebalance of the configures to the static-optimal topology for the next commu-
occupancy timef two communication patterns, thdavel of nication pattern whenever the communication pattern changes.
couplingand theirsimilarity. Due to space limitations, we skipThe subroutine for finding the static-optimal topology is
detailed discussion. Please refer to [21] for the definitions discussed in Appendix A.
these factors and their effects. The Never-Change Policy never changes the overlay topol-
Summary In summary, from the case studies we understagy. Since the reconfiguration cost is zero, the optimal policy
the structure of the optimal policyThe optimal policies are is one that minimizes the overall occupancy cost. Assume
composed of one or more optimal reconfiguration chains. THeere areN distinct communication patterns ik (t) and the
system steers itself into one of the optimal reconfiguratigrercentage of occupancy time for communication pattgrn
chains after a few steps of initial reconfiguration if it followds 7;, then the long-run average of the overall cost is:
the optimal reconfiguration policy. Within an optimal reconfig- . . COST(AY) a _

im inf :Zm~f(ci,7')
i=1

IV. CONSTRUCTINGRECONFIGURATIONPOLICIES FOR
LARGE SYSTEMS

uration chain, communication patterns form clusters, defined a:—oo At

by a distinct topology in the chain. Clusters can be overlapping N N

or exclusive but most communication patterns are associated _ Z’” Z LY (T - Ca(u, v) = f(z 7:Cs, T) %

with only one overlay topology. Topology reconfiguration is

triggered only when the system makes a transition across

clusters. Two categories of factors affect the formation of where7 is the common overlay topology in the NCP policy.

clusters: global factors affect the number of clusters while local.7 shows that to minimize the long-run average of the

factors affect whether two individual communication patternsverall cost,7 is actually the static-optimal topology for a

fall into the same cluster. virtual communication pattenzili ,mC; and can be found
From the above case studies, we also learrsthacture of using the subroutine in Appendix A.

the problemof constructing an optimal reconfiguration policy, o

which roughly divides the whole range gfinto three areas: B. Cluster-Based Policies

1) Lower Extreme Areas is lower than a threshold,. The ~ Inspired by the properties we observed in Section Ill, we
reconfiguration cost is trivial and the optimal policy igropose Cluster-Based Policies(CBP) as heuristic approxima-
the one that always reconfigures the overlay topolod&@n to the optimal reconfiguration policy. The basic idea of
to the static-optimal one for the next communicatiofonstructing CBP policies is to mimic the structure of the
pattern. We call this policy thélways Change Policy optimal ones:

(ACP). 1) We group the communication patterns into non-

2) Upper Extreme Area3 is lower than another threshold overlapping clusters and find a common overlay topol-
£1. The system is extremely conservative and always  ogy for each cluster; the common overlay topology for

i=1  wuweV i=1



. I PROCEDURE CONSTRUCT-CBP-POLICY
a cluster is one that can minimize the overall occupantyyiaiize-cClusters :

cost for the whole cluster. randomly assigrCy, Cx, ... Cy 10 S1, S2, ... ST, ;
2) Whenever the a communication pattern transition occur'%?fJUSt'C'l;StefS o i ol 1<i< N

. . . P or each communication pattety, 1 < 2 < .

if the next communication pattern is in the same cluster e most suitable clustei™ for e

as the old one, the system keeps the current overlay for each clusterS;, 1 < j < L:

topology, otherwise it switches to the common overlay temporarily moveC; to Sj;

convert the clusteringq, S2, ... Sp) to policy P; — line (al)
topology of the newly entered cluster. evaluate the cost of polic?: ~ line (b)

The CBP policies maintain the essential structure of the real 'rf;v‘chstéhgf'usm”"g with the least cost in the above loop;
J 1

optimal policy but simplify it in the following terms: first, there Loop-Back :

is only one optimal reconfiguration chain in the CBP policies; 90 back to Adjust-Clusters until the clustering does not change;
second, every communication pattern is associated with ol :én':'lgﬂdt'ﬁe clusteringe, Sa, ... Sz to policy P: — line (a2)
one overlay topology (and therefore only one cluster) andreturn policy P;

all clusters in CBP policies are non-overlapping. The simpli-

fication allows us to construct the CBP policies efficiently. Fig. 10. Pseudo-code of Constructing Cluster-Based Polices
Performance evaluation in Section V, however, shows that

CBPs are almost as good as the real optimal policies.

: . . . The common overlay topology for a cluster is one that
Fig. 10 sketches the algorithm for constructing CBP poIE y topology

. X . ) an minimize the total occupancy cost of the cluster. For-
cies. The algorithm needs three types of input aboy): the mally, consider a cluster containing communication patterns

set of distinct communication pattern’;|1 < ¢ < N}; the Ca.....C., the common topology of the cluster is an

average percentage _Of occupancy time that the SVSte'T”_ r%bgrlay topologyZ that minimizes the occupancy cost of the
with C;, denoted byr;; and the average number of transition, 1" cjusterCOST. (Af) = 3 mAt- f(Ci, T). Similar
. c - i=1 " (3 .

from C; to C; per unit of time, denoted by;;. The value of tﬁg the logic in Section IV-A, this optimal common overlay

m;'s andb;;'s can be estimated in a real system via statistic ; . . -
modeling Jmethods Specially, for applicai{[ions in which th pology is actually the optimal-static topology for a virtual

" A 0
transitions between communication patterns can be model %Lnr
with Markov or Semi-Markov processes;’s andb;;'s can be

munication patterd_;_, m;C; and can be found using the
outine in Appendix A.

. . . . Iculating Poli A 7, is th I i
derived from the transition model by calculating the statlona&acco%argzgi c;tilgr): g;‘:’;rd_sil;r?ﬁ e pISIit Cye g’s g aﬁ?é ?ns 2983?3

probabilities of the processes. policy, each communication pattern is associated with only

As most k-means style clustering_ algorithms, the propes,e overlay topology, we havéim infa; . COSZIt)(At) _
number of clusters needs to be estimated beforehand, ba;:eﬂ 7 f(Ci T +5'2N ZN (i, T, C;u T5) - by
on the weight of reconfiguration cost. The proper number car*=! """ """ ™" i=1 2uj=1 9\ 200 £3) 7 Dig-

also be found by trying out all numbers in a certain range V. PERFORMANCEOF APPROXIMATE POLICIES
(in worst case, from to the total number of communicationp performance of Constructed Policies — Small Networks

patterns) and choosing the one that generates the best resultr .
) o , able | shows the actual experimental parameters we use to
Assume we are clusteriny communication patterns into generate a typical case problem.

L clusters. The algorithm starts by randomly assigning/the Fig. 11.a compares the cost of the optimal policy, the ACP
communication patterns intb clusters. During each iteration,

X - T olicy, the NCP policy and thbestCBP policy for the same
the algorithm reassigns each communication pattern to tg'&'se constructed using the parameters in Table I. Among all

cluster that is most "suitable” for it. The iterations stop whepgp pojicies resulting from using different number of clusters
the clustering converges and the policy corresponding to thei,e clustering algorithmi in Fig. 10), the best CBP policy
final clustering is returned as the result of the algorithm. s jefined as the one whose cost is most close to that of the
In Fig. 10, lines (al) and (a2) involve a procedure that cogptimal policy. The y-axis represents the policy cost. The x-
verts a clustering to its Corresponding cluster-based reconfi%s represents the spectrum of the We|ght assigned to the
ration policy and line (b) involves a procedure that calculatggconfiguration cost. The figure shows that the cost of the NCP
the cost of the policy. We describe the two procedures in detgilicy does not change when the weight of reconfiguration
in the remainder of this section. cost is increased because the policy operate with a single
Converting Clustering To Policy The major task in this policy and does not incur a reconfiguration cost. The cost of
procedure is to find one common overlay topology for eadthe NCP policy coincides with that of the optimal policy for
cluster. Once the common overlay topologies are decided, théarge 3, which means that NCP policy is actually optimal
policy is fully defined by the following rule: whenever thewhen the weight of the reconfiguration cost is beyond a certain
system makes a transition between communication pattethseshold. The figure also shows that the ACP policy is actually
within the same cluster, the overlay topology is not changediptimal when the weight of the reconfiguration cost is below a
whenever it makes a transition across clusters, it reconfigustain threshold but its cost increases very quickly when the
the overlay topology to the common overlay topology for theveight of the reconfiguration cost is large. Finally, the figure
newly entered cluster. shows that the CBP policies approximate well the optimal



parameters small network large network

underlying native network - Internet graph generated using GT-ITM, 1400 nodes: 1
transit domain(200 nodes), 20 stub domains(60 nodes
in each stub)

number of overlay nodes 5 40, randomly selected from the stub domains

overlay link cost matrix random value in range [10,15] | number of hops in native network

number of communication patterns 10 10

number of transitions from each communication pattérrandom integer in range [1,3] random integer in range [1,3]

transition rates between communication patterns random value in range [2,6] 1

data demand between pairs of overlay nodes in commandom value in range [0.1, 10Q] 1 for 15 percent of total pairs (randomly chosen), O for

munication patterns other pairs

degree bound on feasible overlay topologies 2 4

number of feasible overlay topologies 72 -

TABLE |

EXPERIMENT PARAMETERS

18800 - T T T T 18600 10 18550 - - 10
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Optimal Policy -
Never-Change Policy -
Always-Change Policy &

Resulting #Clusters vs Given #Clusters ---x---

18700 18500 Cost of Optimal Policy 19

18500
18600
18400
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Policy Cost
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18000 |-
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17800 : : . . . 17800 ¥—— . ; . . - . . 1 18200 K- 1

0.001 0.01 0.1 1 10 100 1000 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
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Fig. 11. Performance of Approximate Policies Against Optimal Policies — Experiment With 5 Nodes
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(a) Markovian Cases (b) Non-Markovian Cases (c) Magnification of (b)

Fig. 12. Performance of Approximate Policies Against Optimal Policies in — Experiment With 40 Nodes

policy when the weight of the reconfiguration cost is in itpolicy whose cost is most close to that of the optimal policy.
middle range.

For the %ame cases, figures Fig.11.(a)-(b) show how t{Be Performance of Constructed Policies — Large Networks
resulting clustering and the performance of correspondingWe also experiment on problems with a larger number of
CBP policies are affected by the number of clusters input to thedes. We generate a native network using GT-ITM topology
clustering algorithm. Figures (a) and (b) are for two differergenerator [23] and select some native nodes from the stub
weights on reconfiguration cost (n Eqg. 5), respectively. The domains as overlay nodes. We assume the transitions between
x-axis represents the number of clusteis, that we input to communication patterns are Markovian. Table | shows the
the algorithm. The right y-axis represents the actual numberadtual experimental parameters we use to generate a typical
non-emptyclusters in the resulted clustering; the figure showese problem.
that clustering algorithm does not necessarily use up all theFig. 12.a presents the costs of different policies for this
clusters if it finds that less clusters give better result. The rightoblem. The plots of NCP, ACP and best-CBP are very
y-axis represents the cost of resulting cluster-based policy. T$imilar to those in Fig. 11.a. The figure also presents the cost
figures show that a good estimation of the proper number @f a naive policy that randomly chooses a feasible overlay
clusters can help the algorithm to find the best cluster-basegology and sticks with it, a policy that is actually used
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by many overlay applications. The cost is the mean @ger y
random feasible overlay topologies. The figure shows that_*_// M

2000

NCP, ACP and CBP policies perform much better than th&s=""oa"o:" %" % = o oo w15 ™ w o
naive policy in their applicable ranges.

Our policy construction methods are applicable to non-
Markovian cases. Fig. 12.b presents the performance of NER,14. Degree of Overlay Networks versus Cost of Reconfiguration Policies
ACP, best-CBP and the naive policy for a non-Markovian
problem. Most parameters for the experiment are the same as
those given in Table I. The transitions between communicatigfdss the link in topologyZ,;;. For NCP and random-NCP
patterns, however, are semi-Markovian this time: we fifgplicies, the use of a new formulation does not affect the
randomly assign the transition probabilities in the embedd@gumng policies and their cost. For ACP, the policies them-
Markov chain, and then, for each transition, we assign thgjyes are not affected; their costs changed, reflecting the new
average pre-transition occupancy time to a random valuesdpmylation, but the difference is trivial whehis in its lower
the range(0.2,1). o o range (where ACP policies are applicable). So only CBPs are

The plots in the figure are very similar to those in Fig. 11.B¢cted. Fig. 13 compares the experiment results from the
the NCP, ACP and CBP policies perform much better tha,, tormulation (Formulation 2) to those in Fig. 12.a (the
the naive policy in the|r. applicable re.mges'and the CB'tD\ﬁo sets of experiments use the same set of parameters except
2?apizwcellnghﬁige?iiwe?gg ?;rr?ﬁgnf'gxirggoxhg;ts\ﬁ”el%r the reconfiguration cost formulation). The figure shows
raglée ['2 16] gnd CBPsg.outp.erform botI?] NCP and ACP Bt at the CBPs perform similarly under the new formulation.

' ' hey generally become less aggressive though, because the

the policy-cost and the number-of-cluster plots for the besk, el 1oion numerically generates higher reconfiguration
CBPs show general trends similar to those in Fig. 8. Trﬁgst thanuthe old lojne Y9 9 gu

reaffirms our belief that the way we construct CBPs refle&?
the.basic structures_ of the optimal policies and managesct_o Effect of Degree Bound
achieve the essential tradeoff between the occupancy cost
and the reconfiguration cost inherent in the dynamic overlayAs discussed in Section Il, the degree bound of an overlay
topology reconfiguration problems. Note that there are "ripharacterize the types of link maintenance costs that are not
ples”, however, in both plots. This is due to the fact théirectly related to the bandwidth consumption for delivering
the constructed CBPs are merely approximate alternativesiser data. It reflects an overlay network provider's aversion
the optimal policies and the fact that our clustering algorithta these types of cost. In this section, we are interested in
and simulated annealing algorithm are also approximate. Turelerstanding how dynamic topology reconfiguration policies
ripples, however, are minor; the constructed CBPs perfoare affected by the degree bound, and the other way, what
consistently in approximating the optimal policies. dynamic topology reconfiguration implies to the choice of
Finally, in our policy construction methods, the formulatiodegree bound.
of function g(-) in Eq.4 can be substituted with other formu- Fig. 14 shows how the degree of an overlay network affects
lations without affecting the applicability of the algorithmshe cost of the reconfiguration policies. Most parameters for
Fig. 13 shows the cost of resulting policies when anothgfe experiment are the same as those given in Table I. The
formulation transitions between communication patterns are Markovian.
Zw(u,v) NTora(,0) — Tew (1, 0)] From eac.h' communication p_a.ttern, the system can make up
to 4 transitions and the transition rates are random values in
i ) ) ) range [1,5].
is used, whereo(u,v) weights the overlay linku, v) with  1he “for figures show the cost of the NCP, ACP and
the number of end-to-end minimum-operation-cost paths t%%tst—BCP policies when we set the degree bound of the

overlay network to4,6,8, and12, respectively. We have three

(c) Degree = 8 (d) Degree = 12

u,v



interesting observations from these experiments. First, the cpstformance. Finally, our studies have shown that, dynamic
of the policies decreases when the degree bound increasesology reconfiguration helps to reduce the need to very high
Intuitively, on one hand, with larger degree bound, there an®de-degrees in overlay topologies, which potential incurs
more feasible overlay topologies; the system may be alfigh overlay link maintenance cost.

to find better overlay topologies with lower occupancy cost.
On the other hand, with larger degree bound, the system
may be able to establish new overlay links without havinq1
to tear down the old ones; this reduces the reconfiguration
cost. This suggests the overlay network designers use larger
degree bound when possible. Second, however, the gain

using a larger degree bound varies. In Fig. 14, when the

degree bound is increased frofrto 6, both the cost of ACP

and that of the NCP decrease significantly. When the degree
bound is increased from to 8, however, only the cost of the
NCP decreases significantly. This suggest that overlay netwokK
designers should not pursue larger degree bounds blindly.
The benefit may be limited, especially when the weight of
reconfiguration cost is at its low range — by allowing thel5]
overlay topology to be dynamically reconfigured, the need for
a higher degree bound can be reduced. Finally, consider tisg
space below the plot of the best-CBP and above the plot of the
ACP in the figures. The space indicates how much the CBP
can outperform the ACP and the NCP in their applicable range.
Notice that the space becomes narrower when the degree
increases. This suggests that the CBPs outperform ACP a
NCP most when the overlay networks have a very restrictiv

degree bound.

VI. CONCLUDING REMARKS

We have studied the problem of dynamically reconfigurin[go]
the topology of an overlay network in response to the changes
in the communication requirements. We have considered tidl
costs of using an overlay: the occupancy cost and the re-
configuration cost. The ideal goal is to find the optimghy
reconfiguration policies that can minimize the potential overall
cost of using an overlay. The problem is NP-hard and good
approximate policies are called for. We have studied thes
properties of the optimal policies through experiments on
small systems. We then used our observations as heuristj
and proposed methods of constructing approximate policie

Our studies have shown that dynamic overlay topology

reconfiguration can significantly reduce the overall cost

using an overlay. It allows an overlay network provider to takgg)
advantage of the superior configurability generally provided

by the overlay networks. Our studies have also shown that the
optimal reconfiguration policies have structure and this allows
us to construct good-performance approximation policies by

mimic the observed structure of the optimal reconfigurati

policies. In many scenarios, a simple topology reconfiguration
policy (ACP or NCP) can actually serve as a optimal policy19]
In other scenarios, the more complicated CBP policies can be

used to approximate the optimal policies. Our studies h

shown that our methods of constructing ACP, NCP and CBP
policies are applicable to various models for the dynami¢&!l
of the communication requirements and formulations for the
reconfiguration cost, and the resulting policies have good

f J. Touch, Y. Wang, L. Eggert, and G. Finn,
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PROCEDURE FIND-OPTIMAL-TOPOLOGY
Initialize :
construct a random initial point and calculate its cost;
let Optimal-Topologybe the current topology;
let Optimal-Costbe the current cost;
estimate the initial temperatuf&, and let current temperatufg = Tp;
Repeat phases unffl is close enough to zero: ) ) )
set the stop temperatuf& of this phase to: 7 ; — ¢ > 1 Fig. 16. Mutating Operation 2

¢
Repeat moves until’ reachesT:
randomly mutate the current topology using one of the operations; « Operation 3: This is a derivative of Operation 2. This

repeat the above step until the resulting topology is a connected one; .
evaluate the cost functiofi of the new topology operation randomly chooses four nodes that form a local

calculate the change of coAtf; setup like Fig. 17.a and converts it to either Fig. 17.b or
if Af < 0, accept the new topology; else accept with probabHFtAgri; Fig. 17.c.

if Af < 0, updateOptimal-Topologyand Optimal-Cost

let T'= pT; — geometric coolingp is typically in [0.95,1)

letT =¢T.; — reheatingp >¢>1
Output Optimal-Topologyand Optimal-Cost

Fig. 15. Pseudo-code of Finding Optimal-Static Topology Using Simulated
Annealing

Fig. 17. Mutating Operation 3

APPENDIXA: FINDING STATIC-OPTIMAL OVERLAY These operations allow the algorithm to move towards

TOPOLOGY FORA SINGLE COMMUNICATION PATTERN any feasible solution gradually and continuously without ever
ecﬁving the space of feasible solutions.

In this appendix, we present a Simulated Annealing baZF" ial Temperature Kirkpatrick [24] suggested to set the

|
?Igorthmffor sol_vmg the lproblem of _ﬂn?_mg th?tStat'(_:l_'r? ptim nitial temperature to one that results in an average acceptance
Iopo ogy for a gl\ller:c sing Ietc%mmuglca;}on FI)IaAem.d e Klrlg?)'robability of about 0.8 for uphill moves from the initial point.
em 1 previously formulatec in section 1-A and IS ‘We estimate the initial temperatufi in the following way:
hard [21]. An heuristic algorithm for solving this problem IS,y attempt a number of random cost-increasing moves, all

a necessary subroutine for constructing the NCP, ACP m the initial point, observe the average increase in Gbgt,

CBP_poI|C|es discussed in section IV. We only sketch the?nd then calculate the initial temperatdigby: Ty — 2.
algorithm here. Please refer to [21] for a complete treatmeRt lina Scheduleln the i he choi ‘ n(0-8)|_
(i.e., literature and performance evaluation). nnealing Scheduleln the literature, the choice of annealing

Simulated Annealing is a global optimization m(_:‘,[‘,:l_schedule is quite problem specific. In several large combinator-

. . I . ... ial problems, researchers use geometric cooling for expediency
algorithm. Starting from an initial solution and an mmalyet get good result with the help of reheating [25]. We follow

temperature the meta-algorithm walks randomly in the SO'&Ph%same direction. We try different types of schedules and find
L
I

lution space. Cost-decreasing moves are certainly accepjie

: ; . . - the following one is good for our problem. The schedule is
while cost-increasing ones are accepted only with a probabil Y . P
Af . , , .__composed of phases. In th#h phase, starting from the initial
P = e7, where Af is the increase in the cost functio

d7 is th d ) d i alue T, the temperature is multiplied by each time the

.f and T '.S the temperature. By gcrement!ng an p‘?ss' gorithm attempts a move (no matter if the move is accepted
incrementing the temperature following a deliberat@ealing ), rejected), i.e.T?,, — pT”, where p is typical a value
schedule this probabilistic process will finally stabilize at 3petween 0.95 and T{Nhen trI;e temperature reaches 4an

final solution. The overall structure of our algorithm is ShOWQ/hereqb > 1, the algorithm ends the current phase. It reheats
|n.|_:|g. 15_' ) the system by multiplying the temperature §ywhereg > 1,

Initial Point The algorithm starts from a random overlay,ng enters thep + 1)th phase with a starting temperature
topology that is connected and subject to degree bdkind T5+1 _ gTS. By choosingy > ¢, €.9.,¢ = 3 ands = 2
Searching for a Solution Finding another feasible solutionhe temperature goes down after each phase and eventually

task in the probabilistic walk-around. We accomplish the tagffgorithm exits.

by first mutating the current feasible overlay topology into a



