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Redundant Filterbank Precoders and Equalizers
Part I: Unification and Optimal Designs

Anna Scaglione,Student Member, IEEE, Georgios B. Giannakis,Fellow, IEEE, and Sergio Barbarossa,Member, IEEE

Abstract—Transmitter redundancy introduced using filterbank
precoders generalizes existing modulations including OFDM,
DMT, TDMA, and CDMA schemes encountered with single- and
multiuser communications. Sufficient conditions are derived to
guarantee that with FIR filterbank precoders FIR channels are
equalized perfectly in the absence of noise by FIR zero-forcing
equalizer filterbanks, irrespectiveof the channel zero locations.
Multicarrier transmissions through frequency-selective channels
can thus be recovered even when deep fades are present.
Jointly optimal transmitter-receiver filterbank designs are also
developed, based on maximum output SNR and minimum
mean-square error criteria under zero-forcing and fixed
transmitted power constraints. Analytical performance results
are presented for the zero-forcing filterbanks and are compared
with mean-square error and ideal designs using simulations.

Index Terms—Block transmissions, communications, digital
subscriber loops, discrete-multitone and discrete-wavelet mul-
tiplexing, downlink channels, filterbanks, intersymbol and in-
terchip interference, joint transceiver optimization, minimum
mean-square error receivers, orthogonal frequency-division mul-
tiplexing, precoding, pre-equalization, time- and code-division
multiple access, zero-forcing.

I. INTRODUCTION

REDUNDANCY at the transmitter builds diversity in the
input of digital communication systems and is well moti-

vated for designing error correcting codes (see e.g., [2, ch. 9]).
However, especially with block transmissions, where the data
stream is divided into consecutive equal-size blocks [11], the
redundancy added to each block offers also a powerful tool for
removing interblock interference and devising simple yet ef-
fective schemes for intersymbol-interference (ISI) suppression.
Examples of block transmissions include orthogonal frequency
division multiplexing (OFDM) [10], coded-OFDM (COFDM)
[41], discrete multitone (DMT) [3], [19], [25], and pseudo-
random or wavelet based precoded transmissions for code-
division or discrete-wavelet multiple access (CDMA/DWMA)
[1], [26], [30], [38]. Recently, input redundancy has also
been exploited for blind ISI mitigation [13], [32] to ob-
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viate channel zero restrictions imposed by spatio-temporal
output diversity methods relying on fractional sampling and/or
multiple-antenna reception [22], [33], [34]. As opposed to error
correcting coders, block-precoded transmitters operate in the
complex field rather than the Galois field and explicitly take
into account the presence of frequency-selective fading.

Despite the high potential of block transmission systems,
a unifying framework able to encompass existing modula-
tions and equalization schemes, as well as general channel
identifiability conditions leading to improved optimal design
alternatives, is lacking. As will be discussed in detail in
Sections II and III, a good candidate is the multirate filterbank
transceiver model, which has also been considered in [1], [10],
[13], [30]–[32], and [36]–[39]. Perfect reconstruction (PR)
synthesis filterbanks at the transmitter and analysis filterbanks
at the receiver allow perfect recovery of communication sym-
bols, but the challenges arise with ISI-inducing channels and
noise, both of which destroy the PR property. Filterbank (FB)
transceivers for ISI and noise mitigation will be our focus
herein. In a different context, PRFB’s have been used also
as data compressing transforms designed to optimize coding
gains and suppress quantization noise (see e.g., [9], [17], and
references therein).

Building on the filterbank precoding framework, our objec-
tive in this paper is threefold: i) to unify the aforementioned
modulation/precoding schemes under the filterbank framework
of Fig. 1 (Section III); ii) to develop sufficient conditions for
existence of FIR zero-forcing (ZF) filterbanks, which, in the
absence of noise, equalize perfectly any FIR channel using
FIR decoder filterbanks (Section IV); and iii) to derive jointly
optimal FIR transmitter-receiver filterbank pairs, which, in
the presence of noise, maximize the output SNR or mini-
mize mean-square error under transmitted power constraints
(Section V). Simulations are presented in Section VI and
concluding remarks in Section VII.

II. FILTERBANK TRANSCEIVER MODEL

Fig. 1 shows the discrete-time multirate equivalent model
of our baseband communication system using filterbank pre-
coders. The input serial data stream is converted into

parallel substreams , where
denotes the th symbol in the th block of symbols,
distributed on the filterbank branches via advance-elements
and downsamplers by . Upsamplers by insert
zeros after each symbol, and theth upsampler’s output is

, where denotes Kronecker’s
delta. Assuming , the redundancy introduced per
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Fig. 1. Multirate discrete-time baseband equivalent transmitter/channel/receiver model.

transmitted block is measured by the ratio ,
whereas at the receiver, the rate is reduced by the same
amount restoring the original input data rate. Indicating by

the impulse responses of filters at each branch
of the transmit filterbank, our precoder’s output is1

(1)

From an input–output (I/O) point of view, our transmit-
filterbank precoder takes size- blocks of , vector filters
them, and maps them to size-blocks of . After passing
through the linear time-invariant (LTI) channel , the data
received in additive Gaussian noise (AGN) are

(2)

A mapping mirror to (1) takes place at the receiver, where
size- blocks of are mapped to size- blocks of
after being filtered through the receive-filterbank composed,
in general, of branches

(3)

Although (1)–(3) result in a rather cumbersome I/O re-
lationship, they can be expressed compactly in a matrix
form. Let and be the polyphase vectors

and
, re-

spectively. Denote by , the vectors
and

1We assume continuous-time Nyquist signaling pulses; hence, their effect
disappears in the discrete-time equivalent model [24, pp. 542–547].

, respectively. The
vector form of (1) and (3) then becomes

(4)

(5)

where the elements of the and matrices
and are

(6)

(7)

with the columns of the th ( th) matrix ( ) contain-
ing the th ( th) segment of length ( ) of the filters’
impulse responses ( ). The transmit
and receive filterbanks in the system of Fig. 1 have the same
structure, contrary to what is usually employed in the perfect
reconstruction (PR) filterbank literature [35], where filterbanks
have equal number of branches but filters, up/downsamplers,
and delays are located on the opposite side relative to Fig. 1.
However, the two structures can be made equivalent. In
fact, (6) and (7) establish that and

. Defining filters [ filters
] such that

, the I/O relationship
remains unchanged. Hence, to preserve the same matrices

, the filterbank built with filters must have
a number of branches equal the number of rows of ,
with the filters in each branch followed
by the down-upsamplers and delays. Every property derived
on matrices and applies to both structures, but in this
paper, we will adopt the one in Fig. 1 and the corresponding
matrix notation.

An FIR filterbank has filters
that are FIR, which renders the infinite sums in (1) and (3)
finite. In order to generalize our matrix formulation to the
LTI-channel I/O relationship, let the vector

denote the noise-
free block of the channel output and the corresponding



1990 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 47, NO. 7, JULY 1999

Fig. 2. Conventional OFDM transmitter/channel/receiver model (S/P: serial to parallel).

AGN vector. The received data block is then given by

(8)

where the matrices are defined as

...
...

... (9)

Based on (4)–(9), we can write

(10)
Using the matrix formulation presented so far, transmit- and
receive-filterbanks deal with data blocks (vectors) as LTI
filters do over sequences of individual samples. Transmit-
redundancy offers degrees of freedom that one can exploit
to improve system performance. The general problem of
block equalization can also be formulated in the-domain
using vector (matrix) -transforms, rendering (10) a ma-
trix/vector product relationship

, and relevant conditions for the general case of
channel equalization can be found in [30] and [39]. In this
paper, we will concentrate on the FIR channel case, and we
will explicitly exploit the limited interblock interference to
express the conditions on the filterbanks in the time domain.
In particular, it will be shown in Section IV that an FIR
filterbank at the receiver can equalize exactly an FIR channel
(irrespective of its zero locations), provided that . The
next section highlights the importance of this issue for existing
transmission techniques in communication systems that can be
interpreted under the filterbank framework discussed so far.

III. U NIFYING FILTERBANK PRECODERS

A number of single and multiuser modulation schemes fall
under the filterbank model of Fig. 1. We outline some in this
section in order to motivate subsequent results and illustrate
their generality.

1) OFDM/DMT: Both are multicarrier techniques with pre-
coding filters

(11)

where is an upper bound of the FIR channel order.
Because for , the only nonvanishing
summand (over) in computing the th component

from (1) corresponds to ; hence, using the

definition , we find

(12)
For each block (fixed ), (12) amounts to taking the inverse
FFT (IFFT) of the -samples long sequence
(see also Fig. 2). Notice though that samples of the IFFT
are taken, and since , we have samples of

that are wrapped around in each block. This portion of
is referred to as the cyclic prefix or suffix, depending

on whether the redundant samples are appended at the
beginning or the end of the block [5] [filters in (11) correspond
to a cyclic suffix].

If, in addition to having FIR of order , we
also select , then for , the only
nonvanishing summand (over) in (2) corresponds to ,
and we obtain

(13)

where is the channel transfer
function. Equation (13) illustrates how multicarrier techniques
turn a convolutive (or frequency-selective) channel into a
superposition of multiplicative (flat fading) channels. At
the OFDM receiver filterbank, the filters are chosen as

for and (14)

Note that the leading filters are zero. Because
for , the only nonvanishing summand

(over ) in (3) corresponds to ; thus, the th com-
ponent of the noise-free output is

. Taking into account (14), the latter corre-

sponds to discarding the first samples of each
block. Taking the FFT of the remaining samples in each
block and using (13) and (14), we arrive at (see also Fig. 2)

(15)
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(a) (b)

Fig. 3. Discrete-time baseband equivalent models for (a) output fractional
sampling and (b) periodically modulated input.

Equation (15) points out the difficulty in equalizing channels
with unit circle zeros located at (or close to) angles .

Although this problem is well known to the OFDM com-
munity [10], the view of Fig. 2 as a special case of Fig. 1
will prove quite insightful in equalizing channels having zeros
on the unit circle. This is very interesting especially for
OFDM systems whose popularity originates from the ease
with which they handle frequency-selective channels. If unit
circle channel zeros are known, the frequencies corresponding
to channel nulls are avoided in existing approaches so that
(15) can be inverted by transmitting information over the
nonfaded frequencies (subchannels). The resulting so-called
DMT transmission has been selected by the ANSI-T1E1.4
Committee for ADSL applications [25]. If the channel status
is not exactly known at the transmitter side, coded-OFDM
(COFDM) is used to recover the errors arising at the faded
subchannels at the expense of reduced efficiency. COFDM has
been selected as the standard transmultiplexer for digital audio
and video broadcasting (DAB-DVB) applications in Europe
[5], [8].

With FIR wavelets replacing complex exponentials in (11),
potential benefits may arise, as reported in [26] and [38].

2) Fractional Sampling/Periodic Input Modulation:These
schemes have one thing in common: They both induce cy-
clostationarity at the received time series without introducing
redundancy at the input. Let us consider fractional sampling by
a factor of the continuous-time data

, where denotes symbol period and timing
ambiguity. The discrete-time baseband equivalent model in
this case is

(16)

where . If the continuous-time channel
introduces ISI of symbols, i.e., for ,
then for , and the discrete-
time channel has for . Hence, fractional
sampling by a factor can be described by Fig. 3(a), which
can be viewed as a special case of Fig. 1 with ,

, and (note that here, denotes
the symbol rate FIR channel order; see also [15]).

With denoting a pseudo-random sequence and
, the block diagram in Fig. 3(a) also represents direct-

sequence spread-spectrum systems with spreading factor
[31]. A setup with a single user and receiving antennas as
in [14] and [22] is also described by Fig. 1 with
defining , where denotes the
impulse response of theth channel with ,

, and is the maximum channel order.

Fig. 4. Multiuser multirate discrete-time model for the downlink.

Input modulated by a -periodic sequence
yields and has been used in [4]

and [29] for blind channel estimation. We wish to show that
such sequences can be transmitted also with the precoders of
Fig. 1 by choosing and ,

. Indeed, starting with (2) and plugging these
precoding filters, we find

(17)

where the term in square brackets denotes the periodic modu-
lating sequence with period [see also Fig. 3(b)].

3) (De-)Interleaving:
Especially when combating fading over channels charac-

terized by bursty errors [2], it is known that storing blocks
of data row-wise in an matrix ( ) and
reading the matrix column-wise yields an output less correlated
than the input. Interestingly, such a coding operation is also
possible with the filterbank precoder if we select and,
for , , choose the filters

(18)

Note that while yields an output
, the filter yields

an output , i.e., is
followed by , illustrating the
interleaving process.

Deinterleaving is achieved similarly by reversing the roles
of and in (18) as in

4) TDMA/FDMA/CDMA: For these multiuser schemes, no
blocking occurs at the precoder, and the receiver filters’
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outputs are properly selected (see Fig. 4). In the uplink, the
base station receives the signal from each user convolved
with a different channel impulse response . In
the downlink, the th user receives the multiplexed signal
convolved with the channel .
The ability of reconstructing the vector of multiplexed data

is a sufficient condition to
recover the data stream of, say, user, by simply selecting
the th component of interest from . The downlink single
channel case considered herein applies also when many users
are multiplexed for a point-to-point relay, where all users
share a common channel (say, from a distant base station to
the service provider’s central switching office), and in such
a case, the overall vector has to be recovered by the
receiver.

For TDMA transmission, the precoder filterbank uses
with , where is

the length of the so-called guard interval (trailing zeros);
see also [18]. In FDMA, , where
is the carrier assigned to theth user.

In CDMA, , where denotes the -
user’s discrete-time equivalent code (at the chip rate), and
is the so-called processing (or spreading) gain (see [30] and
[38] for detailed description of the multirate CDMA model
and [1] for a recent review).

IV. FIR-ZF EQUALIZING FILTERBANKS

With moderate or large number of filters in the precoder,
the maximum likelihood receiver implemented with Viterbi’s
algorithm has prohibitively large complexity which motivates
looking for linear (and preferably low order FIR) equalizing
filterbanks. In this section, we will focus on zero-forcing (ZF)
solutions because they offer (almost) perfect symbol recovery
in (high SNR) noise-free environments, and their performance
in terms of error probability is easily computable. Thanks to
their reduced complexity, linear equalizers are widely used in
practice to (re-)initialize decision feedback equalizers (DFE’s)
that improve performance by capitalizing on the finite-alphabet
of the source. Designs in the presence of noise will be pursued
in Section V. Based on (10), our goal in this section is to
identify the conditions on the transmit filters that
allow for perfect symbol recovery through an FIR filterbank of
order , irrespective of the FIR channel zero
locations. We will adopt the following assumptions.

a0) Channel is th order FIR with , .
a1) are chosen such that the triplet

satisfies: and .
a2) Transmit filters are causal [

for ] and of length [ for ],
and receive filters are causal and of length

. In particular, we select matrix in (6) to be full
column rank, i.e., rank .

Assumptions a1) and a2) as well as (6) and (7) imply that
the transmit filterbank is modeled as and the
receive filterbank as , whereas from
assumption a0) and (9), we have that the channel is described

by with

...
...

...
...

. . .
. . .

...
. . .

. . .
...

. . .
...

...
...

. . .
...

(19)

Because of the finite channel memory and a1), matrixhas
nonzero elements only in its top right submatrix, which
models the fact that only the firstsamples of the th received
block will be affected by the ISI of the last samples
of the st transmitted block .

Thanks to a0)–a2), the decoded symbols are [cf. (5)]

(20)

where , and

(21)

From (20) and (21), we infer that is the most remote
transmitted block affecting not only the current block but
the previous block as well. Due to the structure of
in (19), interblock interference (IBI) from is cancelled
if and only if . For this to hold, it
suffices to choose the rows of in the left null space

. However, from (19), we infer that is spanned
by the canonical vectors - for

. Hence, in order to eliminate IBI, it suffices
to choose

(22)

which clearly implies . Unless the precoder
matrix is specially designed, condition is also
necessary if is to hold for any satisfying
a2).

In summary, IBI is cancelled satisfying a2) under the
equivalent conditions

(23)

To capture the channel-equalizer effect in a matrix form, we
define the Sylvester matrix

...
...

...
. . .

... (24)
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the extended precoder matrix , and the
equalizer matrix:

(25)

where stands for the Kronecker product, and denotes
the identity matrix. We will call -periodic precoding
the case where is constant for every block ,
as opposed to the aperiodic precoding, corresponding to the
case where the extended precoder is a block diagonal matrix

diag (26)

We also introduce theextended and data
blocks as

(27)

and using (20), we obtain the I/O relationship

(28)

where, in deriving the second equality, we used
.

From (28), the zero-forcing (ZF), or perfect reconstruction
(PR), condition2 is equivalent to

(29)

Given and , exists if and only if it is possible to invert
. Invertibility of the matrix requires

it to be tall and of full column rank, i.e., for the existence of an
FIR-ZF equalizing filterbank, we must have i)
and ii) rank . To satisfy i), we need to adopt the
following.

a1.1) For a given , select the triplet to satisfy
a1) as well as , with denoting the
ceiling-integer.

When choosing to satisfy a1.1), an upper bound
(rather than exact knowledge) of the channel order is all

that is required. Given the transmission block sizeand the
channel order , a1.1) is met easily by selecting appropriately

and/or the matrix equalizer length. Minimum block size
requires , and a1.1) is then satisfied with an

equalizer of length . On the other hand, simple zero-
order receiver filterbanks satisfy a1.1) at the expense
of extra redundancy: when is fixed or with
extra latency if both and have to increase in order to
maintain fixed information rate.

With denoting range (null) space, the rank condition
ii) is satisfied if and only if

(30)

where denotes set intersection, and is the set containing
as unique element the null vector. To explore conditions and
precoders satisfying (30) irrespective of the channel, we

2In general, the PR condition can be written asŝss(n) = sss(n� d), whered
denotes a delay that affects equalization performance in the presence of noise.
Becaused does not affect existence and uniqueness of linear ZF equalizers,
w.l.o.g., we take hered = 0.

pursue first a characterization of . Because of a0), the
Sylvester matrix in (24) has full row rank, implying that
the dimensionality of is . Let denote the
channel roots , and for each root, define the
Vandermonde vector and its aug-
mented counterpart

. It follows by direct sub-
stitution that , and thus, for

. Hence, the set of linearly independent
Vandermonde vectors3 : ,
forms a basis for , i.e., Span :

, . Let us define

Span

where is the complex field. Note that contains all
possible collections of linearly independent (generalized)
Vandermonde vectors and, thus, includes those corresponding
to roots of any th-order FIR channel. Therefore, to guarantee
that (30) holds trueirrespectiveof the channel zero locations,
denoting by , it is necessary and
sufficient that

(31)

To gain insight about (31), it is worthwhile to enlighten the
structure of . In force of a1), is, in general, a
tall matrix and, assuming w.l.o.g. that its first rows are
linearly independent, its last rows can be expressed
as a linear combination of the first rows, allowing for the
decomposition

(32)

where is an full-rank matrix, and is what we
could term theprefix-generating matrix. Then,
using (32), we have

diag

diag diag

diag (33)

where the last equality holds true because diag
is square and full rank, as per a1).

Therefore, the necessary and sufficient condition for ZF
equalization, irrespective of the channnel zeros (31), becomes

diag (34)

Condition (34) will turn out to be instrumental in establishing
our first basic result.

3We can always findL such vectors, provided that�l’s are distinct. For
multiple channel roots, the generalized Vandermonde vectors have to be
considered (see e.g., [21]).
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Theorem 1—Existence and Uniqueness:Under a0) and a2),
the following hold.
1.1) With in a1), and

1.1a) using -periodic precoding, i.e.,
and as in (25), the ZF equalizer does not

exist, irrespective of , if the channel has at least one set
of roots lying on a circle of radius at angles
that are multiples of , i.e., with

integer, and such that ;
1.1b)using -periodic precoding for a given and if all

the channel roots are also roots of the polynomials formed
by the rows of , linear FIR ZF equalizers do not
exist;

1.1c) selecting to satisfy , there exists
an aperiodic precoder, as in (26), that guarantees existence of
FIR ZF filterbank equalizers,irrespectiveof the channel zero
locations.
1.2) For any , all -periodic precoders with a
cyclic prefix and, in particular OFDM, do not admit a ZF
equalizer for channels with one or more zeros located at

, with integer.
1.3) With in a1), the necessary and sufficient
condition for the existence of a ZF equalizer for any FIR
channel is
a3) , ,

, , .
Proof: Consider a vector diag , ,

composed of blocks of length , each of the
form , , , where is an
vector, and is the corresponding prefix, i.e.,

, , , , . With , (34)
states equivalently that , . The structure
of and will play a key role in our proof.

1.1a) Using -periodic coding , and thus
so that diag , , , .

Similar to , decomposing in blocks of length as ,
, where is and is ,

necessarily implies

and (35)

Recalling that is generated by Vandermonde vectors as
and exploiting the structure of , we can

write in the explicit form

(36)

Defining vector and matrices ,
whose columns are, respectively, vectors
and , for , (36) becomes

diag
(37)

To satisfy (37), should lie in the null space
diag for .

Condition a1.1) implies , and thus,
. Therefore, the number of equations expressed by

(37) is greater than or equal to the number of unknowns in.
To have a nonzero solution, the equations should be dependent
because of the specific structure ofand/or the channel roots

, . In particular, if there are channel roots
such that , with integer, then there
are elements of diag that are
equal to each other, and , independent
of . Consider w.l.o.g. that these roots define the first
Vandermonde vectors . If , the

submatrix of , formed by its
first columns, is fat and, thus, rank deficient, independent
of . Therefore, there is a nontrivial solution of (37) of the
form , , , that satisfies (37) for
every because

diag

(38)

If for -periodic precoding, the intersection of
with contains the vectors
with , , and

. This contradicts (31) and thus establishes
statement 1.1a of the theorem.

1.1b) Denoting by , the matrix of the
Vandermonde vectors of length, (37) is equivalent to

diag
(39)

If the channel roots are also roots of the rows of,
, then , , and this renders (39)

valid , proving the statement 1.1b.
1.1c)From (33) and also using (39) with different ’s, we

obtain the counterpart of (37)

diag

(40)

Introducing the matrix ,
, , , and stacking (40) for

, we can write

diag ...
...

... (41)

If is full column rank, then there is no possibility to
satisfy (41), except for the trivial solution . Hence, a
sufficient condition for an aperiodic filterbank modulation to
guarantee existence of the PR filterbank equalizer, irrespec-
tive of the channel zero locations, is to select precoders with

’s such that rank . The latter can be assured by
selecting such that and building with
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at least independent columns. This requirement can be met
by choosing the matrix , whose columns
must be independent of each other as well as independent of
the columns of . In such a case, the right
null-space of contains only the null vector, and thus, (41)
is impossible for any ; hence, we have not only proved
statement 1.1c but also provided a means of constructing
aperiodic precoders that guarantee channel-irrespective FIR
equalization.

1.2) Systems using a cyclic prefix (e.g., OFDM) are char-
acterized by .

In general, the matrix diag , ,
has dimensionality and,if ,

matrix is not full column rank. However,
may loose rank even for . In fact,

if the channel has at least one zero at ,
with integer, then theth column of
vanishes because

(42)

Therefore, with any
will satisfy (37), and the simple structure of makes (37)
true . This proves statement 1.2 of our theorem.

1.3) If a0) and a2) hold and a1) is satisfied with ,
then is sufficient, and if and
only if rank . Assumption a3) corresponds to
the necessary and sufficient condition (31) for and
guarantees that , . Since the structure of

is arbitrary, we can build it in order to guarantee a3). For
one such constructive algorithm, see Theorem 2.

In words, a3) requires to be designed so that linear
combinations of its columns are not expressible as linear
combinations of (or less) Vandermonde vectors. Such an
interpretation suggests also a systematic algorithm for con-
structing precoders that satisfy a3) when :

Step 1: Select distinct points ,
, on the complex plane, and

corresponding to each point, build a Vandermonde vector
.

Step 2: For each of the possible sets of
Vandermonde vectors, construct the corresponding precoding
filter ( th column of ) as ,

; instead of the sum used here, any linear
combination with nonzero coefficients would work as well.

Step 3: With the columns constructed as in Step 2, form
the precoder matrix , which can
be readily shown to satisfy a3).

For , a general class of precoders fulfilling a3)
results if we choose the columns of from
the -dimensional subspace spanned by the-dimensional
canonical basis. Because , each of the canonical vectors
is given as a linear combination of exactly Vandermonde
vectors, and hence, a3) is satisfied. As we will see in Theorem

2, precoders with trailing zeros offer a special case, but a3) is
also satisfied if the zeros are inserted in arbitrary positions
of the filters .

Theorem 2—Trailing Precoder Zeros:Suppose that a0)
holds, a1) is satisfied with , and transmitter
matrix has trailing zeros [and, thus, a3) holds] and also
obeys a2), i.e., assumes the form

(43)

and rank . Then, for a given and channel matrix
, there exists a zero-order ZF equalizer filterbank

so that . With denoting the first columns
of , the minimum norm ZF filterbank is unique and is given
by

(44)

Proof: From the definition of in (19), if is
selected as in (43), the guard time oftrailing zeros avoids
interblock interference, i.e., , and hence

(45)

Because is a tall matrix, we have

(46)

where also gives the minimum norm solution of the
linear system of equations . Therefore, the
minimum norm ZF filterbank is

(47)
where for the second equality, we relied on (43), for the third,
we used the definition of the pseudo-inverse, and for the fourth
one, we noted that is a square full-rank matrix.

It is interesting to note that a3) is also satisfied by the
special cases described in Section III (some with appropriate
modifications). Five remarks are now in order concerning the
implications of Theorems 1 and 2 to multicarrier modulations
and the FS approaches outlined in Section III-A.

Remark 1: With , the statement 1.1a of Theorem
1 was also proved in [39]. Notice though that 1.1a is not
necessary and sufficient as claimed in [39]. In fact, cases 1.1b
and 1.1c confirm that there are pairs where does
not meet the requirements of 1.1a, but still, linear equalization
is impossible.

Remark 2: In view of result 1.2 in Theorem 1, OFDM
precoders with cyclic prefix do not satisfy (30) , no matter
low long the cyclic prefix is. Channels with nulls at frequencies

do not admit linear equalizers. However, relying on
precoders with trailing zeros and selecting ,
Theorem 2 suggests a practical modification to the OFDM
system, which is important because trailing zeros are adopted
in the DAB standard (ETS 400 301) in the form of guard bits.4

Instead of the cyclic prefix (or suffix), we could padtrailing
zeros (TZ) to the information bits and thus “break” the

4We thank Reviewer 4 for bringing up this interesting link with the DAB
standard.
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Vandermonde structure of the conventional OFDM precoder
in order to achieve with FIR filterbanks (as per Theorem 2) ZF
equalization of FIR channels, irrespective of their zeros. Such a
modification, which we term TZ-OFDM, alters (15) and yields
ZF equalizers even for channels with zeros on the unit circle
located at angles . A blind adaptive OFDM equalizer
was proposed recently in [6] by forcing zeros in the equalizer
output (see also [27]). Our result in Theorem 2 proves that such
blind algorithms guarantee channel identifiability, irrespective
of the channel zero locations.

Remark 3: Result 1.1c of Theorem 1 shows that aperiodic
precoding adds robustness against deep frequency-selective
fading. Instead of using purely aperiodic precoders, coding
with period , where , is sufficient. In
modern systems such as UMTS, for example [23], the coded
data are multiplied by a scrambling code of length greater than
the symbol duration to add extra robustness against intercell
interference (different base stations use different scrambling
codes). Indeed, this operation induces aperiodicity in the
precoding. It is interesting to observe, according to Theorem
1, that long period scrambling is also important to guarantee
ZF linear equalization, irrespective of the channel zeros.

Remark 4: For spread-spectrum (SS) and CDMA systems,
the filters are often selected as pseudo-random codes
and satisfy a3) almost surely. The wide spectrum of each code
implies that can be expressed as the sum of a large
number of complex exponentials, which illustrates that SS
codes can be constructed using a particular set of Vandermonde
vectors. Within the class of Walsh–Hadamard codes, which
is currently considered for third generation cellular systems
[23], there are codes that can be decomposed into just a few
complex exponentials, and for ZF equalization purposes, we
have to check whether a3) is satisfied. As we mentioned in
Section III-D, TDMA systems use ; hence,
if , will obey a3).
This fact and Theorem 2 corroborate the result in [13] and
[18], where a TDMA precoder accepts a ZF equalizer without
channel zero restrictions for .

Remark 5: The precoder construction algorithms resulting
from Theorems 1 and 2 introduce structured redundancy,
parsed into consecutive blocks of data, to allow PR of the
transmitted data from finite received samples. Thus, infor-
mation symbols arriving at rate are transmitted at a
rate with , utilizing, much like chan-
nel encoding, a wider transmission bandwidth. It is useful
to compare this precoding strategy with methods based on
fractional sampling (FS) [33], [34]. With FS approaches it
is also necessary to use a transmission bandwidth greater than

(using e.g., root-raised cosine shaping filters with roll-off
factors [24]) because otherwise, channel disparity and,
thus, identifiability is impossible [7], [34]. To compare our
precoding with FS approaches in terms of excess transmit-
bandwidth, it is fair to choose parameters , and
so that the bandwidth increase is identical in both cases.
Notwithstanding, the two methods differ considerably in the
way redundancy is introduced. With reference to the equivalent
scheme for FS reported in Fig. 3(a), and with ,
the channel length becomes ; hence, does not

satisfy a1), implying that Theorems 1 and 2 cannot be applied.
Therefore, extra channel disparity conditions are required with
FS-based methods to guarantee FIR equalization.

V. OPTIMAL ZERO-ORDER FILTERBANK TRANSCEIVERS

Having established the conditions for perfect channel equal-
ization, in this section, we optimize jointly the transmit/receive
filterbank pair when channel status information is available
at the transmitter side, which is a situation that occurs, for
example, in applications such as high bit rate (and asym-
metric) digital subscriber loops (HDSL/ADSL). Specifically,
we suppose that the channel as well as the signal and noise
covariance matrices and are given (known or es-
timated beforehand using e.g., training). In HDSL/ADSL
applications, reverse links are used to feed channel status
information (namely, and estimates) back to the
transmitter. Furthermore, in most practical scenarios, the trans-
mitted symbols are uncorrelated, and thus, is diagonal and
known. When symbols are correlated, source coding is
generally employed to remove this redundancy and produce
an independent (and thus uncorrelated) data stream. If symbol
correlation is due to channel coding and used for error-
correction purposes, the encoder is known, and the covariance
matrix of the coded symbols is thus availablea priori.

We will also adopt the choice , which leads to the
minimum order (i.e., ) and, thus, reduced complexity
filterbank equalization. In contrast to Section IV, where the
precoder was fixed and the equalizer was obtained
for a given noiseless channel, here we will optimize both

and jointly, using two different criteria. To minimize
noise effects in a symbol-by-symbol detection scheme, we are
motivated to minimize the output noise power given by the
trace of the noise covariance matrix at the equalizer’s output,
namely, tr . Clearly, unconstrained minimization
leads to the trivial solution , which contradicts the
goal of symbol recovery, unless infinite power is transmit-
ted. Hence, we will generalize existing optimality criteria
adopted for continuous-time transmit-receive pulse shaping
filter design to our discrete-time redundant filterbank-based
block transmission scheme of Fig. 1 by imposing the ZF or
limited transmit-power constraints.

In the next subsection, we will detail the assumptions
and filterbank structures adopted in the optimization of our
transmission system and point out their consequences to the
I/O block relationship (10). Our FIR channel model contains
zeros only and is commonly adopted in radio communication
channels induced by multipath propagation [24]. Nevertheless,
the optimization derived in this paper can be easily extended
to pole-zero channels along the lines of [28], but we will omit
this case for brevity.

A. Unified TZ/LZ Block Model

Let assumptions a0)–a2) hold true with in
a1). As mentioned at the beginning of Section IV, we have
under a2) that , and from a0) that

, which together with a1) implies
that interblock interference due to the channel entails no more



SCAGLIONE et al.: REDUNDANT FILTERBANK PRECODERS AND EQUALIZERS PART I 1997

than two successive blocks, namely, and ; thus,
(10) becomes

(48)

where, consistent with definitions (6), (7), and (19), matrix
is , is , and are square matrices.
Recalling Theorems 1 and 2, for perfect reconstruction (PR) or
zero-forcing (ZF) equalization of from , two options
can be pursued.

i) Force the last samples of the transmit filters to be
zero so that with an matrix
and an block of zeros, and let , where

is a matrix [we term this option the trailing
transmitter zeros (TZ) approach].

ii) Force the first filters of the receive filterbank to be
zero, so that , where now, is an
matrix, whereas and has now dimensionality

[correspondingly, we call this option the leading
receiver zeros (LZ) approach].

Although the dimensionalities of and will vary for
options i) and ii), for brevity, we will use a unified notation
for both cases because if is defined appropriately, (48) has
a common form

(49)

Specifically, for case i) of trailing transmitter zeros, the matrix
is and is defined as

...
...

.. .
...

. . .
. . .

. . .
. . .

...
. . .

. . .
...

. . .

(50)

whereas for case ii) of LZ, denotes the matrix

...
...

.. .
...

...
...

. . .
. . .

. ..

(51)
Moreover, vector has length in TZ and in the LZ
case. We will also assume the following.

a4) Input and AGN are mutually uncorrelated,
stationary with known covariance matrices ( ) and

( in the TZ and in the LZ case), respectively
( and when white).

Allowing colored inputs accounts for coded transmissions
(see e.g., [20]), whereas color at the receiver noise incorporates
cross-talk, interchannel interference, and residual echo.

B. ZF Constrained Output SNR Criterion

Based on (49), which applies to both TZ and LZ alterna-
tives, we formulate our max-SNR/ZF constrained optimization
problem as follows. We wish to satisfy the ZF constraint

, whereas at the same time maximize the
SNR at the equalizer output, which is defined as

SNR
tr

tr

tr

tr

and, in view of the ZF condition, becomes

SNR
tr

tr

Because the numerator is a constant, we write it as
tr to point out the dependence on the block-

length and the contribution of the (generally complex)
transmit-amplification gain whose magnitude
depends on the transmitted power and controls the SNR at the
equalizer output. Because SNR is only magnitude dependent,
we take, without loss of generality (w.l.o.g.), to be real and
positive. Our max-SNR/ZF constrained optimization problem
can now be formulated as

tr

tr
subject to

(52)

A related criterion was adopted in the continuous-time scalar
pulse-shaper design by [12]. It turns out that (52) is equivalent
to minimizing the output mean square error subject to the ZF
constraint. To solve (52) in our vector equalizer setup, we
use the trace to define the (weighted) inner-product between
two matrices , as , tr , where
is a positive-definite Hermitian matrix. Using this definition,
Schwartz’s inequality shows that SNR in (52) obeys

tr

tr

and is maximized if and only if, for some complex constant
, we have , or

(53)

If is white, then , and in order to
simplify subsequent expressions, we select . Using this
choice for in (53), our ZF constraint in (52) becomes

(54)

Solving for the optimum and from (53) and (54)
depends on whether leading or trailing zeros are forced in the
equalizer or in the precoder filterbank. However, adopting the
conventions described in Section V-A, we express the solution
for both cases in a unified form as follows.
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Theorem 3—Max-SNR/ZF Equalizers:Let assumptions
a0)–a2) and a4) hold true, and let the channel matrix
be as in (50) or (51). Denoting by , , the unitary
matrices and by , the diagonal matrices5 resulting from
the eigendecompositions

(TZ)

(LZ)
(55)

the output SNR in (52) is maximized by the optimum ZF
( ) pair of filterbanks

(56)

Proof: By direct substitution, of (56) sat-
isfy (53) and (54) and, thus, achieve optimality in the sense
of (52).

Interesting special cases appear when is white with
variance . In this case, it suffices to replace with
in (56) to obtain

(57)

where is found from the SVD . In
(57), the optimum precoder (equalizer) filterbank matrices are
proportional to the left (right) singular vectors of the channel
matrix. Transmitter filterbanks are also weighted by the inverse
of the square root of the corresponding singular values.

It is interesting to observe that the matrix not only
guarantees (together with ) the ZF condition but also
provides uncorrelated noise samples at its output. Indeed,
the covariance matrix of the output noise is

.
Remark 6: With flat fading (the channel matrix is diagonal)

and white noise, (57) yields precoder and equalizer filterbanks
with diagonal structure. Recalling from Section III that TDMA
corresponds to , we infer that TDMA
possesses optimality (in the ZF maximum output SNR sense)
when it comes to channels involving flat fading and white
noise.

C. Constrained Mean-Square Error Criterion

The ultimate objective in digital communications is to
minimize error probability, and although maximizing output
SNR under the ZF constraint leads to a simple closed-form
solution, alternative criteria allowing for residual ISI may
come closer to the desired goal. One such candidate is the

5In the LZ case, the matrixHHHHRRR�1

vv HHH is singular, and� andVVV have
to be formed by the nonzero eigenvalues and the corresponding eigenvector
matrices (of dimensionalityM �M andP �M , respectively), rather than
the full matrices eigendecomposingHHHHRRR�1

vvHHH. Note that if the optimization
is also constrained by the transmit powerP0, (56) does not provide the max-
SNR/ZF filterbank transceivers; the optimum pair in this case turns out to be
FFF opt = [P0=tr(��1=2)]1=2V��1=4;GGGopt = FFF�1

optHHH
y (see also Theorem

4 for a constrained-power MMSE solution).

minimum mean-square error (MMSE) criterion, which mini-
mizes tr , where is
the error in the th data block. Based on (49), we find

(58)

and using (58), the MSE objective function becomes

tr

tr (59)

Without any constraint, minimizing leads to the trivial so-
lution corresponding to and requiring infinite power
to be transmitted . A reasonable constraint that
takes into account limited budget resources is the transmitted
power, which is expressed as tr . With the
transmit-power constrained, our criterion becomes

subject to tr

(60)
Analogous criteria formulated in the frequency-domain for
joint transmit/receive-filter optimization can be found in the
scalar case (e.g., [2, p. 333]) or in the more challenging multi-
input–multi-output case in [40]. Optimizing our criterion in
(60) follows the steps in [40], but our discrete time-domain
matrix formulation will lead to aclosed-formselection of
the redundant FIR filterbank matrices (redundancy was not
exploited in [40], and IIR frequency-domain designs were
optimized viaiterativeminimization of Lagrange multipliers).

From (59), using the method of Lagrange multipliers, the
objective function can be written as

tr

tr tr (61)

Differentiating with respect to , we find

(62)

which can be solved for to obtain

(63)

Differentiating with respect to , we find

(64)

which can be solved for to obtain

(65)

It is evident that solving (65) and (63) for and and
using the constraint tr is not an easy task.
To tackle the problem, we will simplify the objective function
by diagonalizing the symmetric matrices involving , ,

, all of which are assumed to be available. Toward this
end, we first find the unitary matrices, , and the diagonal
matrices , from the eigendecompositions in (55). Next,
with appropriately defined matrices and , we focus on
matrices and that can be decomposed as

(66)

Clearly, when and are square matrices ( in
TZ and in LZ), the decompositions in (66) impose no
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restriction in our optimization search. However, even when
is tall ( in LZ) or when is fat ( in TZ),

our decompositions in (66) still impose no loss of generality6

when it comes to minimizing under the power constraint
. Indeed, if for the LZ case we augment by its

orthogonal complement in to obtain the most general
decomposition ,
it follows by direct substitution that

since is the right null space
of [c.f. (55)]; thus, , and our choice
in (66) does not alter the MSE. However, tr
tr tr tr , which implies

, i.e., incorporating violates the
power constraint unless , which corresponds to
selecting equal to in (66). Similarly, if for the TZ
case we add the orthogonal complement of
to obtain the most general receive filterbank

,
then it can be easily verified that , but
tr tr with equality holding if and
only if , i.e., incorporating the null space of
leads to unless equals our in (66).

Using (66), we show in the Appendix that the objective
function in (61) can be written as

tr tr

tr (67)

Differentiating with respect to and and equating the
results to zero, we arrive at

(68)

(69)

Relying on (68) and (69), the objective in (67) can be further
simplified based on the following lemma (see the Appendix
for proofs):

Lemma: Matrices , , and are diag-
onal.

Using this Lemma, we prove in the Appendix that, w.l.o.g.,
can be assumed to be diagonal and that (67) is equivalent to

(70)

where denotes the th entry of .
Setting and solving with respect to ,
we find

(71)

6Clarification of these “tallFFF / fat GGG cases,” as well as our comments on
“channels with repeated eigenvalues” in the footnote of the Appendix, were
motivated by questions raised by Prof. P. Stoica, whom we also wish to thank
for his interest in our work.

Substituting (71) into the constraint and
solving with respect to , we obtain

tr
tr

(72)

Plugging (72) back to (71) yields

tr
tr

(73)

In summary, we have established the following result (and
corresponding design algorithm):

Theorem 4—Constrained Power-MMSE Equalizer:Let
a0)–a4) hold true with . Let also the channel matrix

be given and the diagonal matrices determined from
(55) have their diagonal entries in decreasing order. Define the
diagonal matrix with entry as in (73). The optimum
( ) filterbank pair in the sense of (60) is given by [see
also (66)]

(74)

Assumption a2) in Theorem 4 requires rank ,
which, under the fixed power constraint in (60), imposes the
following lower bound on :

tr
tr (75)

In fact, from (71), only if

(76)

which leads to (75). Lower MMSE values may be reached
only if we use less than branches of the filterbank of Fig. 1
for transmission, which corresponds to additional redundancy
introduced to the incoming information stream.

It is noteworthy that according to (74), the overall
precoder/channel/equalizer matrix becomes

. Therefore, the choice (74)
converts the channel into the cascade of

i) an encoder matrix , which decorrelates the input
symbols;

ii) a matrix , which is clearly
diagonal;

iii) a decoder matrix .

For uncorrelated input symbols, both optimization criteria
diagonalize the channel, which renders block transmission over
dispersive channels equivalent to transmission over parallel
nondispersive (flat fading) subchannel—a feature establishing
links of our transceiver designs in (74) with the well known
“water-pouring” principle in information theory (for details
see [28] and references therein). The main difference between
the two criteria lies on how they allocate power across the
parallel subchannels.
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Two additional remarks are now in order:
Remark 7: In the existing modulation schemes of

Section III, the precoder matrix is fixed, and in order
to minimize MSE, the designer is only free to select the
equalizer filterbank . MMSE (or Wiener) equalizing
filterbanks in this case are also given by (74), provided that

is replaced by the fixed precoder. Note that in (74),
equalizing filterbanks consist of a prewhitener (given by
the inverse matrix) followed by a filterbank matched to the
cascade of the precoder with the channel (corresponding to
the term ). Detailed study of such MMSE equalizers
will be reported in a companion paper [27], along with blind
synchronization, channel estimation, and direct equalization
algorithms.

Remark 8: In this section, joint optimization was carried
out in the discrete-time equivalent model assuming transmis-
sion with Nyquist pulses. However, from our
pairs, the continuous-time pulse shaping and receiving filters

are not specified uniquely. Nevertheless, if
the , filters are constrained to be ban-
dlimited over , they can be recon-
structed by interpolating our discrete-time optimal solutions

using the sinc functions. On the other
hand, selecting in the general case requires
separate optimization in the continuous-time (or frequency)
domain similar to that in [40]. This could be an interesting
direction for future research, but the solution may not lead to
the simple closed-form FIR designs of this section.

VI. PERFORMANCE AND SIMULATIONS

When in (49) is Gaussian, theoretical probability of
error expressions can be derived for the FIR ZF equalizer
filterbanks. With denoting the noise at the
equalizer output and a-level symbol constellation, detection
based on (49) amounts to a -ary hypotheses testing problem
in AGN with covariance . To avoid
such an exponentially complex problem, we are motivated to
consider block-by-block detection, relying on a variant of (49)

(77)

To provide a global performance measure per symbol, we
adopt the average error probability defined as

(78)

where denotes the error probability of theth symbol.
For BPSK constellations, the symbol error performance in
AGN is

erfc (79)

where is the th row of the receiver matrix . Gener-
alizations of (79) to larger constellations follow along known
lines [2, p. 140]. If the optimum ZF equalizer is used, it turns
out that , revealing that ZF equalizers perform
also noise whitening that renders symbol-by-symbol detection

optimal. Because in this case, we find
from (78) and (79) that erfc .

To illustrate salient features of our designs and to study and
compare MMSE designs, we resorted to simulation examples.

Example 1: To check the validity of Theorem 2, we con-
sidered an OFDM system with . Specifically,
we implemented the system in Fig. 1 with and

for an FIR channel of order with zeros at
1, , , and . We used
the OFDM precoder in (11) with and our modifica-
tion with trailing zeros (term it TZ-OFDM), as described in
Theorem 2. Fig. 5(a) shows the BER computed for BPSK

using (78) and (79), which is achieved by using the
standard OFDM receiver [which assumes perfect knowledge
of the channel and inverts (15)] and our TZ-OFDM receiver
in (44). The BER is sketched as a function of (dB),
where is the average energy per symbol (bit), i.e.,

, and is the noise spectral
density. As expected, the presence of the channel zero on the
unit circle degrades performance of OFDM when compared
with TZ-OFDM, which, according to Theorem 2, guarantees
the ZF property, irrespective of the channel zeros. In fact,
from Fig. 5(a), we notice that as increases, TZ-OFDM
improves its performance, whereas conventional OFDM incurs
a consistent number of symbol errors due to the channel fades
so that the corresponding curve in Fig. 5(a) levels off.

To verify results 1.1a and 1.1c of Theorem 1, we considered
the case , , and and
simulated a channel with zeros at 1 and . We
used a precoding matrix with its columns given
by the th-order Hadamard vectors (the first Hadamard code,
i.e., the constant one has been discarded). The corresponding
BER, averaged over all the users, is reported in Fig. 5(b)
(solid line) where, as predicted by Theorem 1, we observe
that the BER curve levels off, corroborating that in this case,
it is not possible to invert the matrix in spite of the
spectral richness of the adopted codes. This result is also in
agreement with what predicted in [39]. However, using 1.1c of
Theorem 1, we know that we can recover from this situation by
breaking the periodicity of the code. Specifically, we simulated
a system with the same parameters as before and then applied
a scrambling code, of length , to the coded data by
simply multiplying the precoded vector with diag ,
where is a vector containing a pseudo-noise binary

code. The corresponding result is reported in Fig. 5(b)
and testifies to the gain achieved with the scrambling that
corresponds to aperiodic precoding.

According to result 1.2 of Theorem 1 and Remark 2
in Section IV, ZF equalization is not possible for channels
with zeros at , with integer, if the precoding
matrix has a cyclic prefix. However, result 1.1c of Theorem
1 shows that a proper aperiodic precoding guarantees perfect
equalization for such channels as well. To provide numerical
evidence of this statement, we considered the case of

, , and . In Fig. 5(c), we report the
average BER for plain OFDM with cyclic prefix (solid line
B) and the same precoder followed by complex scrambling
with period (dashed line B). In the same figure, we verify
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(a) (b) (c)

Fig. 5. (a) Average BER for OFDM (dashed) and TZ-OFDM/ZF (solid). (b) Average BER using Hadamard precoders with (dashed line) and without (solid
line) scrambling. (c) Average BER using OFDM with cyclic prefix(P; M; L; Q) = (8, 6, 4, 2), channel zerosexp(j2�l=P ) (A), exp(j2�l=M) (B),
l = 0; � � � ; 3, with (dashed line) and without (solid line) scrambling.

(a) (b)

Fig. 6. jH(f)j (dashed) versus (a) averagejFm(f)j (TZ solid, LZ dashed-dotted). Versus (b) averagejGm(f)j (TZ solid, LZ dashed-dotted).

also statements 1.1a and 1.1c of Theorem 1 by testing the
OFDM scheme without (solid line A) and with (dashed line A)
scrambling. We used the same parameters as before, but with
channel zeros at , with . We observe
that for both channels, use of aperiodic precoding achieves
symbol recovery, whereas the schemes without scrambling do
not allow symbol reconstruction, independent of the SNR.

Example 2—Optimum Max-SNR/ZF Designs:Here, we
generate the optimal transmit/receive-filterbank pair of
Theorem 3 with AWGN for the two cases of leading zeros
(LZ) and trailing zeros (TZ) (57), with the proper definitions of
the filterbank matrices provided in Section V-A. Our system
parameters are 32, 39, 7, and the channel
impulse response is [1, 0.3, 0.5, 0.4, 0.1, 0.02,
0.3, 0.1]. Fig. 6(a) and (b) depict for both the LZ and
TZ solutions the average magnitudes of the transmit- and
receive-filters’ transfer functions (each curve is normalized
with respect to its maximum value)

together with the channel transfer function magnitude .
Note that with both optimal designs, the transmit filterbank
tends to pre-equalize the channel, i.e., to transmit more power
at the frequencies where the channel attenuation is higher and
vice-versa. Conversely, the frequency behavior of the receiver
is more complicated to interpret because the receiver filterbank
performs the equalization and, at the same time, produces
white noise at its output.

Our method is also able to accommodate interferences
superimposed to the received signal. In the following example,
we consider two narrowband interferences superimposed to the
receiver AWGN. Matrix was formed as the sum of the
covariance matrices corresponding to the noise and the two
interferences that are supposed to be uncorrelated with
and with interference-to-noise ratio . Using
(56), we computed the optimal filterbanks for the TZ and LZ
cases, whose frequency responses are reported in Fig. 7. We
observe the deep nulls placed by the receive filterbanks on the
frequencies occupied by the two interfering tones. Comparing
the receive- with transmit-filterbank responses, we deduce that
a considerable amount of power is wasted at the transmitter
side at the frequencies occupied by the interferences.

To study the role of the TZ precoder and compare its
performance with existing modulations, we computed the
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(a) (b)

Fig. 7. jH(f)j (dashed) versus (a) averagejFm(f)j (TZ solid, LZ dashed-dotted). (b) Versus averagejGm(f)j (TZ solid, LZ dashed-dotted); inter-
ferences spectrum (solid).

Fig. 8. BER versusEb=N0 (dB).

theoretical BER according to (78) and (79), assuming BPSK
modulation with , , and and
using a channel with zeros at .
The curves in Fig. 8 compare BER versus for the
standard OFDM receiver [by inverting (15)], our proposed
TZ-OFDM precoder and its receiver in (44), our optimized
LZ-ZF and TZ-ZF transmitter-receiver pair in (57), and a
TZ-CDMA precoder that uses as filters the Hadamard basis
with trailing zeros and the corresponding receiver in (44).
From Fig. 8, it is evident that the LZ-ZF and TZ-ZF optimal
designs of (57) perform best and have basically identical BER.
Standard OFDM exhibits the worst performance because it
cannot equalize the subchannel located at zero frequency. It
is also interesting that TZ-OFDM outperforms OFDM due to
the null guard time used instead of the cyclic prefix (suffix).
As illustrated by this example, the simple TZ modification
is sufficient to meet the conditions of Theorem 1. Finally,
using Hadamard codes instead of complex exponentials, most
of the symbols are distributed across more than one frequency
bin, and this makes TZ-CDMA more robust than TZ-OFDM,
as verified by Fig. 8. This confirms that in general, spread
spectrum codes are to be preferred in transmissions over
frequency-selective channels.

Example 3—Optimum MMSE/CP Designs:Figs. 9 and
10 are the counterparts of Figs. 6 and 7 for the optimal
transmitter-receiver filterbank pairs of Theorem 4 when the

precoder has TZ’s [see (74)] but for different levels of .
The same channel and parameters as in Figs. 6 and 7 were
used, with , , and . It is interesting
to provide an intuitive interpretation of the results shown in
Fig. 9. In particular, the behavior of the transmit filters is
strongly dependent on the values of at the receiver.
More specifically, if is high, the transmitter tends to
allocate more power at the most attenuated frequency bins;
this is similar to the ZF case simulated in Example 2. In
contrast, at low , less power is concentrated at the most
attenuated frequencies.

The difference in power allocation between the two opti-
mization criteria is even more emphasized in the presence
of narrowband interferences. As shown in Fig. 10(a), the
MMSE-CP criterion does not waste as much power as the
max-SNR/ZF criterion at the frequencies occupied by the
interferences, especially at low .

Example 4—Comparison of Optimal Designs:To compare
the BER performance of the two design criteria under differ-
ent channel selectivity conditions, we considered two chan-
nels: channel (a) with zeros at1.1, 0.9 , 0.7
and channel (b) with zeros at 0.9, 0.7 , 0.4

. We generated BPSK symbols with
and and computed both optimal TZ precoders
according to (57) and (74). The resulting performance is
reported in Fig. 11(a) and (b). We observe that both designs
outperform OFDM, especially around the operational
range of 10–20 dB. Comparing BER for the MMSE/CP
and the max-SNR/ZF designs, it is worth noticing that in
general, the MMSE-CP criterion yields lower BER at low

values, where the noise predominates, whereas the
max-SNR/ZF criterion provides better performance at high

values, where the ISI constitutes the main source of
error. Therefore, we expect that in general, the BER curves
obtained with the two criteria intersect and the intersection
point changes as a function of the channel selectivity, as
evidenced in Fig. 11(a) and (b).

VII. CONCLUDING REMARKS

Redundancy in the input of digital communication systems
is traditionally introduced in the form of error-correcting
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(a) (b)

Fig. 9. jH(f)j (dashed) versus (a) averagejFm(f)j, Es=N0 = 0 dB (dashed-dotted),Es=N0 = 20 dB (solid). Versus (b) averagejGm(f)j, Es=N0 = 0
dB (dashed-dotted),Es=N0 = 20 dB (solid).

(a) (b)

Fig. 10. jH(f)j (dashed) versus (a) averagejFm(f )j, Es=N0 = 0 dB (dashed-dotted),Es=N0 = 20 dB (solid). Versus (b) averagejGm(f)j, Es=N0 = 0
dB (dashed-dotted),Es=N0 = 20 dB (solid); interferences spectrum (solid).

(a) (b)

Fig. 11. BER versusEb=N0 (dB) (L = 3; M = 8; P = 11).

codes defined over finite fields. In this paper, we devel-
oped redundant precoders in the form of FIR transmitter
filterbanks and derived general existence and uniqueness con-
ditions that guarantee perfect equalization of FIR channels
with FIR receiver filterbanks. Contrary to existing approaches,
no restrictions were imposed on the channel zero locations.
Specific precoder designs with trailing zeros and receiver
filterbanks with leading zeros were proved to yield simple
and practical equalization algorithms for a number of single-
and multiuser modulations that fall under the unifying FIR

filterbank precoder-equalizer structure. With respect to OFDM
precoders, the proposed transmit-receive filterbanks are more
complex to obtain. However, this operation has to be done only
once if the channel is time-invariant, or in case of time-varying
channels, it needs to be performed every time the channel
status information is updated. As far as real-time processing
of the input data stream and of the equalizer input, with respect
to OFDM, our approach requires more operations because it
does not use the FFT; nevertheless, it relies on FIR filtering
operations so that complexity does not increase dramatically.
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However, the performance gained when dealing with practical
channels that often exhibit deep nulls is worth the increased
complexity.

Jointly optimal transmitter-receiver filterbanks were also
designed to maximize output SNR with zero-forcing equalizers
or minimize mean-square error with finite transmitted power
constraints. The resulting designs turned out in closed form,
and it is interesting to note that both design methodologies
convert transmission over the wideband dispersive channel
to transmission over parallel uncorrelated subchannels,
the main difference between the two approaches being the
power distribution across the subchannels. For long distance
transmissions where the transmitters have to operate at their
maximum power, it is convenient to use the MMSE/CP
criterion to avoid unnecessary waste of power on subchannels
experiencing severe attenuation or narrowband interferences.

Although, in this paper, the channel was considered known
and the reception was assumed to be block-synchronous, in
a companion paper, we address blind symbol recovery and
develop self-recovering equalization and synchronization al-
gorithms [27]. Together with the results herein,input diversity
induced by redundant filterbank precoders and scrambling
turns out to be a very useful tool for mitigating multipath
effects in block transmissions without requiring channel dis-
parity conditions.

A number of interesting research issues open up: multi-
channel/multiuser extensions, adaptive algorithms, combined
approaches that exploit input redundancy for joint error cor-
rection and channel equalization, and decision feedback alter-
natives along the lines of [36] and [37].

APPENDIX

Proof of (67): From (66), we can express and as

(80)

In the TZ case, by substituting (80) to the terms in (59), we
obtain

tr

tr

tr

tr

tr

tr

tr

tr

tr

tr

tr (81)

Thus, (59) can be written as

tr tr

tr (82)

In the LZ case, using the appropriate decomposition of
specified in (55), we obtain the same result,

considering that

(83)

Proof of Lemma:
Proof: From (68) and (69), we can obtain, respectively

(84)

(85)

and after equating the left-hand sides of (84) and (85), we get

(86)

Because matrix is Hermitian, must be
Hermitian too, and thus, . For distinct7

’s the latter is possible only if is diagonal. Hence,
is diagonal and, due to (86), must be diagonal

as well.
To show that is also diagonal, we use again (68)

and (69) to obtain

(87)

Because and are diagonal, the right-hand side
of (87) must be also diagonal.

Proof of (70): Substituting (68) into the MSE part of (67),
we obtain

tr

tr (88)

Due to the Lemma, the matrix inside the trace is diagonal and
can be written explicitly as

(89)

As far as minimizing , we will argue that w.l.o.g. matrix
can have at most one nonzero entry in every row and every

column; furthermore, we will show next that matrix can be
considered w.l.o.g. as diagonal.

For each row, let , and define such that

and if

(90)
Due to (90), we have tr tr , i.e., if
satisfies the power constraint, then so does. Moreover,

7When� has repeated eigenvalues, define� = �+�� with �� a diagonal
perturbation matrix to assure that~�ii ’s are distinct. However,�ii(�) in (73)
is a continuous function of�, which implies thatlim��!0 �ii( ~�) = �ii(�)
and proves that Theorem 4 holds true as well for channels with repeated
eigenvalues.
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because , using the definition of , we find

(91)

From (91) and (89), we infer that if minimizes , then
so does . Hence, as far as minimizing , we can take

to have only one nonzero entry per row. Sincemust
be full rank, it should also have only one nonzero entry per
column; thus should be (within a permutation matrix factor)
diagonal, but permutation matrices do not alter ; hence,
setting ’s and ’s in decreasing order, forces w.l.o.g. to
be diagonal [c.f. (90)].
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