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Narrowing the Semantic Gap—Improved Text-Based
Web Document Retrieval Using Visual Features

Rong Zhag Member, IEEEand William |. Grosky

Abstract—In this paper, we present the results of our work that Search engines are still in their infancy. Although the exact
seek to negotiate the gap between low-level features and high-levelnature of many of the algorithms they use for finding appro-
concepts in the domain of web document retrieval. This work con- priate pages is proprietary [26], there is some research that sug-

cerns a technique, latent semantic indexing (LSI), which has been -
used for textual information retrieval for many years. In this en-  9€StS that the algorithms they use are not very accurate [15]. Ex-

vironment, LS| determines clusters of co-occurring keywords— isting search engines and their users are typically at cross pur-
sometimes called concepts—so that a query which uses a particular poses. While these systems normally retrieve documents based
keyword can then retrieve documents perhaps not containing this on low-level features, users usually have a more abstract notion
keyword, but containing other keywords from the same cluster. In ¢ \yhat will satisfy them when conducting a query for certain
this paper, we examine the use of this technique for content-based . . h .
web document retrieval, using both keywords and image features 'nforma_t'on' For .|nstance, mOSt,SearCh eng'ne,S use low-level
to represent the documents. Two different approaches to image Syntactic properties to characterize the semantics of web docu-
feature representation, namely, color histograms and color anglo- ments. These properties usually reduce to various sophisticated
grams, are adopted and evaluated. Experimental res_ults show that yariations of Simp|e keyword counts. There are research pro-
LSI, together Wlth both textu_al and visual features, is able to ex- totypes that take link information into account [30], but they
tract the underlying semantic structure of web documents, thus . - L
helping to improve the retrieval performance significantly, even still do not overcome th? so-callegmantic ga|§14]. This ',S a
when querying is done using only keywords. term that has been applied to content-based image retrieval, but
Index Terms—Anglogram, color, content-based retrieval, which cgrtamly has relevance to web searching. It corresponds
feature, histogram, image, latent semantic indexing (LSI), multi- t0 the mismatch between users’ requests and the way automated
media, semantics, World Wide Web. search engines try to satisfy these requests. Sometimes, the user
has in mind a concept so abstract that he himself does not know
what he wants exactly until he sees it. At that point, he may
want documents similar to what he has just seen or can envi-
NFORMATION is increasingly becoming ubiquitous and alkion. Again, however, the notion of similarity is typically based
pervasive, with the world wide web as its primary reposien high-level abstractions, such as activities or events described
tory. With the popularity of multimedia technology, contents oih the document, or some evoked emotions, among others. Stan-
the world wide web have been a lot more versatile than a feyard definitions of similarity using low-level features generally
years ago. However, although more information is available @vill not produce quality results.
the web, the efficient and effective retrieval and management ofin reality, the correspondence between user-based semantic
these web documents are still very challenging research issugmcepts and system-based low-level features is always
When navigating in such a vast collection of linked multimedimany-to-many. A certain word can be interpreted in different
documents, users can easily get lost in its depths. Some usgsgs within different contexts; while the same concept is
know what they are looking for and try to satisfy their needs hysually associated with a set of different terms, and people may
following appropriate links. These users may or may not finkave different preferences about which one to use. Generally
something of interest, but may easily miss other, more relevaieaking, these problems exist no matter what features are used
documents far from their current browsing paths. Other usérsthe system. Making the scenario even more complicated,
who know what they want can express their needs to a softwétrés very likely that a web document does not present a fixed
mediator called aearch engingwhich, ostensibly, helps themsemantics, but multiple semantics that vary over time. It is not
find the appropriate documents. Still other users may not be ablgly that different users may have different opinions about the
to articulate exactly what they want, but will know that a docusimilarity between web documents, but also, the same user
ment satisfies their needs when they see it; they then would likeay have different ideas under different circumstances. Even
to examine other similar documents. though user-based similarity is a very subjective issue based
on high-level concepts, so far all existing management systems
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for textual information retrieval for many years. In this envi- In our previous study of applying LSI to content-based
ronment, LSl is used to determine clusters of co-occurring keyrage retrieval [40]-[42], we experimented with different
words, sometimes, callezbnceptsso that a query which usesvisual features, such as global color histograms, subimage
a particular keyword can then retrieve documents perhaps gotor histograms, and color anglograms, and the results showed
containing this keyword, but containing other keywords frorthat LSI is effective in finding the semantics of images, thus
the same concept cluster. We will examine the use of this tedtglping to improve the retrieval performance. We believe that
nique for content-based web document retrieval, with both kelyS! also discovers that certain sets of different image features
words and image features to represent document contents. RRgoccur with the same set of keywords, resulting in the for-
different approaches to image feature representation, nam&hation of general concept clusters comprising various textual
color histogramsandcolor anglogramsare adopted and eval-and image features. This idea was validated by the experiments
uated. Experimental results show that LSI, together with bof integratir_wg visual features with textual annotations that we
textual and visual features, is able to extract the underlying §@nducted in [42].

mantic structure of web documents, thus helping to improve the' "€ promising results of using LSI in textual and image

retrieval performance significantly, even when querying is doftgtriéval inspired us to negotiate the semantic gap in web
using only keywords. document retrieval. We intend to use both textual keywords

The remainder of this paper is organized as follows. @nd image features in an attempt to discover the latent semantic

Section II, related works on capturing semantics and imaggucture of web documents and to correlate keywords with

feature extraction and representation are briefly discussdgage features. _ ) )
Section 11l introduces the theoretical background of LSI, and | Neré have been various papers concerned with transforming

also outlines its usage in both textual information retrieval arf¢eP pagf;es mt: concefts [7]. [161, [3911' 1t;hese pazerz show EOW
image retrieval. Section 1V describes how to use LS| to condJ&tranS orm the set of pages returne ya standar search en-
semantic-based retrieval of web documents. In Section V. \G€ into a more browsable representation through the mediation

present an improved approach that integrates LS| with bl clustering, each cluster corresponding to one of the concepts.

keywords and image features in the documents. Conclusic%néa‘n Important aspect Qf our study is to bring multlme_dla n-
. : . ormation into the definition of web document semantics. We
are drawn in Section VI, along with some proposed futu

work rc%aracterize.co.ntent—based retrieval systems that try to capture
' user semantics into two classes, namgjgtem-baseahduser-
based System-based approaches either try to define various se-
mantics globally, based on formal theories or consensus among
The motivation of this work is our belief that LSl is able to exdomain experts, or to use other techniques, not based on user-in-
tract the underlying semantic structure of web documents, aiegiaction, to get from low-level features to high-level semantics.
that this semantic structure can be represented by integrati@pr-based approaches, on the other hand, are adaptive to user
textual and image features of the web documents. This stugghavior and try to construct individual profiles. An important
addresses the following questiorisow can the semantics of component of most user-based approaches is the technique of
a web document be derived given a set of features? How d&f#evance feedback [3], [28], which has not been generally used
image features be used to characterize the semantics of a nflfl-the web yet, especially for images.
timedia web document? When can we determine that two wet$0me of the examples of system-based approaches can be
documents have similar or overlapping semantics? How can gundin[9], [20], [27], and [32]. Reference [27]is the first paper
mantic-based web document retrieval help us in navigating tHeat concerns retrieving images, in this case, graphic objects,
web more efficiently®Ve will briefly review existing research Pased on user semantics. A methodology for composing fea-
in these fields in this section and then present and validate §4feS Which evoke certain emotions is discussed in [9], whereas

approach with experimental results in Section IV and V. [20] uses textual information close to an image on a web page
to derive information regarding the image contents. [32] ex-

plores a heterogeneous clustering methodology that overcomes

) ) ) the drawback of single-feature matching when dealing with im-
As previously mentioned, LSI has often been applied tgyes that are considered similar by computation but actually

full-text document collections [4], [10]. However, there has ”(Having different semantics.

been much work on using this technique for image coIIectionsApproaches that depend on some form of user interaction
[1], [6], [18], [20], [25]. The only work of which we are familiar jnclude [8], [21], and [29]. Mediated by user interaction, the
that intentionally uses such a dimensional reduction technigggstem discussed in [8] defines a set of queries that correspond
[20] attempts to find a better way to search images on the we§.a user concept. Reference [21] is a system that learns how to
In this work, LSl is applied to analyzing text that appears closg&mbine various features in the overall retrieval process through
to a given image. An image feature vector is then comprised @der feedback. Reference [29] introduces an exploration para-
two components, one component representing visual featugigm based on an advanced user interface simulating three-di-
and the other representing the textual information transformaténsional (3-D) space. In this space, thumbnail images having
by using LSI. Since the LSl is just used on text, this approathe same user semantics are displayed close to each other, and
is not able to find different image features that co-occur witthumbnails that are far from the user’s semantic view are smaller
the same set of textual keywords. in size than thumbnails that are closer to the user's semantic

Il. RELATED WORKS

A. Capturing Semantics
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view. Users can also convert images that are close to each ofbetition strategy does not allow image objects to be rotated
into a concept and replace the given set of thumbnails by a cavithin an image.

cepticon. Many image features can be represented as a set of points.
These points can be tagged with labels to capture any neces-
B. Image Feature Extraction and Representation sary semantics. Each of the individual points representing some

feature of an image object is calledemture point The entire
During the past few years, many different image represepage object is represented by a set of labeled feature points.
tations have been developed, and various content-based im@genote that capturing the various spatial relationships among
retrieval systems have been proposed. The most widely usggse points is an important aspect of our work, which sets our
image features are color, texture, shape_, and spatial layQugrk apart from other approaches.
Since none of these low-level features is powerful enoughgfeciive semantic representation and retrieval requires la-
by itself to represent the image contents on the object leVghiing the feature points of each image object. The introduc-

resg?frchersfhave heen fOCUS'”Q on comé:nglng ?jlffgrent featu@ of such feature points and associated labels effectively con-
or different feature representations, and developing integrafgs o, image object into an equivalent symbolic representa-

similarity measures. tion, called apoint feature mapBy representing an image ob-

bl.n the qugr()j/ by émqghe C?ntir.]t (QBIC) sysltem [23], imag t as a point feature map, we capture not only image features
objects are indexed with color histograms, color moments, & t also the spatial relationships of these features.

shape descriptors. Other research groups have also tried to COM o representation we use for a point feature map is called an
bine color and shape features for improving the performang

of image retrieval. In [19], the color in an image is representsf glogram[36], [42]. This is constructed by computing a De-

by color histograms in (R, G, B) space, while a histogram ?unay triangulation fo_r each s_et of feature points in the po_mt
eature map labeled with a similar feature, and then computing

the directions of the edge points is used to represent the gener, o :
gep b 9 (%ature point histogram by counting the two largest angles pro-

shape information. A composite feature descriptor is propos _ . . X
in [22] based on a clustering technique, combining the inform Uced by the triangulation. We have shown the efficacy of using

tion of both shape and color clusters. In [2], a system that ud és technique to represent both shape [35] and color [36], [37],

a so-callecblobworld representation to retrieve images is proa'd have validated the anglogram approach by applying it in a
ical imaging environment [38]. We have also compared its

posed. This approach attempts to recognize the nature of ima@?&g , o
as combinations of these blobs. performance with that of some other existing approaches such

Due to the uncontrolled nature of images, how to extraff those introduced in [17] and [31]. Another major advantage

image objects automatically and precisely is still beyond tﬁg this method is that it is invariant to rotation, translation, and

reach of state-of-the-art computer vision. Moreover, eads@ling.

image object may appear differently, depending on viewpoint,
occlusion, and deformation. [ll. LATENT SEMANTIC INDEXING IN

Though it is more meaningful to represent the spatial distri- CONTENT-BASED RETRIEVAL

bution of color information based on image objects or regions, LS| was introduced to overcome a fundamental problem that
various fixed image-partitioning technigues have also been pglagues existing textual retrieval techniques. The problem is that
posed because of their simplicity and acceptable performangsers want to retrieve documents on the basis of conceptual
In[33], an image is divided into five partially overlapped, fuzzy.ontent, while individual keywords provide unreliable evidence
regions, with each region indexed by three moments of the colgliout the conceptual meaning of a document. There are usu-
distribution. The Color-WISE system [32] partitions an imagelly many ways to express a given concept. Therefore, the lit-
into 64 blocks with each block indexed by its dominant hue argtal terms used in a user query may not match those of a relevant
saturation values. document. In addition, most words have multiple meanings and

Instead of partitioning an image into regions, there are othafe used in different contexts. Hence, the terms in a user query
approaches for the representation of spatial color distributianay literally match the terms in documents that are not of any
A histogram refinement technique is described in [24] by pariirterest to the user at alll.
tioning histogram bins based on the spatial coherence of pixelsin information retrieval these two problems are addressed as
A pixel is coherent if it is a part of some sizable similarlysynonymyandpolyzemyThe concepsynonymys used to de-
colored region, and incoherent otherwise. In [17], a statisticadribe the fact that there are many ways to refer to the same ob-
method is proposed to index an imagedwjor correlograms ject. Users in different contexts, or with different needs, knowl-
which are tables containing color pairs, where ttieentry for edge, or linguistic habits will describe the same concept using
(¢, 7) specifies the probability of locating a pixel of colpat a different terms. The prevalence of synonyms tends to decrease
distancek from a pixel of colori in the image. therecall performance of the retrieval. Byolyzemywe refer to

We note that neither the histogram refinement nor the coltire fact that most words have more than one distinct meaning.
correlogram can recognize the nature of images on objéctdifferent contexts or when used by different people, the same
level. As for meaningful region-based image representatiortisrm takes on a varying referential significance. Thus, the use of
two image objects are usually considered similar only if theterm in a query may not necessarily mean that a document con-
corresponding regions they occupy overlap. Along with thiaining the same term is relevant at all. Polyzemy is one factor
position dependence of similar image objects, the fixed imagederlying pooiprecisionperformance of the retrieval [10].
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LSl tries to overcome the deficiencies of term-matching realled theglobal weight reflecting the overall value of term
trieval. It is assumed that there exists some underlying lateagt an indexing term for the entire collection. Global weighting
semantic structure in the data that is partially obscured by teehemes range from simple normalization to advanced sta-
randomness of word choice. Statistical techniques are usedistics-based approaches [11]. The fadigris a local weight
estimate this latent semantic structure, and to get rid of the dhat reflects the importance of teriwithin document; itself.
scuring noise. Local weights range in complexity from simple binary values to

The LSI technique makes use of tsiagular value decompo- functions involving logarithms of term frequencies. The latter
sition (SVD) We take a large matrix of term-document assocfunctions have a smoothing effect in that high-frequency terms
ation and construct a semantic space wherein terms and ddtaving limited discriminatory value are assigned low weights.
ments that are closely associated are placed near to each other.

The SVD allows the arrangement of the space to reflect tBe Singular Value Decomposition (SVD)

majo_r associati_ve patterns in the data, and ignore _the smaller-i-he SVD is a dimension reduction technique which gives us
less important influences. As a result, terms that did not actlky,,ced-rank approximations to both the column space and row

ally appear in a document may still end up close to the docls,cq of the vector space model. The SVD also allows us to

ment, if that is consistent with the major patterns of associatiﬂﬂd a rank approximation to a matrix with minimal change

in the data. Position in the transformed space then serves a8 fhat matrix for a given value of[4]. The decomposition is
new kind of semantic indexing. Retrieval proceeds by using tla%fined as follows:

terms in a query to identify a point in the semantic space, and
documents in its neighborhood are returned as relevant results A=Usy?T
to the query.

LSl is based on the fact that the term-document associatigiere

can be formulated by using the vector space model, in whichy; 4 . ¢ orthogonal matrix having the left singular vectors
each document is represented as a vector, where each vector o 4 as its columns:

component reflects the importance of a particular term inrepre-y, ;7 4 orthogonal matrix having the right singular vec-

senting the semantics of that document. The vectors for all the tors of A as its columns:

documents in a database are stored as the columns of asingle 4 « ; diagonal matrix having the singular valugs >
matrix. LS| is a variant of the vector space model in which a oy > --- > o, of the matrix A in order along its
low-rank approximation to the vector space representation of diagonal, where < min(¢, d).

the database is employed. That is, we replace the original matfiig decomposition exists for any given matrix13].
by another matrix that is as close as possible to the original ma-The rank- , of the matrixA4 is equal to the number of nonzero
trix but whose column space is only a subspace of the colungigyar values. It follows directly from the orthogonal invari-

space of the original matrix. Reducing the rank of the matriy,ce of theFrobeniusnorm that|| A|| s is defined in terms of
is a means of removing extraneous information or noise frofgse values

the database it represents. According to [4], LSI has achieved
average or above average performance in several experiments
with the TREC collections. 1Al = [[USVT| . = 15V || =13l r =

A. The Vector Space Model

In the vector space model, a vector is used to represent each® first.a columns of matrix/ are a basis for th(;column
item ordocumentn a collection. Each component of the vectopPace of matrixd, while the f'rs_t“ rows of matrixV™ are a
reflects a particular keyword associated with the given docfi@sis for the row space of matrik To create a rank-approx-
ment. The value assigned to that component reflects the implJpation 4z to the matrixA, wherek < .4, we can set all but

tance of the term in representing the semantics of the documéﬁ'ﬁk largest singular values of to be zero. A classic theqrem
A database containing a total éfdocuments described ty about the SVD by Eckart and Young [12] states that the distance

terms is represented a# & d term-by-document matri . The between the original matriX and its rankk approximation is

d vectors representing thidocuments form the columns of theMinimized by the approximatian,. The theorem further shows
matrix. Thus, the matrix element; is the weighted frequency how the norm of that distance is related to singular values of ma-
: , ’

at which termi occurs in documeny. The columns ofd are X 4. Itis described as
called thedocument vectorsand the rows of4 are theterm B . B 5 5
vectors The semantic content of the database is contained lint — A+ll» = ranh(3%) <k 4 =Xl = \/Uk+1 to At
the column space of, meaning that the document vectors span B (2)
that content. We can exploit geometric relationships betweblereA; = U, X V,I, wherel, is thet x k matrix the columns
document vectors to model similarity and differences in contemif which are the first: columns of matrix(/, Vj is thed x k
Meanwhile, we can also compare term vectors geometricallynmatrix the columns of which are the firstcolumns of matrix
order to identify similarity and differences in term usage. V', and> is thek x k diagonal matrix the diagonal elements of
A variety of schemes are available for weighting the matriwhich are the: largest singular values of matrit. Using the
elements. The element; of the term-by-document matrid  SVD to find the approximationi; guarantees that the approxi-
is often assigned such values@s = [;;g;. The factorg; is mation is the best that can be achieved for any given choike of
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C. Similarity Measure IV. SEMANTIC-BASED WEB DOCUMENT RETRIEVAL

In the vector space model, a user queries the database to USING TEXTUAL CONTENTS

find relevant documents, using the vector space representation

of those documents. The query is also a set of terms, with or! Nis section presents our approach to discover the co-occur-

without weights, represented by using a vector just like the dor@_mk:)? betwf(;en keywordds inl web d(_)cumen(tjs_. Crc]msider_ing the
uments. The matching process is to find the documents mQBEPRIEMS OSynonymyanadpo yzemydiscussed in the previous

similar to the query in the use and weighting of terms. In th%ection, many diﬁgrent keywords could be used to refer tp t_he

vector space model, the documents selected are those geom%qme.concept, while most keywords have more than one (.j'Stht

cally closest to the query in the transformed semantic Space_meamng and are used in different contexts to represent different

One common measure of similarity is the cosine of the an gmantics. Our motivation is to discover the correlation between

between the query and document vectors. If the term-by-do ywords and thus construct more meaningful concept clusters.

ment matrixA has columns;, j = 1,2 d thosed cosines etrieval will then be conducted based on these high-level con-
7 IR cept clusters, rather than those low-level keywords.

are computed according to the following formula: X X - X
To validate our semantic-based retrieval technique, we choose

t news service sites for our experiments. We are interested in this
aJTq El ij4i application domain because of the following reasons. First of all,

cost; = 1], el = - - (3)  news headlines are often used as their URL anchors and docu-
2 /Z a%» /Z q? ment titles in most news service sites. The topic or major con-

i=1 i=1 cepts in a piece of news can usually be represented easily and

clearly by a group of keywords in the headline. Second, news
service sites such asn.com abcnews.comand msnbc.com
often have extensive coverage of the same news topic during
a certain period of time. Therefore, documents on these sites
can be used to cross examine the semantic structures of sim-
ilar documents and corresponding concept clusters discovered
by using our retrieval method. Finally, news documents often
for anyt-dimensional vectog. include some multimedia components, such as images, audio
The LSI technique has been successfully applied to text@Ps, or video clips, which are closely related to the topic of
information retrieval, in which it shows distinctive power ofthe news story. In the next section, making use of this special
finding the latent correlation between terms and documents [g]aracteristic, we are going to present how to discover the cor-
[5], and [10]. This inspired us to apply LSI to content-basetglation between keywords and visual features and to use this
image retrieval. In a previous study [40], [42], we made use 6@rrelation to improve retrieval performance of multimedia web
the power of LSI to reveal the underlying semantic nature gpcuments.
image contents, and thus to find the correlation between imagd-or our experiment, we use a collection of 24 documents on
features and the semantics of the image or its objects. We ern.com The first eight documents are about a California high
plored this approach further by correlating low-level featurechool shooting incident, the next eight about President Bush’s
groups and high-level semantic clusters. Experimental resul cut plan, and the last eight are miscellaneous documents
show that integrating LSI with content-based techniques helplgout other topics. The headlines of these news stories, i.e., titles
improve the retrieval performance significantly. of the corresponding web documents, are listed in Fig. 1. Key-
Now we attempt to extend the power of LSI to the domain ofords, in our experiment, are the most meaningful words found
web document retrieval. Conventional web document retrievalthin those titles. It is usually a noun referring to some roles of
techniques are based on low-level features such as keywoatisaffair, or some objects in an event. For instance, in the news
in the contents or links of the documents because it is fairgfory of “Bush urges Congress to restructure Medicare,” there
easy to extract these features automatically and analyze thaie three keywords, nameBush CongressandMedicare
statistically. However, they are not the real means by whichlt is worth noticing that the meaning of a keyword is very
human users understand and retrieve web documents. Higimerch determined by its context. A meaningful keyword in one
level concepts or topics, with certain domain knowledge, acentext may be of no use to the same user when it appears in
the major criteria to conduct any kind of search. How to asome other contexts. For example, a user may be interested in
tomate the extraction and analysis of this data is still beyotabking for all the news stories related to President Bush’s tax
the state-of-the-art in information retrieval or artificial intelli-cut plan. In this context, the word “Bush” will guide the user
gence, which leaves those low-level features the only meangotentially relevant documents. However, the same keyword
available with which to initiate a search. To find a remedy famay be of much less importance to him if it appears in news
this problem, we attempt to use LSI to bridge this semantic gap other issues involving the President, for example, in “Bush
in web retrieval. Some preliminary experiments have been camrges Congress to restructure Medicare.” To validate that LSI
ducted and the results are very promising. The next section tkeeapable of distinguishing the different semantics of keywords
tails the effectiveness of using LSI with textual features. In Seitr different contexts, we selected intentionally 8 miscellaneous
tion V, we introduce a more effective approach in which LSI idocuments which contain keywords that also appear in the first
integrated with both textual features and visual elements. 16 documents, such ashool, California, Bush, Congressic.

for j = 1,2,...,d, where the Euclidean vector norjie||> is
defined by

lall, = VT = (4)
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1. School shooting arraignment postponed , Also, let|R,| be the number of documents in the intersection

2. Pennsylvania girl arrested in classmate’s shooting of the setsk and A. Thenrecall is defined as

3. Judge delays arraignment in school shooting '

4. Investigators: Teen ‘reloaded 4 times’

5. Detroit high school shooting injures 3 Recall— | Rq|

6. Teenager suspect faces charges as adult under new law = IR

7. California students arrested after “hit list,” rifle found

g- Eﬁe"ds °tft5“5p:°t W‘t’n’t bf °°‘c‘l“n%,:::k to school Wednesday \yhich is the fraction of the relevant documents that has been
. ouse set to vote on tax rate reauctt . .. . .

10. Bush to give tax-cut pep talk on eve of vote retrieved, angrecisionis defined as

11. Bush prepares to campaign once more for tax cuts

12. House plunges ahead with tax-relief bill o |R.|

13. Bush takes his tax-cut idea to the heartland Precision= ]

14. Bush to plead “fiscal sanity’ before Congress

}2: gﬁ:ﬁ%iﬁiiﬂﬁhi?ﬁﬁﬁ;{ ggfziﬁiis which is the fraction of the retrieved documents that are consid-

17. Bush moves to increase federal spending on education ered as relevant.

18. Study: Kids rate bullying and teasing as ‘big problem’ With different sizes of the document answer &dt, we eval-

19. Coach fired for wielding meat cleaver at school uated our method by using each of the first 16 documents as

20. California unveils rail system improvement plan query documents. In Table I, we compare the recall and pre-

21. Bush officials weighing help for steel industry cision of using LSI with those without LS, i.e., using straight

22. Bush talks tough on North Korea . :

23. Bush urges Congress to restructure Medicare k(_ayword matching. Rgsu_l?s show that LS| does improve the re-

24. Review: Web help at tax time trieval performance significantly.

We notice that recall and precision have the following in-

herent weaknesses. First, the proper estimation of recall requires
Fig. 1. Document titles in the experiment of semantic-based retrieval usifigtaijled knowledge of all the documents in the collection. When
keywords. (Sourceznn.com) the collection is considerably large, it will be very difficult or

even impossible to have a proper estimate at all. Second, recall

In our experiment, first the keywords are extracted from eaeimd precision are related measures capturing different aspects

document title, and each document is then represented by a fafathe set of retrieved documents. In many situations, improve-
ture vector whose components are the keywords. Next, a keyent of one leads to the deterioration of the other. Therefore,
word-document matrixA = [V, ..., Vay], which is 55x 24, we introduce our own measure in the next section when eval-
is constructed using these feature vectors. Each row correspouaiting the performance of semantic-based retrieval using both
to one of the keywords and each column is the entire featur@ywords and image features.
vector of the corresponding document.

An SVD is performed on the keyword-document matrix. The V., SEMANTIC-BASED WEB DOCUMENT RETRIEVAL USING
result comprises three matrices, namély, >, andV, where TEXTUAL AND VISUAL CONTENTS

A = UXVT. The dimensions olJ, X, andV are 55x 55, . , .
In this section, we attempt to uncover the semantic correla-

55x 24, and 24x 24, respectively. The rank of matriX, and . b K dsin the d il di »
thus the rank of matrid, is 24. Therefore, the first 24 cqumns_t'on etween keywords in the document title and image features

of U spans the column space Afand all the 24 rows iv'T in the same Wep document,_ hop_ing to use this correlation to
spans the row space &. 3 is a diagonal matrix of which the 'MPTOVe the retrlgval of ml_JIt|med|a web documents. As men-

diagonal elements are the singular valuestofTo reduce the tlone_d N .the brevious Se.Ct'O”’ we selept documents from news
dimensionality of the transformed space, we use a faak- service sites for c.ondu.ctlng out experiments. News documents
proximation, Ay, of the matrixA, wherek = 16 (this optimal often include multimedia components that are closely related to

value of k was pragmatically determined). This is defined p{'€ topic or major concepts of the news story. In particular, we

Ay = U5 VT, The dimension oA, is the same ag., 55 ind that many documents @mn.comhave some images around
= k . 9 L
by 24. The dimensions af , 33, andV;, are 55x 16, 16x 16,

or near the headline of the news story. For our experiment, we
and 24x 16, respectively. consider one image in each document, which is selected with

i ) regard to the position, size, and format of the image.
The query process is to compute the distance between thg\/e use a collection of 20 documents amn.com This col-

transformed feature vector of the query documeniand that |ection consists of four semantic categories of five documents
of each of the 24 candidate documents in the dataia3#1ie  gach. The categories are the Bush inaugural, the Kursk subma-
distance is defined atist(q,d) = q*d/||q/llld||, where|lal|  yine accident, the Clinton impeachment, and the space-station
and||d|| are the norms of those vectors. MIR. Document titles are listed in Fig. 2, and their images are
The measures akcall andprecisionare used in evaluating shown in Fig. 3.
the performance of this semantic-based retrieval techniqueln our experiment, 43 keywords are extracted from the
Consider an information requestand its setR of relevant title of these documents and a textual feature ve&or=
documents. LetR| be the number of documents in this setik;, k2, k3, . .. k43]? is then constructed. To extract and repre-
Assume that a given retrieval method generates a documsent the images, we apply two different approaches. Our first
answer sefl and let| 4| be the number of documents in this setapproach is to use global color histograms. Each image is first
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RESULTS OFEXPERIMENT OF SEMANTIC-BASED RETRIEVAL Usmé@%&lolms (A) COMPARISON OFRECALL. (B) COMPARISON OFPRECISION
Recall Straight Keyword Matching Latent Semantic Indexing
4= 10 0.51 0.60
i4j=15 0.63 0.75
14} =20 0.76 0.88
(a)

Precision Straight Keyword Matching Latent Semantic Indexing
|4|=10 0.41 0.48
l4|=15 0.34 0.40
1A4]=20 0.30 0.35

(b)

Bush, in first address as president

Education, tax cuts top Bush's Washington agenda

Campaign promises could prove troublesome for Bush

Bush's to-do list: Set tone for next four years

George W. Bush: The 43rd President

Rescue mission for crippled Russian sub enters second day
Russian official says chances not good for rescue of trapped crew aboard sunken nuclear sub
Kursk salvage raises questions

Russia to start recovering Kursk bodies

10. Russian navy begins attempt to evacuate sailors from sunken sub
11. Clinton acquitted; president apologizes again

12. Clinton apologizes to nation

13. Clinton's evolving apology for the Lewinsky affair

14. Clinton will not address impeachment in State of the Union

15. Clinton says 'presidents are people, too’

16. MIR prepares for risky plunge

17. Mir positioned for fiery descent

18. A Mirrisk

19. Mir demise causes international high anxiety

20. New Zealand issues Mir warning

RN A D=

Fig. 2. Document titles in the experiment of semantic-based retrieval using both keywords and image featuresc(®ocwos):

converted from théRGB color space to thélSV color space. 143x 20, and 20x 20, respectively. To reduce the dimension-
For each pixel of the resulting image, hue and saturation ality of the transformed space, we use a rankpproxima-
extracted and each quantized into a 10-bin histogram. Then, tioa, Ay, of the matrixA, wherek = 12. This is defined by
two histogramg: ands are combined into onk x s histogram Ay = UkEkV;f. The dimension ofAy is the same as\,
with 100 bins, which is the representing image feature vectdd3x 20. The dimensions oUy, ¥, and Vi are 143x 12,
of each document to which the image belongs. This is a vecttizx 12, and 20< 12, respectively.
of 100 elementsF = [f1, f2, f3, - - - f100]” - Defining a keyword-based query from each document, in
Then, we combine the textual feature vedoand image fea- turn, we find the average sum of the positions of all of the
ture vectotF" into a new feature vectd?, so that each documentfive correct answers. Note that in the best case, where the five
is represented by such a feature vector. Next, a feature-docunwmmtect matches occupy the first five positions, this average
matrix, A = [V1,..., V], which is 143x 20, is constructed sum would be 15, whereas in the worst case, where the five
using these feature vectors. Each row corresponds to one of¢berect matches occupy the last five positions, this average sum
feature elements and each column is the entire feature vectomoluld be 90. A measure that we use of how good a particular
the corresponding document. method is defined as
An SVD is performed on the feature-document matrix. The
result comprises three matrices, namély, >, andV, where 18 — average—sum
A = UxVT. The dimensions oU, ¥, andV are 143x 143, measure — of — goodness = 15 > )

J
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Fig. 3. Images associated with the web documents in Fig. 2. (Soemoecom) (a) Bush inaugural. (b) Kursk submarine accident. (c) Clinton impeachment.
(d) The MIR.

We note that in the best case, this measure is equal to ofiken we normalize the original feature document matrix into

whereas in the worst case, it is equal to zero [42]. the range of £1,1] as follows:

The following normalizationprocess will assign equal em- o
phasis to each component of the feature vector. Different com- Ai,j = M (6)
ponents within the vector may be of totally different physical Ti

quantities. Therefore, their magnitudes may vary drastically aﬂ%an easily be shown that the probability of an entry falling into

thus bias the similarity measurement S|gn|f|cantly_. One comp: range of -1, 1] is 68%. In practice, we map all the entries
ponent may overshadow the others just because its magnltuc{3

e )
is relatively too large. For the feature-document matkix— MG the range oft 1, 1] by forcing the out-of-range values to be
[V1,V2..., Vg, we haveA; ; which is theith component

either—1 or 1. We then shift the entries into the range of [0,1]
in vectorV;. Assuming a Gaussian distribution, we can obtai

lr31y using the following formula:
the meary; and standard deviatiom; for the ith component oL Aij+1
of the feature vector across the whole collection of documents. Aty j = 9 (1)
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Keywords only, w/o LSI
(0.7627)

—

Keywords only, with LS1 Keywords and image features, w/o LSI
(0.7720) (0.7273)

\/

Keywords and image features, with LSI
(0.7847)

Fig. 4. Results of semantic-based retrieval using keywords and image features (global color histogram).

After this normalization process, each component of the feature-The global weights give less emphasis to those components

document matrix is a value between zero and one, and thus it occur frequently or in many images. Theoretically, the

not bias the importance of any component in the computationaitropy method is the most sophisticated weighting scheme,

similarity. taking the distribution property of feature components over the
One of the common and effective methods for improvingnage collection into account.

full-text retrieval performance is to apply different weights to We conducted experiments for these four cases:

different components [11]. We apply these techniques to our 1y keywords only, no LSI:

experiment. The raw frequency in each component of the fea-2) keywords only, with LSI:

turg-document mgtrix, with or without normali;ation, can be 3) keywords and image features (global color histogram), no
weighted in a variety of ways. Both global weight and local LSI:

weight are considered in our approachghbal weightindi- 4) keywords and image features (global color histogram),
cates the overall importance of that component in the feature * \ith LS.
vector across the whole document collection. Therefore, theThe results are shown in Fig. 4, where the number in paren-

same global weighting is applied to an entire row of the matrigegis s the measure-of-goodness of the particular method.

A local weightis applied to each element indicating the relarnege results are based on actual user feedback. It can be no-
tive importance of the component within its vector. The valug:eq that LS| improves the retrieval performance, and is even
for any componenA, ; is thUSL('LJ)Q('L), WhefeL(fJ) ISthe  petter when integrated with both textual and visual features,
!ocal weighting fprfgature componeiin documeny, andG (i) even though just adding visual features without using LSI
is the global we|ght|ng.f0rlthat complonent.. worsens the retrieval performance. This validates our beliefs
Common local weighting techniques includerm fre- 5; | 5| can help discover the correlation between textual
quency binary, andlog of term frequencywhereas COmMmON tg a1 res and visual features, and that visual features provide a

global weighting methods includdlormal Gfidf, Idf, and pejhing hand when we are retrieving multimedia documents.
Entropy Based on previous research, it has been found thaig eyt anproach performs similar experiments utilizing our
log(1 + term frequency helps to dampen effects of large

diff it d thus has the b ; %)reviously formulated method of color anglograms to represent
Erences In frequency an t'us as the ?St performanc ﬁaegspatialcolorfeaturesofimages[37],[42].Thisisanove|spa—
a local weight, whereaBntropyis the appropriate method for

e tial color indexing scheme based on the point feature map ob-
global weighting [11]. . , . tajned by dividing an image evenly into a number of nonover-
The entropy method is defined by having a component glot@ ping blocks with each individual block abstracted as a unique
weight of feature point labeled with its spatial location, dominant/average
14 Z pijlog (pi) (®) hue, and dominant/ average saturation. Fig. 5(a) shows a pyramid
— log( image of size 19% 128. By dividing the image into 256 blocks,
J Fig. 5(b) and 5(c) shows the image approximation using domi-
where nant hue and saturation values to represent each block, respec-
tively. Fig. 5(d) presents the corresponding point feature map
=0 perceptually. Fig. 5(e) is the Delaunay triangulation of the set
g7 of feature points labeled with saturation value 5, and Fig. 5(f)
is the probability of that componentf;; is the raw frequency shows the corresponding anglogram obtained by counting the
of componentA; ;; and gf; is the global frequency, i.e., thetwo largest angles of each triangle.
total number of times that componehnbccurs in the whole  For our experiments, we first normalize the images to size
collection. 192x 128, and then divide each of the images into 64 blocks.

number_of _documents)

Dy
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Fig. 5. (a). Pyramid image (b). Hue component (c). Saturation component (d). Point feature map (e). Delaunay triangulation of saturation §réjmAriglo
saturation 5.

Keywords only, with LSI (0.7720)

v

Keywords and image features (global color histogram) , with LSI (0.7847)

v

Keywords and image features (color anglogram), with LST (0.9193)

Fig. 6. Results of semantic-based retrieval using both keywords and image features (color anglogram).

We have ten quantized average hue values and ten average shaufirst 720 elements are visual elements, i.e., the color anglo-
ration values. We count the two largest angles of each triangigam of each image, and the last 43 elements are textual features
and have an anglogram bin of.50ur vector representation ofcorresponding to the keywords. We reduce the dimensionality
an image thus has 720 elements: 36 bins for each of ten loighe feature-document matrix o= 12. We follow the same
values and 36 bins for each of ten saturation values. In this cageery process as in the previous section. Using the measure of
the feature-document matrix is 76320. Of each feature vector, goodness, we show the results in Fig. 6.
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From these results, one notices that our color anglogrgresentation. We firmly believe that semantic-based retrieval is
method is better than the global color histogram in capturirggpromising approach to significantly unleashing the power of
image features, which is consistent with our previous resulteth the World Wide Web and multimedia technology.

[34], [37], [42]. One also notices that LS| improves the retrieval
performance further when integrated with this method. Once
again our experiments validate that finding the semantics of 1]
web documents and integrating textual and visual featureé
are promising approaches to more meaningful retrieval of

multimedia web documents. 2]

VI. CONCLUSIONS (3]

In this paper, we have presented an approach to negotiating
the gap between low-level features and high-level concepts ing)
web documents. We have examined the use of LSI for con-
tent-based web retrieval, using both keywords and image feal®
tures of the documents. Two different approaches to image feajg)
ture representation, namely, color histograms and color anglo-

grams, are adopted and evaluated. This paper has shown the uld

of image features in improving text retrieval, whereas our pre-
vious papers [40], [42] have shown the use of textual keywordslé]
to improve image retrieval.

First of all, experimental results show that LSl is able to cor- [9]
relate the semantically similar keywords to construct concept
clusters, and it is also able to correlate keywords with imagélo]
features in the web documents. Using LSl to discover the under-
lying semantic structure of web documents is a promising apt1]
proach to understanding the documents on a higher level, which
better reflects human perception. Second, we validated that intg=2]
grating textual features with visual features, together with LSI
can represent the contents of multimedia web document bettgr?’]
than using keywords only. Therefore, it helps improve the ref14]
trieval performance significantly. Finally, once again our spatiale]
feature representation technique, the color anglogram, proves to
be powerful in capturing and representing image features in aj6]
effective and efficient way.

We propose to use the anglogram technique for representing
the structural features of web documents, where we call it &7]
structure anglogramSimilar to the color anglogram approach
onimages, each web documentis divided into blocks. The donjsg)
inant tag in each block, i.e., the tag whose rendering takes up
most of the area in the given block is then used as the releva
feature. A feature vector can be constructed by computing the
anglogram of the feature points in the document in a procedgo]
similar to that used in the color anglogram. Then we propose to
integrate textual, visual, and structural features all together to
further improve the retrieval performance. One of the strength&1l
of the LSI technique is that it is a vector-based method WhicIT22
easily integrates different features into one feature vector and
treats them just as similar components. Hence, ostensibly, we
can expand the feature vector by adding even more featur
without any concern.

Currently we are also experimenting with various clustering
techniques for web documents, and comparing the performan
with that of using LSI. We are also planning to apply the LSI
technigue to web document prefetching and web mining, as well
as studying how to make use of the characteristics of XML t&zs]
better extract semantics of web documents from their markup
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