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Abstract

In recent years, the use of mobile ad hoc networks (MANETs) has been
widespread in many applications, including some mission critical appli-
cations, and as such security has become one of the major concerns in
MANETs. Due to some unique characteristics of MANETs, prevention
methods alone are not sufficient to make them secure; therefore, detection
should be added as another defense before an attacker can breach the sys-
tem. In general, the intrusion detection techniques for traditional wireless
networks are not well suited for MANETs. In this paper, we classify the
architectures for intrusion detection systems (IDS) that have been intro-
duced for MANETs. Current IDS’s corresponding to those architectures are
also reviewed and compared. We then provide some directions for future
research.
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1 Introduction

A mobile ad hoc network (MANET) is a self-configuring network that is
formed automatically by a collection of mobile nodes without the help of a
fixed infrastructure or centralized management. Each node is equipped with
a wireless transmitter and receiver, which allow it to communicate with other
nodes in its radio communication range. In order for a node to forward a
packet to a node that is out of its radio range, the cooperation of other
nodes in the network is needed; this is known as multi-hop communication.
Therefore, each node must act as both a host and a router at the same time.
The network topology frequently changes due to the mobility of mobile nodes
as they move within, move into, or move out of the network.

A MANET with the characteristics described above was originally devel-
oped for military purposes, as nodes are scattered across a battlefield and
there is no infrastructure to help them form a network. In recent years,
MANETs have been developing rapidly and are increasingly being used in
many applications, ranging from military to civilian and commercial uses,
since setting up such networks can be done without the help of any infras-
tructure or interaction with a human. Some examples are: search-and-rescue
missions, data collection, and virtual classrooms and conferences where lap-
tops, PDA or other mobile devices share wireless medium and communicate
to each other. As MANETs become widely used, the security issue has
become one of the primary concerns. For example, most of the routing
protocols proposed for MANETs assume that every node in the network is
cooperative and not malicious [1]. Therefore, only one compromised node
can cause the failure of the entire network.

There are both passive and active attacks in MANETs. For passive at-
tacks, packets containing secret information might be eavesdropped, which
violates confidentiality. Active attacks, including injecting packets to invalid
destinations into the network, deleting packets, modifying the contents of
packets, and impersonating other nodes violate availability, integrity, au-
thentication, and non-repudiation. Proactive approaches such as cryptogra-
phy and authentication [10, 11, 12, 13] were first brought into consideration,
and many techniques have been proposed and implemented. However, these
applications are not sufficient. If we have the ability to detect the attack
once it comes into the network, we can stop it from doing any damage to
the system or any data. Here is where the intrusion detection system comes
in.

Intrusion detection can be defined as a process of monitoring activities in
a system, which can be a computer or network system. The mechanism by
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which this is achieved is called an intrusion detection system (IDS). An IDS
collects activity information and then analyzes it to determine whether there
are any activities that violate the security rules. Once an IDS determines
that an unusual activity or an activity that is known to be an attack occurs,
it then generates an alarm to alert the security administrator. In addition,
IDS can also initiate a proper response to the malicious activity.

Although there are several intrusion detection techniques developed for
wired networks today, they are not suitable for wireless networks due to
the differences in their characteristics. Therefore, those techniques must be
modified or new techniques must be developed to make intrusion detection
work effectively in MANETs.

In this paper, we classify the architectures for IDS in MANETs, each
of which is suitable for different network infrastructures. Current intrusion
detection systems corresponding to those architectures are reviewed and
compared.

The rest of the paper is structured as follows. Section 2 describes the
background on intrusion detection systems. Intrusion detection in MANETs
- how it differs from intrusion detection in wired networks - is also presented
in this section. In Section 3, architectures that have been introduced for IDS
in MANETs are presented. Some of current intrusion detection systems for
MANETs are given in Section 4. Then, some of the intrusion detection
techniques for node cooperation are reviewed and compared in Section 5.
Finally, the conclusion and future directions are given in Section 6.

2 Background

2.1 Intrusion Detection System (IDS)

Many historical events have shown that intrusion prevention techniques
alone, such as encryption and authentication, which are usually a first line
of defense, are not sufficient. As the system become more complex, there
are also more weaknesses, which lead to more security problems. Intrusion
detection can be used as a second wall of defense to protect the network
from such problems. If the intrusion is detected, a response can be initiated
to prevent or minimize damage to the system.

Some assumptions are made in order for intrusion detection systems
to work [1]. The first assumption is that user and program activities are
observable. The second assumption, which is more important, is that normal
and intrusive activities must have distinct behaviors, as intrusion detection
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must capture and analyze system activity to determine if the system is under
attack.

Intrusion detection can be classified based on audit data as either host-
based or network-based. A network-based IDS captures and analyzes pack-
ets from network traffic while a host-based IDS uses operating system or
application logs in its analysis. Based on detection techniques, IDS can also
be classified into three categories as follows [2].

• Anomaly detection systems: The normal profiles (or normal behaviors)
of users are kept in the system. The system compares the captured
data with these profiles, and then treats any activity that deviates from
the baseline as a possible intrusion by informing system administrators
or initializing a proper response.

• Misuse detection systems: The system keeps patterns (or signatures)
of known attacks and uses them to compare with the captured data.
Any matched pattern is treated as an intrusion. Like a virus detection
system, it cannot detect new kinds of attacks.

• Specification-based detection: The system defines a set of constraints
that describe the correct operation of a program or protocol. Then,
it monitors the execution of the program with respect to the defined
constraints.

2.2 Intrusion Detection in MANETs

Many intrusion detection systems have been proposed in traditional wired
networks, where all traffic must go through switches, routers, or gateways.
Hence, IDS can be added to and implemented in these devices easily [17, 18].
On the other hand, MANETs do not have such devices. Moreover, the
medium is wide open, so both legitimate and malicious users can access
it. Furthermore, there is no clear separation between normal and unusual
activities in a mobile environment. Since nodes can move arbitrarily, false
routing information could be from a compromised node or a node that has
outdated information. Thus, the current IDS techniques on wired networks
cannot be applied directly to MANETs. Many intrusion detection systems
have been proposed to suit the characteristics of MANETs, some of which
will be discussed in the next sections.
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3 Architectures for IDS in MANETs

The network infrastructures that MANETs can be configured to are either
flat or multi-layer, depending on the applications. Therefore, the optimal
IDS architecture for a MANET may depend on the network infrastructure
itself [9]. In a flat network infrastructure, all nodes are considered equal, thus
it may be suitable for applications such as virtual classrooms or conferences.
On the contrary, some nodes are considered different in the multi-layered
network infrastructure. Nodes may be partitioned into clusters with one
clusterhead for each cluster. To communicate within the cluster, nodes can
communicate directly. However, communication across the clusters must be
done through the clusterhead. This infrastructure might be well suited for
military applications.

3.1 Stand-alone Intrusion Detection Systems

In this architecture, an intrusion detection system is run on each node in-
dependently to determine intrusions. Every decision made is based only on
information collected at its own node, since there is no cooperation among
nodes in the network. Therefore, no data is exchanged. Besides, nodes in
the same network do not know anything about the situation on other nodes
in the network as no alert information is passed. Although this architecture
is not effective due to its limitations, it may be suitable in a network where
not all nodes are capable of running an IDS or have an IDS installed. This
architecture is also more suitable for flat network infrastructure than for
multi-layered network infrastructure. Since information on each individual
node might not be enough to detect intrusions, this architecture has not
been chosen in most of the IDS for MANETs.

3.2 Distributed and Cooperative Intrusion Detection Sys-
tems

Since the nature of MANETs is distributed and requires cooperation of other
nodes, Zhang and Lee [1] have proposed that the intrusion detection and re-
sponse system in MANETs should also be both distributed and cooperative
as shown in Figure 1. Every node participates in intrusion detection and
response by having an IDS agent running on them. An IDS agent is respon-
sible for detecting and collecting local events and data to identify possible
intrusions, as well as initiating a response independently. However, neigh-
boring IDS agents cooperatively participate in global intrusion detection
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Figure 1: Distributed and Cooperative IDS in MANETs proposed by Zhang
and Lee [1]

actions when the evidence is inconclusive. Similarly to stand-alone IDS ar-
chitecture, this architecture is more suitable for flat network infrastructure,
not multi-layered one.

3.3 Hierarchical Intrusion Detection Systems

Hierarchical IDS architectures extend the distributed and cooperative IDS
architectures and have been proposed for multi-layered network infrastruc-
tures where the network is divided into clusters. Clusterheads of each cluster
usually have more functionality than other members in the clusters, for ex-
ample routing packets across clusters. Thus, these clusterheads, in some
sense, act as control points which are similar to switches, routers, or gate-
ways in wired networks. The same concept of multi-layering is applied to
intrusion detection systems where hierarchical IDS architecture is proposed.
Each IDS agent is run on every member node and is responsible locally for
its node, i.e., monitoring and deciding on locally detected intrusions. A
clusterhead is responsible locally for its node as well as globally for its clus-
ter, e.g. monitoring network packets and initiating a global response when
network intrusion is detected.

175



3.4 Mobile Agent for Intrusion Detection Systems

A concept of mobile agents has been used in several techniques for intrusion
detection systems in MANETs. Due to its ability to move through the large
network, each mobile agent is assigned to perform only one specific task,
and then one or more mobile agents are distributed into each node in the
network. This allows the distribution of the intrusion detection tasks.

There are several advantages for using mobile agents [2]. Some functions
are not assigned to every node; thus, it helps to reduce the consumption of
power, which is scarce in mobile ad hoc networks. It also provides fault tol-
erance such that if the network is partitioned or some agents are destroyed,
they are still able to work. Moreover, they are scalable in large and varied
system environments, as mobile agents tend to be independent of platform
architectures. However, these systems would require a secure module where
mobile agents can be stationed to. Additionally, mobile agents must be able
to protect themselves from the secure modules on remote hosts as well.

Mobile-agent-based IDS can be considered as a distributed and cooper-
ative intrusion detection technique as described in Section 3.2. Moreover,
some techniques also use mobile agents combined with hierarchical IDS, for
example, what will be described in Section 4.3.

4 Sample Intrusion Detection Systems for MANETs

Since the IDS for traditional wired systems are not well-suited to MANETs,
many researchers have proposed several IDS especially for MANETs, which
some of them will be reviewed in this section.

4.1 Distributed and Cooperative IDS

As described in Section 3.2, Zhang and Lee also proposed the model for a
distributed and cooperative IDS as shown in Figure 2 [1].

The model for an IDS agent is structured into six modules. The local data
collection module collects real-time audit data, which includes system and
user activities within its radio range. This collected data will be analyzed by
the local detection engine module for evidence of anomalies. If an anomaly is
detected with strong evidence, the IDS agent can determine independently
that the system is under attack and initiate a response through the local
response module (i.e., alerting the local user) or the global response module
(i.e., deciding on an action), depending on the type of intrusion, the type of
network protocols and applications, and the certainty of the evidence. If an
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Figure 2: A Model for an IDS Agent [1]

anomaly is detected with weak or inconclusive evidence, the IDS agent can
request the cooperation of neighboring IDS agents through a cooperative
detection engine module, which communicates to other agents through a
secure communication module.

4.2 Local Intrusion Detection System (LIDS)

Albers et al. [3] proposed a distributed and collaborative architecture of
IDS by using mobile agents. A Local Intrusion Detection System (LIDS)
is implemented on every node for local concern, which can be extended for
global concern by cooperating with other LIDS. Two types of data are ex-
changed among LIDS: security data (to obtain complementary information
from collaborating nodes) and intrusion alerts (to inform others of locally
detected intrusion). In order to analyze the possible intrusion, data must
be obtained from what the LIDS detects, along with additional information
from other nodes. Other LIDS might be run on different operating systems
or use data from different activities such as system, application, or network
activities; therefore, the format of this raw data might be different, which
makes it hard for LIDS to analyze. However, such difficulties can be solved
by using SNMP (Simple Network Management Protocol) data located in
MIBs (Management Information Base) as an audit data source. Such a
data source not only eliminates those difficulties, but also reduces the in-
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Figure 3: LIDS Architecture in A Mobile Node [3]

crease in using additional resources to collect audit data if an SNMP agent
is already run on each node.

To obtain additional information from other nodes, the authors proposed
mobile agents to be used to transport SNMP requests to other nodes. In
another words, to distribute the intrusion detection tasks. The idea differs
from traditional SNMP in that the traditional approach transfers data to
the requesting node for computation while this approach brings the code
to the data on the requested node. This is motivated by the unreliability
of UDP messages used in SNMP and the dynamic topology of MANETs.
As a result, the amount of exchanged data is tremendously reduced. Each
mobile agent can be assigned a specific task which will be achieved in an
autonomous and asynchronous fashion without any help from its LIDS.

The LIDS architecture is shown in Figure 3, which consists of

• Communication Framework: To facilitate for both internal and
external communication with a LIDS.

• Local LIDS Agent: To be responsible for local intrusion detection
and local response. Also, it reacts to intrusion alerts sent from other
nodes to protect itself against this intrusion.

• Local MIB Agent: To provide a means of collecting MIB variables
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for either mobile agents or the Local LIDS Agent. Local MIB Agent
acts as an interface with SNMP agent, if SNMP exists and runs on the
node, or with a tailor-made agent developed specifically to allow up-
dates and retrievals of the MIB variables used by intrusion detection,
if none exists.

• Mobile Agents (MA): They are distributed from its LID to collect
and process data on other nodes. The results from their evaluation
are then either sent back to their LIDS or sent to another node for
further investigation.

• Mobile Agents Place: To provide a security control to mobile
agents.

For the methodology of detection, Local IDS Agent can use either anomaly
or misuse detection. However, the combination of two mechanisms will offer
the better model. Once the local intrusion is detected, the LIDS initiates
a response and informs the other nodes in the network. Upon receiving an
alert, the LIDS can protect itself against the intrusion.

4.3 Distributed Intrusion Detection System Using Multiple
Sensors

Kachirski and Guha [4] proposed a multi-sensor intrusion detection system
based on mobile agent technology. The system can be divided into three
main modules, each of which represents a mobile agent with certain func-
tionality: monitoring, decision-making or initiating a response. By separat-
ing functional tasks into categories and assigning each task to a different
agent, the workload is distributed which is suitable for the characteristics of
MANETs. In addition, the hierarchical structure of agents is also developed
in this intrusion detection system as shown in Figure 4.

• Monitoring agent: Two functions are carried out at this class of
agent: network monitoring and host monitoring. A host-based monitor
agent hosting system-level sensors and user-activity sensors is run on
every node to monitor within the node, while a monitor agent with
a network monitoring sensor is run only on some selected nodes to
monitor at packet-level to capture packets going through the network
within its radio ranges.

• Action agent: Every node also hosts this action agent. Since every
node hosts a host-based monitoring agent, it can determine if there is
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Figure 4: Layered Mobile Agent Architecture proposed by Kachirski and
Guha [4]

any suspicious or unusual activities on the host node based on anomaly
detection. When there is strong evidence supporting the anomaly
detected, this action agent can initiate a response, such as terminating
the process or blocking a user from the network.

• Decision agent: The decision agent is run only on certain nodes,
mostly those nodes that run network monitoring agents. These nodes
collect all packets within its radio range and analyze them to deter-
mine whether the network is under attack. Moreover, from the previ-
ous paragraph, if the local detection agent cannot make a decision on
its own due to insufficient evidence, its local detection agent reports to
this decision agent in order to investigate further. This is done by us-
ing packet-monitoring results that comes from the network-monitoring
sensor that is running locally. If the decision agent concludes that the
node is malicious, the action module of the agent running on that node
as described above will carry out the response.

The network is logically divided into clusters with a single clusterhead
for each cluster. This clusterhead will monitor the packets within the cluster
and only packets whose originators are in the same cluster are captured and
investigated. This means that the network monitoring agent (with network
monitoring sensor) and the decision agent are run on the clusterhead.

In this mechanism, the decision agent performs the decision-making
based on its own collected information from its network-monitoring sen-
sor; thus, other nodes have no influence on its decision. This way, spoofing
attacks and false accusations can be prevented.
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Figure 5: Dynamic Intrusion Detection Hierarchy [16]

4.4 Dynamic Hierarchical Intrusion Detection Architecture

Since nodes move arbitrarily across the network, a static hierarchy is not
suitable for such dynamic network topology. Sterne et al. [16] proposed a
dynamic intrusion detection hierarchy that is potentially scalable to large
networks by using clustering like those in Section 4.3 and 5.5. However,
it can be structured in more than two levels as shown in Figure 5. Nodes
labeled “1” are the first level clusterheads while nodes labeled “2” are the
second level clusterheads and so on. Members of the first level of the cluster
are called leaf nodes.

Every node has the responsibilities of monitoring (by accumulating counts
and statistics), logging, analyzing (i.e., attack signature matching or check-
ing on packet headers and payloads), responding to intrusions detected if
there is enough evidence, and alerting or reporting to clusterheads. Clus-
terheads, in addition, must also perform:

• Data fusion/integration and data reduction: Clusterheads ag-
gregate and correlate reports from members of the cluster and data of
their own. Data reduction may be involved to avoid conflicting data,
bogus data and overlapping reports. Besides, clusterheads may send
the requests to their children for additional information in order to
correlate reports correctly.

• Intrusion detection computations: Since different attacks require
different sets of detected data, data on a single node might not be able
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to detect the attack, e.g., DDoS attack, and thus clusterheads also
analyze the consolidated data before passing to upper levels.

• Security Management: The uppermost levels of the hierarchy have
the authority and responsibility for managing the detection and re-
sponse capabilities of the clusters and clusterheads below them. They
may send the signatures update, or directives and policies to alter the
configurations for intrusion detection and response. These update and
directives will flow from the top of the hierarchy to the bottom.

To form the hierarchical structure, every node uses clustering, which is
typically used in MANETs to construct routes, to self-organize into local
neighborhoods (first level clusters) and then select neighborhood represen-
tatives (clusterheads). These representatives then use clustering to organize
themselves into the second level and select the representatives. This process
continues until all nodes in the network are part of the hierarchy. The au-
thors also suggested criteria on selecting clusterheads. Some of these criteria
are:

• Connectivity : the number of nodes within one hop

• Proximity : members should be within one hop of its clusterhead

• Resistance to compromise (hardening): the probability that the node
will not be compromised. This is very important for the upper level
clusterheads.

• Processing power, storage capacity, energy remaining, bandwidth capa-
bilities

Additionally, this proposed architecture does not rely solely on promis-
cuous node monitoring like many proposed architectures, due to its unreli-
ability as described in [5]. Therefore, this architecture also supports direct
periodic reporting where packet counts and statistics are sent to monitoring
nodes periodically.

4.5 Zone-Based Intrusion Detection System (ZBIDS)

Sun et al. [24] has proposed an anomaly-based two-level nonoverlapping
Zone-Based Intrusion Detection System (ZBIDS). By dividing the network
in Figure 6 into nonoverlapping zones (zone A to zone I), nodes can be
categorized into two types: the intrazone node and the interzone node (or a
gateway node). Considering only zone E, node 5, 9, 10 and 11 are intrazone
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Figure 6: ZBIDS for MANETs [24]

nodes, while node 2, 3, 6, and 8 are interzone nodes which have physical
connections to nodes in other zones. The formation and maintenance of
zones requires each node to know its own physical location and to map its
location to a zone map, which requires prior design setup.

Each node has an IDS agent run on it which the model of the agent
is shown in Figure 7. Similar to an IDS agent proposed by Zhang and
Lee (Figure 2), the data collection module and the detection engine are re-
sponsible for collecting local audit data (for instance, system call activities,
and system log files) and analyzing collected data for any sign of intrusion
respectively. In addition, there may be more than one for each of these
modules which allows collecting data from various sources and using differ-
ent detection techniques to improve the detection performance. The local
aggregation and correlation (LACE) module is responsible for combining the
results of these local detection engines and generating alerts if any abnormal
behavior is detected. These alerts are broadcasted to other nodes within the
same zone. However, for the global aggregation and correlation (GACE), its
functionality depends on the type of the node. As described in Figure 7,
if the node is an intrazone node, it only sends the generated alerts to the
interzone nodes. Whereas, if the node is an interzone node, it receives alerts
from other intrazone nodes, aggregates and correlates those alerts with its
own alerts, and then generates alarms. Moreover, the GACE also cooperates
with the GACEs of the neighboring interzone nodes to have more accurate
information to detect the intrusion. Lastly, the intrusion response module
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Figure 7: An IDS agent in ZBIDS [24]

is responsible for handling the alarms generated from the GACE.
The local aggregation and correlation algorithm used in ZBIDS is based

on a local Markov chain anomaly detection. An IDS agent first creates a
normal profile by constructing a Markov chain from the routing cache. A
valid change in the routing cache can be characterized by the Markov chain
detection model with probabilities, otherwise, it’s considered abnormal, and
the alert will be generated. For the global aggregation and correlation algo-
rithm, it’s based on information provided in the received alerts containing
the type, the time, and the source of the attacks.

5 Intrusion Detection Techniques for Node Coop-
eration in MANETs

Since there is no infrastructure in mobile ad hoc networks, each node must
rely on other nodes for cooperation in routing and forwarding packets to the
destination. Intermediate nodes might agree to forward the packets but ac-
tually drop or modify them because they are misbehaving. The simulations
in [5] show that only a few misbehaving nodes can degrade the performance
of the entire system. There are several proposed techniques and protocols
to detect such misbehavior in order to avoid those nodes, and some schemes
also propose punishment as well [6, 7].

184



Figure 8: How watchdog works: Although node B intends to transmit a
packet to node C, node A could overhear this transmission

5.1 Watchdog and Pathrater

Two techniques were proposed by Marti, Giuli, and Baker [5], watchdog
and pathrater, to be added on top of the standard routing protocol in ad
hoc networks. The standard is Dynamic Source Routing protocol (DSR)
[8]. A watchdog identifies the misbehaving nodes by eavesdropping on the
transmission of the next hop. A pathrater then helps to find the routes that
do not contain those nodes.

In DSR, the routing information is defined at the source node. This
routing information is passed together with the message through interme-
diate nodes until it reaches the destination. Therefore, each intermediate
node in the path should know who the next hop node is. In addition, listen-
ing to the next hop’s transmission is possible because of the characteristic
of wireless networks - if node A is within range of node B, A can overhear
communication to and from B.

Figure 8 shows how the watchdog works. Assume that node S wants to
send a packet to node D, which there exists a path from S to D through
nodes A, B, and C. Consider now that A has already received a packet from
S destined to D. The packet contains a message and routing information.
When A forwards this packet to B, A also keeps a copy of the packet in
its buffer. Then, it promiscuously listens to the transmission of B to make
sure that B forwards to C. If the packet overheard from B (represented by
a dashed line) matches that stored in the buffer, it means that B really
forwards to the next hop (represented as a solid line). It then removes
the packet from the buffer. However, if there’s no matched packet after a
certain time, the watchdog increments the failures counter for node B. If
this counter exceeds the threshold, A concludes that B is misbehaving and
reports to the source node S.

Pathrater performs the calculation of the“path metric” for each path.
By keeping the rating of every node in the network that it knows, the path
metric can be calculated by combining the node rating together with link re-
liability, which is collected from past experience. Obtaining the path metric
for all available paths, the pathrater can choose the path with the highest
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metric. In addition, if there is no such link reliability information, the path
metric enables the pathrater to select the shortest path too. As a result,
paths containing misbehaving nodes will be avoided.

From the result of the simulation, the system with these two techniques
is quite effective for choosing paths to avoid misbehaving nodes. However,
those misbehaving nodes are not punished. In contrast, they even benefit
from the network. In another word, they can use resources of the network
- other nodes forward packets for them, while they forward packets for no
one, which save their own resources. Therefore, misbehaving nodes are
encouraged to continue their behaviors.

5.2 CONFIDANT

Buchegger and LeBoudec [6] proposed an extension to DSR protocol called
CONFIDANT (Cooperation Of Nodes, Fairness In Dynamic Ad-hoc NeT-
works), which is similar to Watchdog and Pathrater. Each node observes
the behaviors of neighbor nodes within its radio range and learns from them.
This system also solves the problem of Watchdog and Pathrater such that
misbehavior nodes are punished by not including them in routing and not
helping them on forwarding packets. Moreover, when a node experiences
a misbehaving node, it will send a warning message to other nodes in the
network, defined as friends, which is based on trusted relationship.

Figure 9 shows the components of the CONFIDANT protocol, which
are the Monitor, the Trust Manager, the Reputation System, and the Path
Manager. The process of how they work can be divided into two parts: the
process to handle its own observations and the process to handle reports
from trusted nodes.

• From observations: The monitor uses a “neighborhood watch” to de-
tect any malicious behaviors with in its radio range, i.e., no forwarding,
unusually frequent route update, etc. (This is similar to the watchdog
in the previous scheme) If a suspicious event is detected, the monitor
then reports to the reputation system. At this point, the reputation
system performs several checks and updates the rating of the reported
node in the reputation table. If the rating result is unacceptable, it
passes the information to the path manager, which then removes all
paths containing the misbehavior node. An ALARM message is also
sent by the trust manager to warn other nodes that it considers as
friends.
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Figure 9: Components and State Diagram of CONFIDANT Protocol [6]

• From trusted nodes: When the monitor receives an ALARM mes-
sage from its friends, the message will first be evaluated by the trust
manager for the trustworthiness of the source node. If the message is
trustworthy, this ALARM message, together with the level of trust,
will be stored in the alarm table. All ALARM messages of the re-
ported node will then be combined to see if there is enough evidence
to identify that it is malicious. If so, the information will be sent
to the reputation system, which then performs the same functions as
described in the previous paragraph.

Since this protocol allows nodes in the network to send alarm messages
to each other, it could give more opportunities for attackers to send false
alarm messages that a node is misbehaving while it’s actually not. This is
one form of denial of service attacks.

5.3 CORE

Michiardi and Molva [7] presented a technique to detect a specific type of
misbehaving nodes, which are selfish nodes, and also force them to cooper-
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ate. Similar to those in Section 5.1 and 5.2, this technique is based on a
monitoring system and a reputation system, which includes both direct and
indirect reputation from the system as will be described shortly.

As nodes sometimes do not intentionally misbehave, i.e., battery condi-
tion is low, these nodes should not be considered as misbehaving nodes and
excluded from the network. To do this, the reputation should be rated based
on past reputation, which is zero (neutral) at the beginning. In addition,
participation in the network can be categorized into several functions such
as routing discovery (in DSR) or forwarding packets. Each of these activities
has different level of effects to the network; for example, forwarding pack-
ets has more effect on the performance of the system than that of routing
discovery. Therefore, significance weight of functions should be used in the
calculation of the reputation.

Like CONFIDANT, each node can receive a report from other nodes.
However, the difference is CORE allows only positive reports to be passed
while negative reports are passed in CONFIDANT. In another word, CORE
prevents false accusation, thus, it also prevents a denial of service attack,
which cannot be done in CONFIDANT. The negative rating is given to a
node only from the direct observation when the node does not cooperate,
which results in the decreased reputation for that node. The positive rating,
in contrast, is given from both direct observation and positive reports from
other nodes, which results in the increased reputation.

CORE can then be said to have two components, the watchdog system
and the reputation system. The watchdog modules, one for each function,
work the same way as in the previous two schemes above. For the reputation
system, it maintains several reputation tables, one for each function and one
for accumulated values for each node. Therefore, if there is a request from
a bad reputation node (the overall reputation is negative), the node will be
rejected and not be able to use the network.

5.4 OCEAN

Bansal and Baker [19] also proposed an extension on top of the DSR pro-
tocol called OCEAN (Observation-based Cooperation Enforcement in Ad
hoc Networks). OCEAN also uses a monitoring system and a reputation
system. However, in contrast to the previous approaches above, OCEAN
relies only on its own observation to avoid the new vulnerability of false ac-
cusation from second-hand reputation exchanges. Therefore, OCEAN can
be considered as a stand-alone architecture.

OCEAN categorizes routing misbehavior into two types: misleading and
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selfish. If a node has participated in the route discovery but not packet
forwarding, this is considered to be misleading as it misleads other nodes
to route packets through it. But if a node does not even participate in the
route discovery, it is considered to be selfish.

In order to detect and mitigate the misleading routing behaviors, after
a node forwards a packet to a neighbor, it buffers the packet checksum and
monitors if the neighbor attempts to forward the packet within a given time.
Then, a negative or positive event is given as the result of the monitoring
to update the neighbor rating. If the rating falls below the faulty threshold,
that neighbor node is added to a faulty list which will be added in the RREQ
as an avoid-list. In addition, all traffic from the faulty neighbor node will be
rejected. Nonetheless, the faulty timeout is used to allow the faulty node to
join back to the network in case that it might be false accused or it behaves
better.

Each node also has a mechanism of maintaining chipcounts for each
neighbor to mitigate the selfish behavior. A neighbor node earns chips when
forwarding a packet on behalf of the node and loses ships when asking the
node to forward a packet. If the chipcount of the neighbor is below the
threshold, packets coming from that neighbor will be denied.

5.5 Cooperative Intrusion Detection System

A cluster-based cooperative intrusion detection system, similar to Kachirski
and Guha’s system [4], has been presented by Huang and Lee [14]. In this
approach, an IDS is not only able to detect an intrusion, but also to iden-
tify the attack type and the attacker, whenever possible, through statistical
anomaly detection. Various types of statistics (or features), which are pro-
posed in their previous work [15], are evaluated from a sampling period by
capturing the basic view of network topology and routing operations, as well
as traffic patterns and statistics, in the normal traffic. Hence, attacks could
be identified if the statistics deviate from the pre-computed ones (anomaly
detection).

Statistics can be categorized into two categories, non traffic-related and
traffic-related. Non traffic-related statistics are calculated based on the mo-
bility and the trace log files, which can be done separately on each node.
Some of these statistics are route add count, route removal count, total route
change, average route length, etc. Traffic-related statistics are involved in
routing and packet forwarding and can be calculated by counting packets
going in and out, e.g. the number of packet received, the number of packet
forwarded, the number of route reply messages, etc. These statistics can
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be captured by the node itself or the neighboring nodes who overhear the
transmission.

Several identification rules are pre-defined for known attacks by using
relationships of the mentioned statistics. Once an anomaly is detected, the
IDS will perform further investigation to determine the detailed information
of the attack from a set of these identification rules. These rules enhance the
system to identify the type of the attack and, in some cases, the attacking
node. Some notations of statistics are presented as follows. Let M represent
the monitoring node and m represent the monitored node.

• #(∗,m): the number of incoming packets on the monitored node m.

• #(∗, [m]): the number of incoming packets of which the monitored
node m is the destination.

• #(m, ∗): the number of outgoing packets from the monitored node m.

• #([m], ∗): the number of outgoing packets of which the monitored
node m is the source.

• #(m, n): the number of outgoing packets from m of which n is the
next hop.

• #([s],M, m): the number of packets that are originated from s and
transmitted from M to m.

• #([s], [d]): the number of packets received on m which is originated
from s and destined to d.

• #(∗,m)(TY PE = RREQ): the number of incoming RREQ packets
on m.

These statistics are computed over a long period L. Let FEATUREL

represents the aggregated FEATURE over time L. Some identification
rules are defined for well known attacks as follows.

• Unconditional Packet Dropping :This rule uses Forward Percent-
age (FP ) over a period L to define the attack.

FPm =
packets actually forwarded
packets to be forwarded

=
#L(m,M) − #L([m],M)
#L(M, m) − #L(M, [m])

If there are packets to be forwarded (denominator is not zero) and
FPm = 0, the unconditional packet dropping attack is detected and
the attacker is m.
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• Random Packet Dropping : This rule also uses the same FP as
unconditional packet dropping. However, the threshold εFP is defined
(εFP < 1). If 0 < FPm < εFP , m is defined as an attacker using
random packet dropping.

• Selective Packet Dropping : This rule uses Local Forward Percent-
age (LFP ) for each source s.

LFP s
m =

packets from source s actually forwarded
packets from source s to be forwarded

=
#L([s], m,M)

#L([s],M, m) − #L([s],M, [m])

If the denominator is not zero and LFP s
m = 0, the attack is the uncon-

ditional packet dropping targeted at s. However, if LFP s
m is less than

the threshold (εLFP < 1), the attack is detected as random packet
dropping targeted at s.

• Blackhole : This rule uses Global Forward Percentage (GFP ) and it
must be computed on M locally because the rule relies on information
available only on the node. Let N(M) denote M ’s 1-hop neighbors.

GFP s
m =

packets to be forwarded
packets fromN(M)destined to other nodes than itself or anotherN(M)

=
#L(∗,M) − #L(∗, [M ])∑

iεN(M)

#L(i,M) − ∑
i,jεN(M)

#L(i, [j]) − #L(∗, [M ])

If the denominator is not zero and GFP = 1, it means that the black-
hole attack is detected and M is the attacker.

• Malicious Flooding on specific target : This rule uses #L([m], [d])
for every destination d. If it is larger than the threshold the attack is
Malicious Flooding. However, the attacker cannot be determined.

The authors also presented cluster formation algorithms and ensured
that they are fair and secure. Each and every node has an equal chance
of becoming a clusterhead and serves as a clusterhead for an equal service
time. In addition, no node can manipulate the clusterhead selection process.
Initially, each node forms a clique - a group of nodes where every pair of
members can communicate via a direct wireless link. Then, members in the
clique perform the selection of a clusterhead. The process of re-election,
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Table 1: Comparison among IDS for Node Cooperation

to enforce fairness, and the process of recovery from lost clusterheads are
defined as well.

Monitoring is how data is obtained in order to analyze for possible in-
trusions, however it consumes power. Therefore, instead of every node cap-
turing all features themselves, the clusterhead is solely responsible for com-
puting traffic-related statistics. This can be done because the clusterhead
overhears incoming and outgoing traffic on all members of the cluster as it
is one hop away (a clique). As a result, the energy consumption of member
nodes is lessened, whereas the detection accuracy is just a little worse than
that of not implementing clusters. Besides, the performance of the overall
network is noticeably better - decreases in CPU usage and network overhead.

5.6 Summary of IDS for Detecting Misbehaving Nodes

Although the watchdog is used in all of the above IDS, the authors in [5] have
pointed out that there are several limitations. The watchdog cannot work
properly in the presence of collisions, which could lead to false accusations.
Moreover, when each node has different transmission ranges or implements
directional antennas, the watchdog could not monitor the neighborhood ac-
curately.

All of the above IDS’s presented are common in detecting selfish nodes.
However, CORE doesn’t detect malicious misbehaviors while the others de-
tect some of them, i.e., unusually frequent route update, modifying header
or payload of packets, no report of failed attempts, etc. Table 1 shows the
comparison among these IDS.
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6 Conclusions and Future Directions

As the use of mobile ad hoc networks (MANETs) has increased, the security
in MANETs has also become more important accordingly. Historical events
show that prevention alone, i.e., cryptography and authentication are not
enough; therefore, the intrusion detection systems are brought into consid-
eration. Since most of the current techniques were originally designed for
wired networks, many researchers are engaged in improving old techniques
or finding and developing new techniques that are suitable for MANETs.

With the nature of mobile ad hoc networks, almost all of the intrusion
detection systems (IDSs) are structured to be distributed and have a coop-
erative architecture. The number of new attacks is likely to increase quickly
and those attacks should be detected before they can do any harm to the
systems or data. Hence, IDS’s in MANETs prefer using anomaly detection
to misuse detection [1, 3, 4, 14, 24]. Some techniques are proposed to im-
plement on top of the existing protocols [5, 6, 7], others are proposed as
independent modules to be added on mobile nodes [1, 3, 4, 14, 16, 24].

An intrusion detection system aims to detect attacks on mobile nodes
or intrusions into the networks. However, attackers may try to attack the
IDS system itself [5]. Accordingly, the study of the defense to such attacks
should be explored as well.

Many researchers are currently occupied in applying game theory for
cooperation of nodes in MANETs [20, 21, 22, 23] as nodes in the network
represent some characteristics similar to social behavior of human in a com-
munity. That is, a node tries to maximize its benefit by choosing whether
to cooperate in the network. There is not much work done in this area,
therefore, it is an interesting topic for future research.
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