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Abstract

An analytical framework is developed to study the throudlgma routing overhead for proactive and reactive routing
strategies in random access mobile ad hoc networks. Toatkae the coexistence of the routing controffiraand

data trdfic, the interaction is modeled as a multi-class queue at eadl, where the aggregate controlfficmand

data trdfic are two diferent classes of customers of the queue. With the proposddintie scaling properties of the
throughput, maximum mobility degree supported by the ndtvemd mobility-induced throughput deficiencies are
investigated, under both classes of routing strategies.pfbposed analytical model can be extended to evaluate var-
ious routing optimization techniques as well as to studyinggrelaying strategies other than conventional proactive
or reactive routing. The connection between the deriveolginput result and some well-known network throughput
capacity results in the literature is also established.

Key words: Proactive routing, reactive routing, mobility, throughpoverhead, queuing theory, random access,
mobile ad hoc networks.

1. Introduction on several key parameters such as node density, mobil-
ity degree, tréfic pattern, etc., to name a few. However,

Mobile ad hoc networks (MANETS) support a va- simulation itself as a tool is limited in that it provides no

riety of new applications in many military and civil- analytical expressions of the impacts of one or more of

ian settings due to the availability of portable wireless these parameters on the performance. Simulations also

communication devices and the flexibilitffered when do not scale well. This work fills in this gap.

networking them. A fundamental research question is  Thys, the key question that this work addresses

the capability of supporting data ff@ in large-scale  js: Given a particular routing strategy, how does the

MANETS, i.e., how feasible a large-scale MANET is. achievable performance scale with the network param-
Many theoretical results have been recently discovered gtgrg?

for the extreme performance points of a MANET under
certain assumptions, e.g. [1, 2, 3, 4, 5]. All of these
works focus on characterizing the fundamental scaling
properties of the performance of a MANET without re-
striction of the choice on routirigelaying scheme used
in the network — typically an idealized scheme is as-
sumed. In parallel, various practical routing protocols
have been proposed for MANETS (e.g. see [6, 7] and
references therein). The performance of these routing
protocols has been primarily evaluated by simulations.
Simulation results reported in the literature show that
the performance of a routing protocol heavily depends

In this paper, we present a framework for addressing
this question and provide answers for particular classes
of routing protocols of MANETsproactive routingand
reactive routing The number of nodes and the mobil-
ity degree in the network are two of the most impor-
tant network parameters in evaluating the feasibility of
a routing strategy in a large-scale dynamic wireless net-
work. For the mobility metric, we use the average rel-
ative speed in the network, which has been empirically
shown to be a good metric to quantify the dynamics of
a MANET [8].

Unlike some of the recent theoretical works in study-
ing the achievable throughput in a MANET that assume

Email addressesyez2@rpi . edu (Zhenzhen Ye), that mobility can be used for improving throughput,
abouzeid@ecse.rpi.edu (Alhussein A. Abouzeid) such as [2, 3, 4, 5], mobility actually plays apposite
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role in many networks, such as in situations with local-
ized mobility, or mobility with variance that is much
lower than the tolerable application delay. It is well
known that under these conditions, mobility does not
improve throughput. For example, in proactive routing,
mobility-induced link breakages initiate routing-layer
actions to update and propagate the topology informa-
tion. In reactive routing, mobility-induced path break-
ages initiate routing-layer actions for repairing or re-
discovering path(s) between the corresponding source-
destination pair(s). In either case, the control overhead
is generated and propagated over the network. (In this
paper, the terms abuting overheagdcontrol overhead
andcontrol traffic are exchangeable.) Such control traf-
fic consumes a portion of network resources and thus
affects the achievable throughput of the network. This
issue has not beenfSigiently considered in the theoret-
ical literature.

Thus, in this paper, the coexistence of such mobility-
induced control triic with the user-generated (i.e. ap-
plications) data tric in the network motivates the de-
velopment of a generieulti-classqueue model at a
node, where thaggregatecontrol trafic andaggregate
data trdfic are two dfferent classes of customers of the
gueue. From the stability requirement of a queue, we
first analyze the throughput of the network under both
proactive and reactive routing strategies and character-
ize its scaling properties. Then we study the impact of
mobility on the throughput performance of the network
from two metrics: (i) thecritical degree of mobility
beyond which all the capacity of the network is con-
sumed by control ti@ic; and (ii) themobility-induced
throughput deficiencwhich quantifies the negative ef-
fect of mobility on the throughput of proactiireactive
routing. The analytical results are validated by simula-
tions. We further show some extensions of the proposed
analytical model. On one hand, the model can be readily
extended to evaluate th&ectiveness of various routing
optimization techniques in a large-scale MANET, such
as expanding ring search [9], route caching [10] and
multi-point relaying [11]. On the other hand, the pro-
posed analytical model can be generalized to analyze
the routingrelaying strategies other than conventional
proactive or reactive routing, for example, the routing
strategies with geographical location information [12].
We also discuss the connection between the derived
throughput result and well-known network throughput
capacity results in [1, 2].

The rest of the paper is organized as follows. Sec-
tion 2 introduces the network model, including the
topology and trffic setting, routing strategies and the
proposed queue model. Section 3 analyzes the mobility-

2

induced control tréic rates in both proactive and reac-
tive routing. Section 4 proposes a random access MAC
layer model and based on this MAC model, the service
rates of the proposed queue model are derived. Sec-
tion 5 presents a detailed analysis in throughput and
routing overhead and thdfectiveness of analytical re-
sults is verified by simulation in Section 6. The discus-
sions and extensions on the proposed analytical model
are presented in Section 7. Related work is summarized
in Section 8. Section 9 concludes the paper.

2. Network Model

2.1. Topology and Tygc Setting

We considen+ 1 mobile nodes randomly distributed
in a plane of unit area, with a torus border fu[&3].

The position of any node is assumed to be a stationary
random process with stationary distribution uniform on
the area of interest and the trajectories d¢fatent nodes
are independently and identically distributed; each node
is equipped with an omnidirectional antenna and the
transmission range is given Ioy the number of neigh-
bors of any node is also a stationary random process
with expected valuernr?.

The external data tfac is uniformly distributed on
each node within the network; each node is the source
for one session, and the destination of another se§sion
the source-destination association does not change with
time, although the nodes themselves move; sessions are
independent and each session has the same average
data packet rateg (i.e., throughput per session).

The (active) path length of any sessipmeasured in
number of hops, is assumed to be a stationary random
process with the expected path length

The size of the transmission fber at a node is as-
sumed to be infinite; the transmission of a packet is con-
trolled by a random access MAC protocol.

2.2. Routing Strategies

The routing strategies under investigation are generic
but have preserved basic properties in practical proac-
tive and reactive routing.

1The torus border rule is used to avoid the complication inyanal
ing the case that a node is close to the boundary of the plane.

2The same setting has been used in [2, 3].

3All rates are average unless otherwise noted, and thus we wil
drop the word “average” in most of the discussions since ibisaus.

4In the case that multiple paths are available for a sessidy, on
one path is active and others are for backup.



2.2.1. Proactive Routing of the first arrival RRE®. In this basic version of re-
The basic operation in proactive routing isgeriod- active routing protocol model, we do not consider opti-
ically update the topology information by each node. mization techniques such as expanding ring search [9]
To make the topology information consistent in the which reduces the flooding overhead or route caching
network, this information is usually propagated over [10] which reduces the delay in route discovery. We
the whole network. In our proactive routing proto- Wwill evaluate these routing optimization techniques in

col model, each node has a clock that is not required Section 7.1 as the extensions of the model.

to be synchronized. Each node notifies its existence The control overhead in reactive routing consists of
via periodic transmission of “HELLO” messages to its RREQ, RREP and RERR messages and “HELLO” mes-
neighboring nodes, and detects the link changes with sages. The rates of RREQ, RREP and RERR messages
its neighboring nodes by listening to the transmission are closely related to the breakage rate of a path. The
of “HELLO” messages from its neighbors. All nodes path breakage rate of any session is denotett pyThe
follow the same time period for transmitting “HELLO”  rate of transmitting “HELLO” messages at any node is
messages. In addition, each node periodically sends thethe same as that in proactive routing (i.&) since it

link status changes, either detected by itself or received only depends on local connectivity of a node. We also
from another node, to its neighboring node. From the assume that the control packet lengths of RREQ, RREP
received “HELLO” messages and link change messagesand RERR are the same as that of a "HELLO” message.
(if any), each node updates the stored network topol-

ogy information on it and if necessary, the routes to 2.3. A Multi-Class Queue Model for Data and Control
destination nodes are also updated. The route between  Traffics

any source-destination node pair found by the protocol  When control overhead is taken into account, each
follows a shortest path [6]. The “HELLO” messages individual node can be modeled as a multi-class queue-
are used to maintain the local connectivity of a node, ing system with two types of tfAc, control packets
which has been widely adopted in wireless communica- and data packets. With the givenfiia setting in Sec-
tion protocols to detect the PHMAC layer link status tion 2, we observe that a large portion of thefiagoing
changes [14]. through a node is the relayed fiia for other source-
The control overhead in proactive routing consists of destination pairs. This is especially true for large-scale
link change messages and “HELLO" messages. We de-networks [1]. Therefore thaggregatecontrol trafic
note the link change rate per node &g and the rate  andaggregatedata trafic on a node are approximately
of transmitting “HELLO” messages at any nodelig. independent, though the data and contrdticdrom the
We assume that the control packet length for reporting a same session are dependent. We allow any service dis-
link change is the same as that of a “HELLO” message. cipline used at each node, as long as the service disci-
pline is independent of sessions. The arrival rate of the
2.2.2. Reactive Routing aggregate data (control) ffie at the queue of a node is
Unlike proactive routing, the routes in reactive rout- denoted ady (1c), and the service rate for the aggregate
ing are discovered and maintained in an-demand data (control) trfic at the queue of a node is denoted as
fashion. In our reactive routing protocol model, each uq (uc). The utilization of a node for data (control) traf-
node also uses periodic “HELLO” messages to main- fic is thus given bypg £ Aq/ug (oc £ Ac/ue) and the
tain its local connectivity. If there is mobility-induced total utilization of a node ip = pg + pe. The main
path breakage between a source-destination nodg pair notations used in this paper are summarized in Table 1.
a route-error (RERR) message will be sent to the source One key issue in the proposed multi-class queue
node along the path, by the node who detects the break-model is to determine the arrival rates and service rates
age. Once the RERR message arrives at the sourceof aggregate data and controlftie at a node. The ar-
node, the source node will initiate a route discovery rival rate of the aggregate control fii@ 1. depends on
process by flooding the route-request (RREQ) messagethe specific routing strategy used in the network and
over the network. Once the RREQ message reaches thehus the proactive routing and reactive routing have dif-
destination node, the destination node will reply to this ferent values of this arrival rate, which will be derived
route request by unicasting a route-reply (RREP) mes- in Section 3. The service ratgg andu will be given
sage back to the source node, along the forwarding pathin Section 4. For the arrival rate of the aggregate data

5In this paper, we use “path” and “route” inter-changeably. SWe assume that links are bi-directional.



_ _ Table 1: List of Notations
Notation | Description

r The transmission range of a node

H Average path length of a session (in hops)

v Average relative speed of nodes in the network
u Average absolute speed of a node
w

L

The transmission rate of a node (bit per sec)
A data packet length (in bit)

BL A control packet length (in bit)

1/¢ The mean duration of the backEdimer

r Mobility-induced relative throughput deficiency

/15 Data packet rate (i.e., throughput) per session

Acl Link change rate per node
Aeh “HELLO” message rate per node
Acp The breakage rate of a path

Ac The aggregate control fifec arrival rate at the queue of a node
A4 The aggregate data ffir arrival rate at the queue of a node
He The service rate of control tfiic at a node

g The service rate of data i at a node

0c The utilization of a node for control tfiac

0d The utilization of a node for data fifec

o The utilization of a node

traffic A4, since routes found by both proactive routing node is thus given by

and reactive routing strategies follow the shortest path

fashion [6], it can be derived as follows. Ay = il [(n + 1)ﬁ,15] =Haj. (1)
n+

For any session, give_n th_e length of the route between 3 11 M obility-induced Control Traffic
the source and the destination tolfe 1) hops, the data
packet rate generated by the session (i) will con- 3.1. The Mobility-induced Control Tféc in Proactive
tribute to the arrival rates of data ffi@ at the queues of Routing
the source andh(- 1) relaying nodes. Thus the total _ _ o
data trafic rate contributed to the network by this ses-  In proactive routing, the amount of mobility-induced
sion ishA§. There arerf+ 1) independent sessions with ~ control traffic at any node is determined by the link
the same data packet rate. Given that the path lengthschange ratel; and the rate of transmitting “HELLO”

of these sessions dhy, ..., hn.1}, the total data trdic messages. . We determine these two quantities as fol-
rate in the network i$; hiA5. Then, unconditioned on ~ lows. _ .
{ha, ..., hns1}, the total data tridic rate in the network is To derive the link change ratk, at an arbitrary node

(n+ 1)|-|,1(le. On the other hand, for any session, given A, we consider the (possible) link between node A and
the positions of the source and the destination and theanother arbitrarily chosen node B. Since both node A
corresponding length of the route tobe- 1, any other and B are mobile, we consider the movement of node
node except the source and the destination has an equaB relative to node A. We assume that the relative move-
probability to serve as a relay of the session since this ment of node B at any time satisfies two conditions:
probability only depends on the positions of nodes and ] )

nodes have an independent and identical stationary dis- 1+ the relative speede [0, vimay follows an arbitrary

tribution on position. This indicates that nodes have the distributionfy(v), wherevmax > 0 is the finite max-
same tréfic rate for relaying data. As every node also imum relative speed of a node;

generates data ffic at the same rate (|el§), the ar- 2. the relative movement directione [0, 272') follows
rival rate of the aggregate dataffia at the queue of any auniformdistribution.
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These two conditions are compatible with our assump-
tions on the node (absolute) mobility in Section 2.1.
One well-known mobility model satisfying these two
conditions is the random-walk mobility model [16]. fé

At any timet, consider a small time intervat, [ + At]
whereAt > 0. When the time interval is $liciently
small, the relative movement of node B can be seen as
invariant, i.e., the relative speedand directiond are
constants in this small interval. Denote the distance be-
tween node A and node B at tihasdag(t). To find out Figure 1: The illustration of the approximation (3) when ndlés
the link change rate between node A and B, we consider outside of the transmission range of node A at ttme
two cases.

In the first case, node B is outside of the transmission
range of node A attimg i.e.,dag(t) > r. Thereis alink
change at timé + At if dag(t + At) < r. We note that

P[dAB(t + At) <r, dAB(t) > r|v]

r+VAt
f Pldag(t + At) < r|v, X] fg,. (XIv)d X
;

r+VAt

f Pldas(t + At) < rlv, X]2axd %

' Figure 2: The illustration of the approximation (9) when ndlés
where fg, (Xv) = f4,,(X) is the probability density  within the transmission range of node A at time
function (PDF) of the (random) distance between node
A and B, which is independent of, the upper-limit
r + VAt of the integration is due to th&[dag(t + At) <
riv,dag(t) > r + vAt] = 0. For a given distance
dag(t) € (r,r + vAL],

fr Pldag(t + At) > r|v, X] fg,,(XIV)dXx (6)

—VAt

r
f P[dag(t + At) > r|v, X]2rxdXx @)
r

—VAt

2w
Pldag(t + At) < rlv. das(®)] = - (2) where the lower-limit — vAt of the integration is due to

which is the probability that node B reaches the (solid) hatPldas(t + At) > r|v,dag(t) < r - vAt] = 0. For a
arc in Fig. 1 at time + At, since node B has equal prob-  9iven distancelag(t) € (r — VAL r],

ability to reach any point on the circle centered at the 2w
position of node B at timé with a radiusvAt. For a Pldag(t + At) > riv. dag(t)] = - (8)
suficiently smallAt,
q which is the probability that node B reaches the (solid)
W~ arccog(M). ) arc in Fig. 2 at time + At. For a sifficiently smallAt,
VAL
. r — dag(t)
With (2) and (3), we have w ~ Arccoy — === | 9)
V.
P[dag(t + At) < r,dag(t) > r|V]
[,fVBA(t ) xiBr( ) ) With (8) and (9), we have
~ f - arccos(—)erxdx
r 71' VAt P[dAB(t + At) >, dAB(t) < r|V]
VAL o1 _
= 2VAt (r + ﬂ—) (4) ~ f = arccos(u)Zﬂxdx
8 r—vAt T VAt
In the second case, when node B is inside of the trans- - VAL (r _ ”VAt) ) (10)
mission range of node A at tintei.e.,dag(t) < r, there 8

is a link change at time+ At if dag(t + At) > r. Similar

to the first case, we have Let eag(At) € {0, 1} be an indicator that there is a link

change between node A and node B in a small inter-
Pldag(t + At) > r, dag(t) < r V] (5) val At, where 1(0) denotes there is (not) a link change.
5



Combining the above two cases, the probability that 3.2. The Mobility-induced Control Tféc in Reactive
eas(At) = 1 is given by Routing
To determine the mobility-induced control fiig in
Pleas(At) = 1] reactive routing, the key is to find the path breakage rate

V, . . . .
e Acp. Given that there is a link between an arbitrary node
P[dag(t + At) > r,dag(t) < rv] fy(v)dv &p ) . .
j(; [ ) he(V) = TM (V) pair A and B at timdt, i.e.,dag(t) < r, and the relative

Vimax speed between A and Bysthe probability that the link
j; Pldag(t + At) <, dag(t) > rV] fv(v)dv is broken during a small time intervat is given by

+
_ f AvrAtE()dv P[dag(t + At) > r|v, dag(t) < r]
0 _ P[dAB(t + At) >, dAB(t) < r|v]
= 4VrAt, (11) B P[dag(t) < r[v]
r
wherevis the average relative speed of a node. - frvat Pldag(t + A > 11V, X] fay, (4v)dx
Therefore the number of link changes associated with Pldas(t) < r|V]
node A in a small intervalit is > g.a €as(At) and its fr[m Pldas(t + At) > r|v, X]2zxdx
expected value is given by = 712
1 VAL
_ r —2VAt[r - ——|. 15
E [Z eAB(At)} = Z E[eas(At)] = 4nVrAL. a2 ( 8 ) (15)
B+A B+A

Unconditioned o, the link breakage probability of the
Since each link change event is observed by two nodes!ink between node A and node B is

associated with the link, the link change rptr nodds DA 2 P[dag(t + At) > rldag(t) < r]
Aep = lim }w = 2nvr (12) e fvmaxiZZVAt (r - 7LAt) f,(v)dv
o= AS02 At B ' o 8

VAt V2(At)2

On the other hand, as the periodic “HELLO" mes- = ,
ar 4r2

sages are used to maintain the local connectivity of a .

node and the status of the local connectivity changes atwherev2 £ E[V?].
the same rate as the link change rate per node, the rate Consider a path consisting bf> 1) links between a

of transmitting “HELLO” messages at a node should be source-destination pair of any given session. Although

(16)

proportional to 2vr. Therefore, the consecutive links along the path are generally de-
_ pendent, the dependence between links which do not
Ach = 2c10Vr, (13) share a common node is negligible [16, 15]. Indexing

] the links adl = 1,2,...,h, according to their distances
wherec, > 0 is a constant. to the source node. We select a set of links with odd
In proactive routing, the link change message is indices (i.e.S| 2 {1,3,5,...}). Since the links irS) are
flooded over the network. Without any optimization in  separated by at least one hop, they are approximately in-

the flooding operation, each node in the network will re- gependent of each other. LReg(Atlh) be the probability
broadcast the link change message once. Thus, the linkthat the path is broken in the interval, we have

change rate per nodg, contributes to the arrival rate of

. h/2
the control tréfic at the queue of each node in the net- Pp(Atih) = 1 - (1~ pi(AD)™, a7
work. As there arer(+ 1) nodes, the control tfc rate where p(At) is given in (16). On the other hand, let
arriving at the queue of each node, due to link changes, |;, i = 1, ..., h be the indicator of the link breakageitff

is (N+ 1)Ac;. On the other hand, since a “HELLO” mes-  |ink in the path, with the help of union bound, we have

sage is only broadcasted to one-hop neighboring nodes,
it only contributes to the arrival control fiec at the Pp(ath) = Pui(li = 1)] < Z Plli = 1] = hp(At). (18)

gueue of the transmitting node. Therefore, the arrival !
rate of the aggregate control fiia at the queue of any  From (17) and (18), the path breakage rate for a path

node is with h(> 1) links is bounded by
) ) . o 1-(1-pa)”? L Po(Ath) L hp(ay
Ae = (N+ 1Ay + Acp = (N+ 1+ cp)2nvr. (14) A|ItTO Al < A“tTO Al < Al![TO AL



P, (At|h
N iy Petatin_2vh (19)
ar ~ At-0 At nr

there arerf+1) independent sessions with the iden-
tical path length distribution, the total RERRflia
rate in the network i%(n+ 1)(H - 1)A¢p. Thus the

RERR trdfic rate per node isH — 1)1¢ /2.

The result in (19) is almost the same as the empirical
formula given in [8] where the empirical formula is ob-
tained from extensive simulation onfidirent reactive
routing protocols. Unconditioned on the path length
the path breakage rafg , is bounded by

The control tréfic induced by “HELLO” messages in
reactive routing is the same as that in proactive rout-
ing, since it only depends on the rate of local topology
changes. We thus obtain the arrival rate of the aggregate

# < Aegp < 2v_r (20) control trfic at the queue of any node as
Tt T
As mentioned in Section 2.2, the control fira A = (n + gﬁ - %) Acp + Ach. (22)

consists of RREQ, RREP and RERR messages and
“HELLO” messages. The rates of RREQ, RREP and

RERR messages for discovering and maintaining routes4. A Service Model
are closely related ta. ,. We specify the control tféic

rates induced by RREQ, RREP and RERR as follows. The (transmission) service for a datantrol packet

at a node is under the control of the MAC layer proto-
col. Random access is one of the most popular MAC
strategies in large-scale MANETS, due to its simplicity
and robustness in dynamic environments. We adopt a
random access MAC protocol model, similar to that in
d17]. The basic operation of this MAC model is:

1. before transmitting each packet (either a control

e RREQ trdfic rate per nodethe RREQ message is
flooded over the network. Without any optimiza-
tion in this flooding operation, all nodes except
the destination node of the RREQ message will re-
broadcast the RREQ message. For any session, th
rate of this flooding operation is the same as the

path breakage ratk ,. Since any node participates
the flooding operations af sessions (except the
session that it is the destination), the RREQfica
rate at any node isic .

RREP trdfic rate per node in any session, the
RREP message is unicasted back from the desti-
nation node to the source node along the path dis-
covered by the flooding operation. The rate of this
RREP operation is the same as the path breakage
rate Acp. If the path found by the flooding oper-
ation hash(> 1) hops, the RREP tfac will con-
tribute to the control trfic at the queues of the
destination node andh 1) relaying nodes. Since
there arerf+1) independent sessions with the iden-
tical path length distribution, the total RREPftia
rate in the network is given byn(+ 1)ﬁ/lc,p. Thus

the RREP tréic rate per node ibl A p.

RERR trdfic rate per nodein any session, when

packet or a data packet), a node counts down a ran-
dom back-@ timer; the duration of the timer is ex-
ponentially distributed with a mean/4, where¢ is

a positive constant;

2. the timer of a node freezes each time when an in-

terfering node starts transmitting a packet, where
aninterfering nodeis defined as the neighboring
nodes which lie within a distance of 2f each
other; the transmission duration for a data packet
is set to bel/W, wherelL is the length of a data
packet in bit andV is the transmission rate in bit
per second; the transmission duration for a control
packet is3L/W, whereg > 0 and far less than one
in practice;

3. when the timer expires, the node starts transmitting

the packet and the back¥dimers of all its interfer-
ing neighbors are immediately frozen; the timers
will resume once the transmission is completed.

This random access MAC model captures the essen-

there is a path breakage, the RERR message is uni-tial behavior of IEEE 802.11 MAC protocol and also

casted back to the source node along the path, by provides séicient information for determining the ser-

one of the end nodes of the broken link which is vice ratesuy and . in the proposed queue model,

closer to the source node. The rate of this RERR though somewhat ideal in avoiding collisions. We re-

operation is the same as the path breakageirgte fer readers to [17] for a detailed discussion of this MAC

If the path breakage (statistically) equally happens model in a more realistic scenario where theeet of

at each link, then for ah-hop path, the RERR traf-  packet collisions is also discussed, and in particular the

fic will contribute to the control trific at the queues  determination of in that case.

of (h—1)/2 nodes along the path, in average. Since  Consider an arbitrary node in the network, we define
7



¢ the (random) number of interfering nodes around The mean service time of a data packet is given by
the node adJ;

L
E - + — + + pa)E[U] — 25
e the (random) number of interfering nodes which [Xa] = (Bpe + o)l ] (29)

have transmission requirement for control (data)

. The corresponding service rate of a data packet is
packets at any instant &4 (My); P ¢ P

1
e the (random) number of times that the timer of the Hd = Frx (26)
node is frozen due to the transmissions of control
(data) packets of interfering nodeszag(Zy). Similarly, for a control packet, the (random) service

time X. at the node includes the random badktame
As nodes are uniformly distributed over a unit area, it t, total frozen time of the timer due to the transmissions
is straightforward to see thaltis binomially distributed. of interfering nodeszc% + Zdev' and the transmission

Thus time of the data pack%, ie.,
E[U] = 4nr?n,. 22 L
(U] (22) Xc_t"'zcﬁ_"'zdw ﬁw
For M; andMgy, we have
The mean service time of a control packet is given by
EM] = ) E[MdU =uP[U =] s
. E[X] = + w +Bec +pd)1E[U]— (27)

2, peUPlU = U] = peE[U].

The correspondlng service rate of a control packet is

1

E[Ms] = ) E[MdU =ulP[U =]
“ he = B

(28)
2, PauPIU = ] = pgE[U].
u
) o 5. Throughput Analysis
wherepc (pq) is the utilization of a node for control
(data) trdfic. In this section, we use the proposed queue model

Let T denote the random backfdime of the node.  to characterize the scaling properties of throughput
We first considetf[Z;]. GivenT =t, Mc = m; and and overhead in proactive routing and reactive rout-

assuming thatn is constant during the back¥aime ing, respectively. Specifically, the scaling result of
of the node, the conditional distribution 8§ is Poisson the throughput per source-destination pair (i.e., per ses-
with associated parameteét [17], i.e., sion), the maximum mobility degree supported by the
" network and the mobility-induced throughput deficien-
e Mt (meét)% ) . - .
P[Ze=zT=t,M¢=m] = ———="—. cies, under both classes of routing strategies, are inves-
z! tigated.
It is straightforward to see th&8{Z.|T =t,M; = mg] = )
meét and thus 5.1. The Throughput of Routing Protocols
First, we show the throughput per source-destination
E[Ze] = E[Mc] = pcE[U]. (23) pair in both proactive routing and reactive routing in the

Similarly, we have following theorem.

E[Z4] = pdE[U]. (24)

For a data packet, the (random) service tdqeat the

"The asymptotic notations used in this paper are defined as:

node includes the random back-time t, total frozen fn) = Ola() & i, suplt/ginl <
time of the timer due to the transmissions of interfering f) = olgm) < lim f(n)/g(n) =
nodesZcﬂW" +Zdv£v, and the transmission time of the data fn) = O(g() < g(n) = Q(f(n),
packety, i.e., fn) = o(g) < gn) = w(f(n),
f(n) = 6(gn) < f(n) = 0(g(n)) and gn) = O(f(n)).

ezt izl
Xa=t+ 2o + Za +

EI'—



Theorem 5.1. The throughput per source-destination
pair (i.e., per session) of a MANET with either proactive
routing or reactive routing is

1—(l +ﬁWL +47rnr2ﬁWL)/lc 1

A5 < 3 —
B(n)H

(29)

C(n)

1+ %/lc
2

whereC(n) £ (1—/3)247rr2n(\,£\,) andB(n) = £+ +

4nr’ng.

Proof. The maximum throughput, i.e., the maximum

data packet ratelg that a node can generate, in a

MANET with either proactive routing or reactive rout-
ing is limited by the stability of the queue, i.e.,

Ag Ac
pdtpds=—+—<1
Hd

p =
Hc
= A 1 + L +4 ! + AL
d f W c f Y,
+(Ag + A¢) (Boc + pa) 47rr2nv—|§/ <1 (30)
From (25)-(28), since
1 L 5 L
pd = Ad (E + V_V) + A4 (Boc + pa) 4nr nV_V’
1 AL L
pc = /lc(g + BW) +Ac (Bpc + pd) 4ﬂr2nv—v,
we have
BL
_Aa(F ) +BAe(2 + )
pd +ﬁp0 - 24 L (31)
1 (Ag + BAc)4nr2ngy
Taking (31) into (30), we obtain
1— (%455 4 4nnr2Bi)a
A4 < (:+ % w) e . (32)

(3 + § + 4nr2ny) + (1 - B)24nroni Ac

From (1), (32) and3(n), C(n) defined above, we obtain
the resultin (29). O

In (29), we note thang > 0, i.e., the node can gener-
ate data triic only if

(33)

Recall that 1¢ is the average backfiotime for trans-

mission before a node starts to transmit a packet in the

random access MAC model and {147rnr2)ﬁw" is the

(average) total transmission duration of control pack-
ets within a node’s neighborhood when each node has
a control packet to send. As each packet is randomly

backed-d to avoid collisions in transmission and each
9

node within the neighborhood has an equal opportunity
to access the shared wireless channel, the arrival rate of
control packets at the queue of a node, idg,,should

not exceec[% +(1+ 47rnr2)"3WL]_l, otherwise the node is
overwhelmed by control tfac and the queue becomes
unstable. Therefore no nonzero data rate can be sup-
ported.

Consider the asymptotic scenario that the number of
nodesn is large (i.e., the density of nodes goes to in-
finity as the underlying area of the network is fixed as
unit). We have the following scaling property of the

throughput per source-destination.

Coroallary 5.2. The throughput of a MANET with ei-
ther proactive routing or reactive routing is

w
A = o( ] (34)
ynlogn
Proof. For a mobile network which is asymptotically
connected, the critical transmission range (CTR) is
logn

given byr = ¢4/~ -, wherecy(> 1) is a constant
[18]. On the other hand, as the stationary distribu-
tion of nodes is uniform in the area, in a dense net-
work with a large value of, the shortest path between
any source-destination node pair is over nearly straight-
line paths [1]. Since the expected distance between any
source-destination pair &(1), we haveHr = ©(1), i.e.,

H = 0(1/r) = ©(/n/logn). Furthermore, by observ-
ing that the term in the bracket in (29) is no more than
one and nonnegative when (33) holds, we have

£ 1 w
Ag < — < —.
B(MH  4rLnr2H
The result of (34) then follows by observing that the

transmission rat&V and packet length are constants.
O

(35)

As the utilizationo of a queue can be arbitrarily close
to one, the right-hand side of (29) can be seen as the
maximum achievable throughpatamobilead-hoc net-
work and we denote it agnax. When the average rela-
tive speed of nodes in the network goes to zggo» 0
and the maximum achievable throughput approaches

1
B Thus, let
A 1
Mmax B(MH (36)

denote the maximum achievable throughput istatic

ad hoc network. From the proof of Corollary 5.2, we see

that ymax = O(——), which is comparable to Gupta-

nlogn
Kumar’s throughput capacity result for random static



networks in [1]. If a perfect deterministic scheduling as session and thus the number of data sessions in the net-
in [1] is used, instead of the random access MAC model work linearly increases with the number of nodes (i.e.,
in our analysis, the order of the throughput is expected n). Consider the asymptotic scenario such thad oo,

to be achievable. the arrival rate of the aggregate controlfii@ at any
node in proactive routing (in eqgn. (14)) is dominated
5.2. The Maximum Mobility Degree by the rate of broadcasting link change messages, i.e.,

(n + 1)A¢, whered, increases withy/nlogn. On the
other hand, as — o, the arrival rate of the aggregate
control trdfic at any node in reactive routing (in egn.
(21)) is dominated by the rate of broadcasting RREQ
Theorem 5.3. With the proactive routing strategy, the messages, i.enlcp, Wheredcp increases witm/ logn.
critical degree of the average relative speed in the net- Clearly A¢, is asymptotically greater thaty;, and con-

From (33), we can characterize the maximum mobil-
ity degree that the network can support in proactive rout-
ing and reactive routing, respectively.

work is sequently, reactive routing (asymptotically) induces a

1 larger amount of control overhead than proactive rout-

V= O(—g/z) . (37) ing. Our observation is somewhat surprising as it is usu-
(nlogn) ally believed that then-demandype routing reduces

Proof. From (14) and (33), the maximum relative speed ©verhead by maintaining information for active routes

that can be supported by the network can be bounded as°ly [6, 7]. However, one should notice that there are
three major dierences in network setting between the

v < 1 simulations in the literature (e.g., [19, 20, 21, 22], etc.)
(n+1+co)2nr (3 + 5 + 4nnr2iy) and ours. First, all simulations in these works were car-
W ried out in networks with a small or moderate size (usu-
W. ally less than 200 nodes in the network) while our result
is obtained in an asymptotic scenario such that co.
The result in (37) follows by noting that CTR = There is no evidence to show that the simulation results
Cp /1290 0 obtained from these relatively small networks are a re-

an *

liable indicator to the behavior of routing strategies in a
Theorem 5.4. With the reactive routing strategy, the large-scale network. Second, a fixed radio transmission
critical degree of the average relative speed in the net- range, independent of the network size, is often set in
work is simulations, while our result is derived from a through-
put optimal CTR setting [18] such that the transmission

(1
v=0(=] (38) range of a node decreases Wigh*2". The fixed trans-

) mission range setting is convenient to use in simulation

Proof. From (20), (21) and (33), the maximum rela-  pt it can bias the explanations of the simulation results.

tive speed that can be supported by the network can beggr example, under the fixed transmission range setting,

bounded as the increase of network size (i.e., node density in a fixed
_ 1 network region) would have little impact on the length

[(n + %ﬁ_ %) % 4 clznr] (% . ,BWL N 47rnr2/3W") g::aﬁgth and thus.has' insignificant impact on the path
ge rate, which is in contrast to the well-known
L_. fact that the expected path length of a multihop trans-
4BLn2Hr mission would increase with the network size to maxi-
The result in (38) follows by noting that CTR = mize the network throughput capacity. Third, in almost
logn all referenced simulations, théfect of the number of
C2 \/; & sessions on the network is studied independent of the

network size setting, while in this paper the number of
sessions in the network linearly increases with the net-
work size. Since it is well-known that the control over-
head in reactive routing increases dramatically with the
number of sessions in the network while proactive rout-
ing is rather insensitive to the increase of the number
of sessions [19, 21, 22], our heavyftia setting is ex-

From Theorem 5.3 and 5.4, we note that, asymp-
totically, proactive routing is able to support a higher
mobility degree than reactive routing. This is because
that proactive routing asymptotically has a smaller
(mobility-induced) control overhead than reactive rout-
ing, under the triiic setting in Section 2.1. Under the
given trdfic setting, each node is the source of a data

10



pected to be unfavorable to reactive routing. where

[2(n+ 1+ c)nr]D(n), proactive routing

1>

_ — -1
[(n +3H-3)eR 4 c12nr] D(n), reactive routing

5.3. Mobility-Induced Throughput Deficiency a

Since the maximum achievable throughput ime-
bile ad hoc network with either proactive routing or re-
active routing, i.€.7max IS strictly less thammax When
the average relative speed in the network is nonzero, 6. Simulation Validation
mobility actually decreases the capacity of the network ) . ) )
with either proactive routing or reactive routingin- We validate the analytical results obtained in Sec-
tuitively, the reason for the decrease of the throughput tion 5 against simulations. For the scaling properties of
is that both proactive routing and reactive routing as- the throughput per source-destination pair and the maxi-
sume the network iquasi-stati¢thus it tries to establish ~ Mmum mobility degrees supported by the network, we use
a stableroute between any source-destination pair and MATLAB to perform Monte Carlo simulations in large
maintain it either through periodically updating the net- scale networks. For the linear relationship between the
work topology information (in proactive routing) or by reciprocal of relative throughput deficiency and the re-
detecting path breakage and re-establishing it via flood- ciProcal of average relative speed given in (40), we carry
ing route request packets (in reactive routing). In the out a packet level simulation in a network with 40 nodes,
underlying assumption of both proactive routing and re- UsingQualNet(ver. 3.9) network simulator [23]. The
active routing, the dynamics of network topology is far éason that we use twoftkrent simulation techniques
slower than the packet forwarding speed (i.e., network here is due to the scalingfiitulties in setting large-
flow speed) and thus the objective of maintaining a sta- scale networks for studying network scaling properties
ble path between any source-destination pair is feasible. With existing packet level simulators.

Once the mobility is too high, these two routing strate- In Monte Carlo simulations, we consider random net-
gies will not be able to function properly as the routing WOrks with diferent numbers of nodes (= 100 ~

control message overheads dominate the netwoflikdra 2500). Nodes are able to freely move in the whole net-
and no data throughput can be supported. work region and a torus border rule [13] is used to con-

To further quantify thenegativeeffect of mobility trol the movemgnt of a node around the boundary of
on network throughput in both proactive routing and the network region. The movement of a node follows a
reactive routing, we introduce the metric wobility- random walk mobility model with a constant (absolute)

induced relative throughput deficienayhich is defined ~ SPeedu. As it can be shown that the average relative
speedvis linearly increasing withu in a constant speed

andb £ C(n)D(n)/B(n).

as
setting, the mobility degree of the network is controlled

r 2 [ThmaxZ Tmax by adjusting the value af. Source-destination associa-
TImax tion in the network is arbitrarily chosen as long as it sat-

isfies the setting that each node is the source of a session
and the destination of another session. The transmission

range of a node (i.er) is set as "j%’.

L = p(n) (%1 + C(”))’ (39) We first verify thg scgling property pf the through-
B(n) put per source-destination pair given in Corollary 5.2.

From (29) and (36), for a network with a fixed sing
we have

. Consider the case that the network is static and note
whereD(n) £ [§8 + (1 + 5 +4nrn;)] . Further-  that there are sessions (i.e., source-destination pairs)
more, from (20), we can selyp = c% for a fixed in the network, to show that the achievable through-
n, wherecs € [1,2] and might ben dependent. Thus put per source-destination pair scales as the order of
from (14), (21) and (39), we obtain the following result. 1/ Ynlogn, it is equivalent to show that the number

of source-destination pairs can kamultaneouslyas-
Theorem 5.5. For both proactive routing and reactive  Signed forend-to-endcommunication in a fixed time

routing, the reciprocal of the mobility-induced relative Slot scales as - (1/ynlogn) = n/logn. Here,
throughput deficiency (i.e[%) is linearly increasing ~ for source-destination pairs that can have simultane-

with v'1, i.e., ous end-to-endflows, it requires that data flows go-
ing through the corresponding (multihop) paths between
rt=zavl+b, (40) these source-destination pairs do not interfere with each

11
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Figure 3: A possible assignment of source-destination faismul- Figure 4: The number of simultaneously assignable source-

taneous end-to-end communication in a 1296-node networkrewhe destination pairs in networks withfiéérent sizesr{ = 100 ~ 2500).
each assigned source-destination pair is representedrsy selgment The x-axis uses a/n/logn scale. The error bars show the 95% con-
connecting the source and the destination. fidence interval.

other. This means that the distance between a trans-sults on the maximum mobility degree can be equiva-
mission node on one active path and a receiving node lently translated to be the constraints on the link change
on another active path should be no less than the trans-rate Ae and path breakage rate ,. That is, Ac) =
mission radius of a node. This interference-free con- O(molgn) in proactive routing andlcp = O(_nlc}gn) in
straint restricts the possible selections of the set of si- o5ctive routing. In proactive routing case, if we set the
multaneously assigned source-destination pairs. Sincelength of a time slot in the simulation as= n(logn)?

the shortest path between any source-destination pair isipe moving distance of a node with the maximum mobil-
nearly a straight line in a large-scale network [1], the .

simultaneous source-destination pair assignment prob-1tY dégree scales A ogre Is = \/@ i.e., the order
lem becomes to find the largest number of source- Of . and the number of link changes per node in a time
destination pairs where the shortest paths (i.e., nearly ot (i-8.,4cits) is expected to scale as lagin reactive
straight-line paths) of these source-destination patrs sa outing, to make the moving distance of a node with the
isfy the interference-free constraint. In the simulation o Maximum mobility degree in a time slot to be in the or-

a given network topology, we search for the simultane- der ofr, we chooses = n*?/logn. Then the number of
ously assignable source-destination pairs by enumera-Path breakages per source-destination pair in a time slot
tion. Figure 3 illustrates a possible choice of source- (i-€-14cpts) is expected to scale agn/ logn. Therefore,
destination pairs that can perform non-interfering end- We only need to verify the scaling propertiesigfts and
to-end communication simultaneously in a random net- Acpts in simulations. In the upper (lower) plot of Fig. 5,
work with 1296 nodes, where each assigned source-With the x-axis in a log scale (y/n/logn scale), it is
destination pair is represented by a line segment con-clear to see that the number of link changes per node
necting the source and the destination. In Fig. 4, (the number of path breakages per source-destination
we evaluate the number of simultaneously assignable pair) scales as expected, where the error bars show the
source-destination pairs in networks wittfdient sizes. ~ 95% confidence interval.

For each network size, 30 network topologies are ran-  |n packet level simulations, we demonstrate the linear
domly generated. With the x-axis in¢n/lognscale,  relationship between the reciprocal of relative through-
it is clear to see that the number of simultaneously put deficiency [*) and v in a 40-node network.
assignable source-destination pairs in networks scalesThe nodes are distributed in a square area with the
as expected, where the error bars show the 95% confi-sjze 1500« 1500 metet. Each node is equipped with
dence interval. an omnidirectional antenna. To ensure the network is

Next, we verify the maximum mobility degrees given well connected, the transmission power of a node is
in Theorem 5.3 and 5.4. We note that the analytical re- set to be 8 dBm, which is.B dBm above the criti-
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Figure 5: Upper: the number of link changes per node in a time slo  Figure 6: Results from QualNet simulation indicate a linear r

in networks with diferent sizesr( = 100 ~ 2500); The x-axis uses lationship between the reciprocal of speed and the reciprot

a logn scale. Bottom: the numbers of path breakages per source- relative throughput deficiency in routing protocols. Théirfg

destination pair in a time slot networks withfiirent sizesr(= 100 ~ curves are shown in dashed lines and the (relative) fittimgres

2500); The x-axis uses gn/ lognscale. The error bars showthe 95%  0.28% 1.47% 3.67% and 438% for DBF, OLSR, AODV and DSR,
confidence interval. respectively. The error bars show the 95% confidence irterva

cal power to achieve the corresponding CTR. The traf- tion between/™ and the relative throughput deficiency
fic of each session is set to be constant-bit-rate (CBR) in any protocol under test. In Fig. 6, for every proto-
with a packet size 512 bits. IEEE 802.11 DCF is used col, the average relative throughput deficiency is ob-
as the MAC protocol and transmission rate is fixed to tained from simulation data, and its reciprocal is (ap-
be 2 Mbps. Four dierent routing protocols provided ~Pproximately) linearly increasing with™* (or v'1).
by QualNet i.e., dynamic Bellman-Ford (DBF), opti-
mized link state routing (OLSR), ad hoc on-demand dis-
tance vector (AODV) routing and dynamic source rout-
ing (DSR), are tested, where the first two and the last
two are the examples of proactive routing and reactive
routing, respectively. A constant (absolute) speed set-
ting uis also used in the simulation andanges from 5
meteysec to 30 metgsec. As the average relative speed
v is linearly increasing withu in a constant speed set-
ting, we only need to verify the linear relationship be-
tweenI'™* andu™l. From simulation, we find that the
Pearson cd#cient of correlation [24] betweeur® and
the measured relative throughput deficiency®9980,
—-0.9745,-0.9394 and-0.9363 for DBF, OLSR, AODV In practice, there are various optimization techniques
and DSR, respectively, which indicates a strong correla- for routing to reduce control overhead. The throughput
13

7. Discussions and Extensions of the M odel

In this section, we discuss several extensions of the
proposed analytical model. The discussion shows how
the proposed model is extended to study the scaling
properties of the throughput and overhead with various
routing strategies and optimization techniques in large-
scale MANETs. The main results of this section are
summarized in Table 2.

7.1. Evaluating Routing Optimization Techniques



Table 2: Scalability of Throughput and Overhead in Routitrgt8gies
Proactive Reactive Geographical

w/o NS ‘ w/ NS w/o NS ‘ w/ NS w/o NS ‘ w/ NS

Max Mobility Degreev™ | O rgagme) O(n\/nlm) o(%) | o(*%") |o(m&:) | ©(})

Control Overhead Raté. | ®(n+/nlognv) | © ”I_Z;nv) O(LV) | 0(ghg¥) | QW) | Q(52Y)
E W
Throughputd o( nlogn)

1 NS = node selection in flooding (see Section 7.1.3).

analysis in Section 5 can be readily extended to evalu- route discovery operations [6, 10]. We show here that
ate the &ectiveness of these routing optimization tech- the asymptotic scaling results of the throughput in (34)
nigues in a large-scale MANET. As an illustration, we and the maximum mobility degree in (38) are also un-
discuss the following three commonly used techniques changed for reactive routing with route caching. On
in practice. one hand, with route caching, a RREP message might
be generated by a relaying node and thus the expected
7.1.1. Optimization of Time-to-Live Value in Flooding number of hops traveled by RREP is reduced. Thus the
Messages RREP trdfic rate per node can be reducedcibi A p,

The optimization of the setting of the time-to-live wherecs € (0,1] is a constant. On the other hand,
(TTL) value in RREQ messages is a commonly used with route caching, a source node might have multi-
technique in reactive routing, to reduce the flooding area ple paths to the destination with one being active (a.k.a.
of RREQ messages in the route discovery stage [9]. the primary path) and others for backup. In case that
We show here that the asymptotic scaling results of the the primary path is broken, if there is any valid backup
throughput in (34) and the maximum mobility degree in path available at the source node, the path can be used
(38) for reactive routing are unchanged under the opti- without incurring another route discovery procedure.
mized TTL value setting. First, we notice that the opti- Thus the RREQ tiféic in the network is reduced. How-
mal TTL value should be set as the shortest path length ever, we notice that the ratio of this reductionnisn-

(in hops) between the source-destination pair. Then, increasingwith the network sizen. This is because (i)
since the stationary distribution of a node’s position is the number of paths cached at a node is limited by stor-
uniform in the area, the expected distance between anyage constraints and (ii) the lifetime of a backup path be-
source-destination pair it = ®(1). Therefore the ex-  comes shorter with the increaseroés the path break-
pected flooding area is no less thea? = ©(1). This age rate increases with Thus, with the increase of
indicates that the optimized TTL value setting in RREQ n, the probability that there is a valid backup path at
messages can only reduce at mosbastantportion of the source node’s cache would not increase. Therefore,
the control overhead in flooding, i.e., the RRE(Hi@a at most aconstantportion of RREQ tréfic can be re-
rate per node can be lower boundeddag. p, where duced by applying the route caching technique, i.e., the
¢4 € (0,1] is a constant. Thus the scaling property of RREQ trdfic rate per node can be lower bounded by
the RREQ tréic rate per node is unchanged. Therefore cgni.p, wherecs € (0, 1] is a constant. Thus the scal-
the scaling property of the aggregated contrdficaate ing properties of the RREQ and RREP({liarate per

Ac in (21) is also unchanged. Consequently, it implies node are unchanged. Therefore the scaling property of
that optimizing the TTL value setting of flooding mes- the aggregated control fi& rate . in (21) is also un-
sages might not be afffective technique to improve the changed. Consequently, we can also draw the conclu-
maximum mobility degree supported by the network or sion that route caching might not be affieetive tech-

reduce control triic in large-scale networks. nigue to improve the maximum mobility degree sup-
ported by the network or reduce controlffrain large-
7.1.2. Route Caching scale networks.

The route caching technique is another well-known
optimization technique in reactive routing to reduce the
delay in route discovery as well as the frequency of
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7.1.3. Node Selection in Flooding This Voronoi tessellation satisfies two properties: (i) the
In the basic version of the flooding operations, each area of a Voronoi cell scales @logn/n); and (ii) every

node re-broadcasts the control message once. This ishode in a Voronoi cell is within a distancerom every

a common case in routing protocols when there is no node in its own cell or adjacent cell. Thus, to prop-

cooperation among nodes. When cooperation amongagate a control message over the whole network, it is

nodes is incorporated into the protocol design, the num- suficient to let onlyonenode per cell to participate the

ber of nodes participating in the re-broadcasting can flooding operation. That is, oni®(n/logn) nodes are

be significantly reduced. We show here that an opti- required to re-broadcast the control message. Further-

mized node selection for participating in flooding can more, with Lemma 4.8 in [1] and the setting > 56,

improve the maximum mobility degree supported by the it can be shown that each cell has at least one node

network, though there is no change in the scaling prop- with probability exceedingél - lc—gs'o%) That is, each

erty of throughput in (34). First, we characterize the cg|| has at least one node with high probability (i.e., the
minimum numper of nodes necessary to participate in a probability approaches one as- ). It indicates that
flooding operation. the node selection scheme works as planned with high
probability. Therefore, the minimum number of nodes
needed to participate in a flooding operation scales as
O(n/ logn). O

Lemma 7.1. The minimum number of nodes neces-
sary to participate in a flooding operation scales as
® (n/logn).

Proof. First, since the CTR = ¢, /lc%’ the area cov- From Lemma 7'.1, (13) and (20), it is straightforward
ogn to see that the arrival rate of the aggregate contréi¢ra

ered by a node’s transmissio - Since nodes are 4t the queue of any node has been reduced to
uniformly distributed over the whole unit area, to ensure

that the message is received by every node, the whole oz ) ) ]
unit area should be covered by the broadcasting trans- ~ , _ Viogn" proactive routing
missions. Therefore, we need at Ie&%] broad- ®((|ogzn)2 \7) reactive routing

casting transmissions (equivalently, nodes) to cover the
unit area. That is, the minimum number of nodes nec- Consequently, from (33), we obtain the following re-
essary to participate in a flooding operation scales as sults for the maximum relative speed that can be sup-
Q(n/logn). ported by the network.
Second, we constructively show that there exists a
node selection scheme such that the minimum numberCorollary 7.2.
of nodes participating in a flooding operation scales as
©(n/logn). We use a Voronoi tessellation of the area 1. With proactive routing and the optimized node se-

that the network resides in. The construction of this lection in flooding, the critical degree of the aver-
Voronoi tessellation follows the same procedure given age relative speed in the network is

in Lemma 4.1 in [1}. Specifically, we first set, > 56.

One should note that, neither the asymptotic connec- V= 1

T _ v=0 . (41)
tivity of the network nor the scaling property of the n4/nlogn

throughput per session isfacted under this setting on

the value of the constamp. Then, we use the Voronoi 2. With reactive routing and the optimized node se-
tessellation for which lection in flooding, the critical degree of the aver-

age relative speed in the network is
1. every Voronoi cell contains a disk of radius
g floan, vzo('c’%). (42)
2. every Voronoi cell is contained in a disk of radius
c [logn In practice, the idea of node selection in flooding has
4N e been used in the OLSR protocol, where a multi-point re-
laying (MPR) strategy is applied to select a set of neigh-
8Although the construction procedure is used on the surfaee o bprlpg nodes to r,e_broadcaSt its C,oerI message and a
sphere in [1], it is directly applicable to a plane with a ®horder significant reduction of overhead in flooding has been
rule. observed [11].
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7.2. Routing with Geographical Location Information  no “HELLO” message to maintain the local connectiv-

When the geographical location information of nodes iFy in the routing with geographical location informa-
is available in the network, it can be used to facilitate tion. With (45), we can show that
routing [12]. We show here that the proposed analytical Q(nv) without node selection
model can be extended to analyze the scaling properties c= { Q (@@ with node selection

of throughput and overhead for the routing strategies ) )
with geographical location information. As an illustra- Consequently, we obtain the following results for the

tion, consider proactive routing. Instead of periodically Maximum relative speed that can be supported by the
exchanging topology change information among nodes, net_vvor_k, under_ proactive routing with geographical lo-
the nodes can exchange their location information. With Cation information.

the location information of other nodes, any node can Corollary 7.3. In proactive routing with geographical
construct the topology of the network and carry out rout- |ocation information,

ing based on this topology. One criticalfgirence be-
tween location update and link status update is that the
former one depends on tldsolutemobility of a node
while the later one depends on tiedative mobility of a 1
node to another node. Intuitively, a node with a higher V= o( ); (47)
absolute mobility should have a higher rate of the loca- nlogn

tion update operations. In an extreme case, if a node 2. if the optimized node selection in flooding is used,

. (46)

1. ifthere is no node selection in flooding, the critical
degree of the average relative speed in the network
is

is static, there is no need to update its location infor- the critical degree of the average relative speed in
mation. We thus set the rate of location update opera- the network is
tions of a node to be proportional to its current absolute _ 1

: . v=0[-]. (48)
speed. On average, the rate of generating a location up- n

date message is One should also notice that the scaling property of

ﬂfg = o/, (43) the throughput in (34) is unchanged for the routing with
' geographical location information, as it is already the
whereu is the average absolute speed of a node@and order of the achievable throughput in a static network
is a positive constant. We assume that a location updatewithout any control overhead.
message has the same length as other previously defined

control messages. 7.3. Connection to Grossglauser-Tse’s Relaying
Given any two nodes with absolute speags 0 and Scheme

W, > 0, respectively, it is straightforward to see that the =~ One well-known extreme throughput performance

relative speed between them is given by point of MANETS is Grossglauser-Tse’s throughput ca-

pacity result [2]. A two-hop relay scheme has been pro-

V= \/Ui + ug — 2U1Up COS$ < Uy + Uy, posed in [2] to take advantage of a high mobility de-

gree in the network. We show here that the technique in
where¢ is the angle between the movement directions Section 5.1 can be extended to analyze this two-hop re-

of the two nodes. Thus laying scheme and the achievable throughput result ob-
_ _ tained from (29) is comparable to the result in [2]. In
V< E[u + U] =20 (44) the two-hop relaying scheme, each packet is relayed at

most once. As there is no attempt to maintain any topol-

From (43) and (44), we have ogy information or a stable route between any source-

/l(I;Eg > CgV, (45) _destination pa_ir_ in thg tWO-hOp relaying schem_@,: 0
' in (29). In addition, similar to the queue model in Fig. 3
wherecg £ ¢;/2. in [2], the service discipline of the queue model at any

The location information of a node is propagated over elay node is also unrestricted in our setting. Thus the
the network. Same as before, in the basic version of result in (29) can be directly applied to the two-hop re-
flooding, every node participates in the flooding of a lo- 1aying scheme. By observing theite [1, 2] in the two-
cation update message. If the optimized node selectionhop relaying scheme, from (35), we have
in flooding is used, only®(n/logn) nodes are neces- £ 1 wW
sary to re-broadcast the message. In addition, there is Ag < % < drlnr2
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Note that our analysis for the random access MAC
model is based on thgrotocol channel moddlL], not
the physical channel modeised in [2]. In order to find

capacity with a cost in increasing packet delay. Vari-
ous works have been carried out to study this capacity-
delay tradefi. For example, in [4], Bansal and Liu pro-

the connection between Grossglauser-Tse’s result andposed a routing algorithm intending to keep delay to be
our result, we need a comparable transmission rangelow without sacrificing too much in throughput. In [5],

r to that in the physical channel model. In the pro-
tocol in [2], any transmission is intended to the near-
est neighboring node. They observe tha received
signal power at the nearest neighboring node is of the
same order as the total interference fran) number

of interferers In other words, the probability of suc-

Mammen and Shah studied the capacity-delay trideo
in random networks with restricted mobility. In [26],

Al-Hanbali et al. analyzed the throughput and fter

occupancy behavior of the relay nodes in Grossglauser-
Tse’s relaying scheme, where a/GJ1 queue model has
been applied to model a relay node. In [3], Shameha

cessful transmission of a packet to the nearest neighboral. proposed a framework to address the relationship be-

will not vanish with the increase of node density, i.e.,
P{SIR> y} — € > 0, asn — oo, wherey is the Signal-
to-Interference-Ratio (SIR) threshold ani a positive
constant. Equivalently, in our channel model, as the in-
terference area is set asr4, the transmission will be
successful if the nearest neighboring node is within the
disk centered at the transmitting node with a radius

In a steady state, neighboring nodes are randomly uni-

formly distributed in the unit area with the density

tween the network capacity and delay under various mo-
bility models in MANETS, with an interesting discov-
ery that there exists a critical delay value below which
the node mobility cannot be exploited for improving the
capacity. In all these works, routifrglaying schemes
are usually idealized and no routing overhead is consid-
ered. In contrast, this work identifies the scaling prop-
erties of the performance of a MANET under practical
routing strategies where the strategy-dependent routing

the PDF of the distance to the nearest neighboring nodeoverhead is explicitly modeled.

is given by f(d) = 2rnde [25] and the probability
that the nearest neighbor is withinis 1 — e ™. Let
P{SIR> y} = 1- e ™" = ¢, we obtain the equivalent
transmission rangein our channel model as

r= iIo !
“\nr gl—e'

On the other hand, with the appearance of vari-
ous routing protocols [6, 7], several research projects
have been conducted to evaluate their performance in
MANETSs. Significant amount of simulation studies
have been conducted (e.g., [10, 19, 20, 21, 22], to hame
a few), which are usually carried out in networks with
a small or moderate size. A few analytical works have

Thus the throughput per source-destination pair is given appeared to characterize the impacts of mobility on the

by

W
AEc = = aE=00),

49
4L log (49)

1
1-€

which is comparable to the result in [2].

8. Related Work

The limits of supporting data tfiac in large-scale
MANETs have been the focus of significant research
interest in recent years. On one hanflipgs have been
put into characterizing the fundamental scaling proper-
ties of the performance of a MANET without restric-
tion on the choice of routinfgelaying scheme used in
the network. Following the well-known capacity results
for static wireless networks by Gupta and Kumar [1],

multihop paths discovered by routing protocols. For ex-
ample, in [15], Haret al. showed that the path duration
distribution of a multihop path can be approximated by
an exponential distribution. In [16], Xet al. provided

a framework to characterize the impacts of mobility on
various metrics such as lifpyath persistence, duration,
availability and residual time. In [8], Baét al. car-
ried out an empirical study to characterize the path du-
ration distribution under a range of mobility models in
MANETs and numerically evaluate its impacts on the
performance of DSR routing protocol. These existing
results are helpful to build realistic models for analyzing
the mobility-induced control tfic for various routing
strategies, which is one of the key steps leading to the
throughput and overhead analysis in Section 5. Finally,
in [17], Bisnik and Abouzeid developedsingle-class
open queueing network model for throughput and delay

Grossglauser and Tse have analyzed the capacity of aanalysis instaticad-hoc networks. Unlike this work, a

wireless ad hoc network when nodes are mobile [2].
With the help of a special two-hop relay scheme, mo-
bility is shown to be capable to enhance the network

17

generic probabilistic routing scheme is adopted in [17]
and there is no control overhead in their analysis since
the network is assumed to be static.



9. Conclusions

We have proposed an analytical framework to study
the throughput and routing overhead for practical rout-
ing strategies in random access MANETSs. By consider-

ing the coexistence of mobility-induced controlffra

and data trfiic at any node in the network, we have

(2]

(3]

modeled the individual node as a generic multi-class [4]

gueue. The analysis has shown that (i) the throughput

per source-destination pair for both proactive routing

and reactive routing i©(—~—): (i) there is a strong
4/nlogn

linear relationship that characterizes how mobility re-

(5]

duces the throughput per session, for both proactive [©]

routing and reactive routing; (iii) the existence of the
critical mobility degree under any given routing strat-

egy indicates that the data fii@ can be &ectively sup-

ported only if the maximum mobility degree does not
exceed the critical value, otherwise the total capacity of

the network is consumed by routing controlffra Fur-

thermore, the proposed analytical model has been ex-
tended to evaluate various routing design options and 9
also has a close connection to well-known throughput

capacity results in the literature.

(7]

8l

Although the proposed framework is mainly targeted [10]

at investigating thescalability of the performance of
various routing strategies where the assumptions for the

network model are representative and have been widely[11]

used in the literature (e.g., [2, 3, 17]), the proposed ana-
lytical framework can be extended to handle more real-

istic network settings such as allowing thefli@loads

to be diferent for diferent sessions. On one hand, the
proposed multi-class queue model is still valid for char-
acterizing the coexistence of the routing controftica
and data tric. On the other hand, in a more gen-
eral network setting, the possible coupling between the
gueue parameters offtBrent nodes might be character-
ized by a queuing network model (e.g., the coupling be-
tween arrival rates can be characterized by a set of traf-
fic equations), though the derivation is expected to be

[12]

(23]

[14]

more involved. Once these queue parameters are deterl1®]
mined, the throughput and overhead analysis can be car-

ried out in the same manner as in this paper (i.e., based

on the stability of a queue), though the results would [16]

be node antr session dependent. This implies that the
proposed framework can serve as #ieeive and gen-

eral tool to characterize the throughput performance of [17]

routing strategies in large-scale MANETS.
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