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Abstract— Along with a rapid growth of cloud computing
technology and its deep application in Agriculture Intelli-
gent Information System, Agriculture Industry information
security and privacy has become a highlight of the issue
about Agriculture Cloud Information System. Encrypting is
a conventional information security means, however, hitherto
almost all encryption scheme cannot support the operation
based on cipher-text. As a result, it is a difficult to build
up the corporate and individual information security and
privacy-securing in the information system based on cloud
computing platform. In order to construct the information
security and privacy of cloud computing infrastructure,
down to the practicality of Agriculture Information System
the project crew brings forward An Innovative Encryp-
tion Method for Agriculture Intelligent Information System
based on Cloud Computing Platform, OCEVMO for short,
which takes root in the theory of matrix, and supports a
series of cipher-text-operation essential to build a secure
communication protocol between user, owner and cloud
server. Beside the conventional encryption-decryption op-
eration, OCEVMO implements 4 operations of cipher-text-
numerical-value data such as adding, subtracting, multiply-
ing and dividing. Theoretical analysis and experimental per-
formance estimation demonstrates that OCEVMO is of IND-
CCA security, capable of performing crypo-function with a
moderate speed. Its favorable versatile performance gives
promise of the interactive operation Securing corporate-
individual privacy in the area of Agriculture Intelligent
Information System.

Index Terms— Cloud computing; Agriculture Intelligent Sys-
tem; Data Encryption; Matrix-Operation; Privacy-Securing;
IND-CCA.
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I. INTRODUCTION

Cloud computing has become a welcome computing
mode based on Internet by providing user with more
economical and flexible IT service such as the ability
of storage, computing and network access in demand
than the traditional IT technology. Since the idea of
cloud computing caters to the current social trend of “
Green-Computing ” and *“ Low-Carbon Economy ” [1],
governments and corporations all over the world are trying
their best to advocate and develop the cloud computing
oriented traditional and basic industries, which activates
some outstanding innovation in the area of computation
and commerce in turn.

A. Status of Corporate and Individual Cloud Security

However, in the cloud computing system which has
been constructed and in operation, the crux of privacy-
security has been annoying people,which has become
one of main factors that hold back its development and
generalization.

Corporative privacy may be some data whereby to iden-
tify an individual corporation or an aggregate corporation
itself such as phone number, corporation address, credit
card number. In addition,some sensitive information and
some expensive digital information asset of Agriculture
Intelligent System and of the like system all belongs to
the focus of security concern [2], [3]. For examples, the
individual health reports from Diagnosing System, the
Knowledge Rules of Agriculture Expert System [4], [5]
and financial records from Stock System and so on.

Cloud privacy-security originates from data-trusting
and service-leasehold which are 2 outstanding charac-
teristics of cloud platform. Once people trust the third
part with their data which then is stored in the cloud-
server and lose the manipulative ability to their data.
As a result, the event of revealing or abusing user’s
sensitive information occurs frequently. In recent years,
some cases of cloud service provider losing or revealing
user’s data happened to Google and MediaMax, which



suggests people’s concern about cloud privacy securing
be far from unwanted [6].

Encryption is a conventional method to secure privacy.
But, nowadays most of the encryption algorithm cannot
support cipher-text operation such as fuzzy indexing-
comparing,similarity distance calculating in encrypted
document, and arithmetic operating or encrypted financial
data items for Statistical Analysis Report. These opera-
tions are essential to Agriculture Cloud Intelligent System
sustaining open access [7], [8].

B. Related Work and Our Contribution

According to present research , the encryption scheme
addressed to sustaining cipher-text-operation, it may be
classified into two classes: the search-sustaining and the
compute-sustaining.

[6] brought forward a cipher-text searching method
based symmetric encryption, and [9] proposed an
algorithm with alike function based public encryp-
tion.However, these schemes is effective only to exact-
search and is out of action when spelling errors and format
mistakes occur.

[1] designed the encryption scheme based prod-
uct of scalar quantity, which is compatible with K-
Nearest-Neighbor (KNN) computing toward the encrypted
database. In addition, some well-known homomorphic
schemes such as Elgamal, Pailler and Unpadded-RSA
only compatible with one homomorphic operation either
homomorphic addition or homomorphic multiplication
[10], [11]. As to fully homomorphic algorithm, these
existed algorithms are too high computational complex
to be applied in cloud computing system [12], [13].

To the issues listed above, in this paper, a novel Homo-
morphic Encryption Scheme oriented to Cloud Computing
System is brought forward, which is rooted in the theory
of vector and matrix, and supports cipher-text computa-
tion and is a promising scheme to secure privacy in the
course of cloud-storing and cloud-computing.

II. FORMULATION OF PROBLEM
A. Privacy-Securing Model of Cloud Platform

Let abstract the cloud computing model supporting
privacy-securing to Figure 1, which depicts the interaction
between the Owner of data, the User of data,and Service
Provider (SP for short) which is a trustee of contracted
data. The following steps are introduction details.

Step 1. Owner encrypts the private-sensitive data items
denoted by m;, and returns £(m;), then trust service
provider with £(m;) and which is stored on the server.

step 2. After being permitted or empowered by Owner,
User encrypts the para which denotes the operation type
and the data in User’s care and involved into computation,
then submits all the encryption result to SP.

Step 3. Responding to the User’s request, SP authen-
ticates the User’s privilege then computes £(m;) in the
scope denoted by para according to the operation type
and para. At last, the output denoted by &(Output) is
returned to User.
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Step 4. Use decrypts £(Output) and gets Output in
state of plain-text.
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Figure 1. Privacy-Securing Model of Cloud Platform.

In this flow, both User and Owner encrypt the trusted
sensitive data, the operation parameter respectively and
hide their privacy in good condition. However, it is a
fresh question to arise subsequently how SP operates the
encrypted data and maintains operation output equivalent
[14]. If it were not solved effectively, Owner and User
could not exert the computer resource of cloud comput-
ing system to process sensitive data, and its advantage
would be out of action [14], [15]. In such background,
this literature proposes an innovative encryption scheme
which may be a potential to reverse such a predicament.
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B. Related Definitions

Definition 1. Operable-Cipher-text Encryption
Scheme (OCES for short) | | = (£,D,G,0), which is
composed of 4 algorithms as follows.

Key-Generating algorithm G, which is called to gen-
erate secret key k£ from User’s random secure parameter
para and is denoted by (1).

G(para) — k €))

Encryption algorithm &. Let X and Y denote the
domain and range of £. Address to a message m € X,
c € Y, it is defined as (2) which is maybe either a
determinate algorithm or a probable algorithm.

E(m,k) — ¢ (2

Decryption algorithm D is defined as (3), and ¢ in-
dicates the rootlessness of D operated on cipher-text. D
must be a determinate algorithm.

D(c, k) — {m}U{¢} 3

Cipher-text operation algorithm . Given a set
{c1,¢2,...c;},¢; € Y, (4) expresses the mathematic
implication of O, and opsign represents the operation
type, maybe anyone of Fuzzy-Matching and arithmetic
operation +, —,X,=+.

D(O(ey, g, ...c;, 0psign)) — O(D(ey, k)

: )
D(ea, k), ... D(ci, k), opsign)
Definition 2. Correctness of | |. OCES is defined to
be correct where (5) is satisfied.

Ivm e X, D(E(m,k)) =m
I11.30(mq, ma,...m;, opsign) = D(O(E(my, k), (O)
E(m27 k)’ g(mla k)v OpSZgTL), k)

Definition 3. Security of | | OCES is defined to be
secure subject to 2 items as follows. (1) | | is able to
maintain security of Indistinguishability Against Chosen
Cipher-text Attack (IND-CCA for short) in the event that
the oracle of cipher-text and the oracle of plain-text about
the trusted data are provided. (2). | | assures that it is
impossible for SP to deduce any knowledge about original
plain-text or intermediate result or the last result during
the course of running O for operating cipher-text [14].

Definition 4. Given c1,co,c3 € }7, a binary operant
as opsign defined in the above text denoted by o so that
for all my,mo, mg € X it holds that mg = mq o mo and
c1 = E(may, k),ca = E(ma, k) then (6) is negligible. Then
it is defined that scheme £ is homomorphic to operant o,
so-called the Homomorphic Property.

Prob[D(c; o ca, k) # ms] (6)
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III. OPERABLE CIPHER-TEXT ENCRYPTION BASED ON
VECTOR-MATRIX OPERATION

In this Section, an Operable Cipher-text Encryption
Scheme based on Vector-Matrix Operation is constructed,
which is abbreviated to OCEVMO. OCEVMO realizes
the cipher-text computing such as addition, substraction,
multiplication and dividing of numeric digital data under
the condition that information security of both User and
Owner of data is warranted.

A. Formal Definition of OCEVMO

Definition 5. OCEVMO = {G, £, D,C},which cov-
ers 4 algorithm as follows.

G is a key generation algorithm which is defined as (7).
para denotes Users’ secure parameter. A key K is a dxd
reversible matrix.

G(para) — {K} 7

& is an encryption algorithm. Let X and Y denote the
domain and range of £. m € X which is a d-dimension
vector transformed from plain-text message, define £ as
(8), ¢ € Y, which is a d-dimension vector and is the
cipher-text of m .

£m,K) — ¢ (8)

D is a decryption algorithm which is defined as (9),
opsign indicates the the type of operation operated on
cipher-text. opsign = nwull denotes the operation is to
decrypt the cipher-text ¢ which is a direct encryption
result of m; opsign = + denotes the cipher-text to be
decrypted is a addition-operation result of some 2 cipher-
text; opsign = — denotes the cipher-text to be decrypted
is a subtraction-operation result of some 2 cipher-text;
opstgn = X denotes the cipher-text to be decrypted is
a multiplication-operation result of some 2 cipher-text;
opsign = - denotes the cipher-text to be decrypted is
the quotient result of some 2 cipher-text.

D(c, K, opsign) — {m} )

O is a cipher-text operation algorithm. Its form is as
(10), which operates cq,ca,...ci,c; € Y , and outputs
corresponding result according to opsign defined in the
above text. ¢’ is subjected to ¢’ € Y.

O(eq,ca, ...ci, opsign) — ¢’ (10)

B. Transformation of Numeric Data

Data of cloud computing system is divided into 2 parts:
numeric data and character data or string data, which
is an primary idea of OCEVMO. Numeric data is often
operated some mathematic operation such as addition and
multiplication, while query and fuzzy-indexing is fit to
character data [16]. In this literature, the former is the
focus of the discussion.

Operations fit to numeric data are arithmetic operation,
as is referred in the above text. In order to implement
these operations, message m is preprocessed into the



vector m. The elements of vector are partitioned into 2
parts, the adding factor which is a computation array, de-
noted by F'Add used to implement addition of cipher-text
and the multiplication factor which is also a computation
array, denoted by F'Mul, used to construct multiplication
of cipher-text. The dimension of F'Add and FF-Mul are
denoted by d,, d,,, subject to d, € N,d, > 2,d,, €
N, d,, > 3. No doubt, process is to be a reversible course.

Let m be a plain-text numeric data, the process
whereby it is transformed into a d dimension vector is
composed of following steps. At first, select d,—1 random
real number (741,749, ...,"1a4,—1),"+i € R,i € [1,d, —
1], and extract another element by (11). So a d,, dimension
vector denoted by m is returned as (12). Choose d,
random real number {rq,r2,...,7q, },7; € R,i € [1,d,] a
second time, by which m is transformed into m’ as (13).

da—1
rid, =M — E Tyq (11)
i=1
m = (T‘+1,’f‘+27...,7‘+da,1’,’r+da)T (12)

m' = (ryq + 71,742 + 72y Tha, +7a,)7 (13)

Secondly, select d,,, — 1 random real number (7x1,7x2,
o Txdy,—1)Txi € Ryi € [1,dy, — 1], the multiplication
inverse of ry; is a limited fraction and extract another
element ry4,_ by (14). Thus the owner of data can
transform m’ into m” as (16), what should be noticed

is the dimension of m” is d,,, + d,.
dm—1
Txd, =m-=+ ] rxi (14)
i=1

m” = (ry1 +711,742 + 72, .0,

)T

Tvd, +7d,» (15)

Tx1,Tx25 3 T'xdp,
Thirdly, by tailing a random computation array, the
owner extends m” into a d,,, + d, + k dimension vector
denoted by m’” which is a final vector of preprocess of
encryption as (16), random number r¢4; € R,k € N,k >
2 and rgj, subjected to (17).

n

m' = (7“+1 +ri,reo + 72,0, "1g, T 7d,, (16)
7’x1,7‘x2,---7Txdm,7"¢177“¢2»--~,T¢k—1,7"¢k)
dqg
T‘¢k = — Z T (17)
i=1

At last, Owner encrypts m”’ and get & by (18) with
which is trusted SP and saved on the storage system of
server by its Owner. Decryption of € is an inverse process
of encryption obviously, as is omitted here [17], [18].

¢=Kxm"” (18)

The steps whereby users transform query parameter
into vector is similar with the course above. So, whether
the trust data or query parameter is to be preprocessed
through the same procedure and the result will be a vector.
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From the course aforementioned, preprocessing of vec-
tor transforming scatters and hides the original informa-
tion into all components of the vector. In the meantime,
through an ingenious designment of each component,
it becomes practical to maintain arithmetic operation
equivalence between plain-text and cipher-text.

However, the computation complexity similar to * di-
mension curse ~ will arise, which means that computation
workload increases in proportion to the growth of vector
dimension.

Let my, m, be 2 plain-text numeric data, and their
corresponding final vectors be p”’,q"”, and their corre-
sponding cipher-text vectors be p,q. In the next text,
how to implement various operation of cipher-text will
be discussed in detail.

C. Addition Operation
SP operates addition on P, q directly as (19).

p+a=Kxp”+Kxq"”

=K x [(p41 +p1, P42 + P2, -, Pyd, + Pd,»

D1 Px2s s Pxdpn > Dol > Pp2s - Psk—15 Dok ) - +

(@41 + @1, 42 + 425 Qirda + Gdas Ax15 Ax25 s

Uxdp> 4615 4025 -+ Qph—15 Aok) " | (19)
=K x [(p41+p1 + q41 + @1, 042 + D2 + g2+

q2; -3 P+d, +DPd, + G+d, T 9d,Px1 + dx1,Px2+
yPxdp T Axdm > Pl T p1,Pp2 + G2, oo
Pok—1+ Qok—1, Pk + qor)T =K x (p"" +q")

x2; -

Then, SP returns it to User. User decrypts it as (20).

K ' x(p+a) =K' xKx[(py1+p1+q4
+q1,P+2 + D2 + g2 + q2, ..., P+d, + Pd, T Q+d, T+
QdysPx1 T @x1,Px2 T qx25 -, Pxdyp T Axdp > Pp1+
41,62 + 462, s Poh—1 + Qpk—1, Dok + dok)

= (p+1+P1+ 41+ @1, P12 + P2+ G2 + G2, ooy
Dtda T Pdy T G4de T das Px1 + dx1,Px2 T Gx2;
w3 Pxdm T Axdy s Pp1 T 4p1, Dp2 + 4g2; -,

Pok—1+ Gok—1,Pok + qor)” ="

(20)

=p” +q"”

After getting a d-dimension vector p”’ +q'”, according
to preprocess procedure expressed by (11),(16) and (17)
from message to vector, User sums its the former d,
elements and the last element, then the result is returned
which just is the addition of m,, mq as (21).

Multi-Adding operation of cipher-text is supported in
this scheme under the condition of not being decrypted.

9

a

Dok + qok + Z (erz +pz + q+i + (Iz) =

3

- i (¢:) + ]
+ > (a)] =

i=1

M&

=1

~ (m)
- dg

(pi) + Z (q+4) 2n

=
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Ngill
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D. Subtraction Operation

SP subtracts q from g by (22).

p-a=Kxp”-Kxq”

=K x [(p+1 +p1,p+2 + P2, -, Did, + Pd, >
Px15Px2y s Dy > D1y Pg2s s Dsk—1, Dopke) T —
(@41 + @1, 942 + @25 s Qdy + Qds Ix15Gx25 s

o Qek—15qok) T ] (22)

=K x [(py1+P1 —q+1 — @1, P42 + P2 — Gy2—

Axdpy s 9p1sqp2, --

G2y s P+dy T Pdy — G4+d, — QdasPx1 — gx1,Px2—
qx25 s Pxdpm — Axdp s Ppl — dép1,Pp2 — 4p25 -5
Pok—1 — Qok—1,Pok — dok)’ =K x (p” —q")

Its result is returned and User can decrypt it as (23).

K 'x (P-4 =K "'"<xKx[(p1+p— g1
—q1,P+2 + P2 — G2 — Q2 -y P+d, + Pdy — Qtde—

Gd,sPx1 — 4dx1,Px2 — %2 -y Pxdy, — Axdyy s Pp1—
q¢1,P¢2 — q4¢2y -3 Popk—1 — Gpk—1; Popk — Q¢k)T (23)
= (P41 +P1— @41 — QP12+ P2 — G2 — G2, -,

Dtde T Pdy = Q+da — 4das Px1 — Ax1,Px2 — (x2;

vy PXdm T Axdm oy Ppl — 4ol Pp2 — g2; -5

Pok—1 — dok—1,Pok — dok)” =P —q"”

User totals its the former d, elements and the last
element and the output is returned, which just is the
difference between m,, and m, as (24). Multi-Subtracting
operation of cipher-text is acceptable in this scheme
before being decrypted.

Dok — Aok + dgnl (i +pi — @i — @) = dg (pi)
+ ial( )+ [é(pﬂ) + %zajl( i) — é(q+i) (24)
ill ( )] = é (p+z) é (QJFZ) =mp — My

E. Multiplication Operation

At first, introduce the principle of implementing mul-
tiplication in this scheme by a specific case. Let m,, m,
be 2 plain-text numeric data, and their corresponding final
vectors be 2 6-dimension vector p”’/, q"”’ as (25) and (26).

Obviously m, = pi1 + py2 = px1 X px2 and
Mg = G4+1 + g4+2 = gx1 X gx2 according to (11) and
(14). p1,p2,q1, G2, Pé1, Gg1 be random real number. Then,
watch the multiplication result of p””’ T and q""" denoted
by 6 x 6 Matrix R as (31) and (32) and its column
components as expressed by (27) ~ (30).

P = (p41+ p1,D+2 + P2, Px1,Px2, Po1,Pe2) . (25)

q" = (CI+1 +DP1,q42 + (J2,qX1,qx27Q¢17q¢2)T (26)
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[ pi1g41 + P +p1g4 + i
D4+24+1 + P42q1 + P2g+1 + P2qa
Px19+1 + Px1q1
Dx2q+1 + Px2q1
Pp14+1 + Pp1q1
DPp29+1 + Pp2q1

27)

DP+1G+2 + P+1q2 + P1g+2 + P1g2
D+2q+2 + P+2G2 + P2g42 + P2qo
DPx1q+2 + Px142
Dx24+2 + Px292
DPp19+2 + Pp1g2
Pe2d+2 + Py2G2

(28)

D+19x2 + P1gx2
D42Gx2 + P2Gx2
Px14x2
Px24x2
Pp14x2

DP+14x1 + P1gx1
DP+24x1 + P2gx1
Px19x1
Px2gx1
Pep1dx1

R.g.q — (29)

Pep2dx1 Pep29dx2

D+1Pg2 + P1Pg2
D42P¢2 + P2P¢2
Px1Pg¢2
Px2Pg2

DP+1Pg1 + P1Pg1
DP42Pp1 + P2Pg1
Px1Pgp1
Px2Pp1
Pp1Pp1

Re.s.6 = (30)

Pp1Pg2

Pp2Pg1 Pp2Pg2

R = (R*ljR*QyR*B,*47R*5,*6) (31)

p/// « q///T - R

It is found that if we multiply R[3][3] and R[4][4] the
product of m,,, m, will be extracted as (30).

(32)

4
1:[ R[Z][Z] = Px19x1 X Px2qx2 (33)

= Px1Px2 X gx2qx1 = My X My

So, the product of any cipher-text-pair may be com-
puted similarly. According to the analysis above, SP
operates the cipher-text-pair p, q as (34).

px gt =Kxp” x(Kxq")"

=K xp” xq"" xKT

=K X (p41 +DP1,P+2 + P2, s Ptdy + Pds

Px1Dx2s oos Py s Ppls P2 -+r Dok—15 D) | X

(@41 +q1,G+2 + Q25 s Gy + Qdys Ax 1, Ax 25 -ons
 Qok—1,gk) X KT

(34)

Axdp s 9plsdp2s -



The result of (34) is a d X d matrix which is to be
returned to User by SP. User can decrypt it as (35).

K™ < K X (p41 +p1, P12 + D2, oo Did, + P,
p><17p><27"'7p><dm7p¢17p¢27"'7p¢k—17p¢k)T><

(q+1 + @1, 042 T Q25 s Qdy + Qdas Ix15 %25 s
s Q615 A6, -oos Qo1 Gor) X KT x K17
= (p+1 + P1,P+2 + P2y s Pdy + Py
Px1;,Px25 s PxXdpys Ppls Pp2y -+ Popk—1; Pk
(q+1 + @1, 042 + Q25 s Qdy + Qdas Ix15 %25 s
Axdy s Ag15 962, s Qok—1, dpk) = P’ X q/”T

(35)

7 x

The result of (35) also is a d x d matrix denoted by
R. Then, User computes the multiplication of m,,, m, as
(36). Only is one-time multiplication permissable in this
scheme in the state of cipher-text.

do+dm A0
Hi:dﬁ_l Ri][i] = mp x my (36)
F. Division Operation

Let us recall the referred case about 6-dimension vector
firstly. Examine the third column of R, R.3,and sum its
elements No. 1, No. 2 and No. 6 as (37).

P+19x1 + P1gx1 + P+2Gx1 + P2gx1 + Pe2q1 =
P+1Gx1 + P1dx1 + Py2qx1 + p2gx1 — (p1 + p2)
Xqx1 = (P41 + P42) X gx1 =My X Gx1

(37

Similarly, as to the fourth column of R, R..4, and sum
its elements No. 1, No. 2 and No. 6 as (38).

P+19x1 T P1Gx2 + P+2Gx1 + P2qx2 + Pp2q2 =
P+1Gx2 + P1dx2 + Dy2Gx2 + P2gx2 — (p1 + p2)

XQx2 = (P41 + P12) X qx2 = Mp X qx2

(38)

Extract the product of (37) and (38), rewrite and reduce
its mathematic process and (39) may be returned.

[Tis( > R[] = mp X qu1 X my X gz

J=1,2,6 (39)

— m2
=m, X my

Pay attention to the third row of R, and sum its ele-
ments No. 1, No. 2 and No. 6 as (40), another approximate
relation is to be found.

DPx19+1 +Px1q1 + Px19+2 + Px192 + Px1G¢2 =
Px14+1 + Px1q1 + Px1G+2 + Px1G2
—Dx1(q1 + @2) = Px1 X (g1 + q42) = Px1 X My

(40)

As to the fourth row of R,and sum its elements No. 1,
No. 2 and No. 6 as (41).

Dx2q+1 + Px2q1 + Px2q+2 + Px2q2 + Px2qe2 =
Dx2q+1 + Px2q1 + Px2q+2 + Px2qo
—Dx2(q1 + q2) = Dx2 X (q41 + q42) = Dx2 X My

(41)
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Extract the product of (40) and (41), rewrite and reduce
its mathematic process and (42) may be returned.

ITios( 2, REIGD = mq > pxa xmg X pxsy
J=12,

— 2
—qump

(42)

Divide the right of (39) by that of (42) and the quotient
of m, + myg is to be output as (43).
is(C X R[N
j=1,2,6

T > RAGD (43)
j=1,2,6

:mmeq

By the analysis of the case, it is easy to give an
algorithm of dividing-operation of encipher-text. At first,
SP operates the cipher-text-pair p, q as (34) and the result
of (34) is a d x d matrix which is to be returned to User
by SP, User can decrypt it as (35) and the preprocessing
course is the same with multiplication operation. In order
to get dividing result, User must execute the further
operation as (44),(45) and (46).

du dm “1[.,
[TeafnC Y R =mi» xmg 44
Ji=1,2,...,da,d
[ S REGD =md xm, s
j=1,2,....da,d
M ¥ RUIED ]
dm —1 3=1,2,...,da, — - 4
MEmC_ > Rap)  r T (46)
Jj=12,..., as
it is self-evident that the right of “ = ” in (46) is

just the answer, i.e. the quotient of dividing m,, by m,.
What is notable is that only one-time division operation
is permitted in this scheme in the event of encryption.

IV. PROOF OF CORRECTNESS

As a cipher-text operable encryption scheme, correct-
ness of OCEVMO should be demonstrated in two re-
spects: exactness of encrypting-decrypting and its homo-
morphic compatibility [19]. So, its proof question is to be
broken into two sub-questions as follows.

1.¥m € X,proof D[E(m,K), K] = m.

2.For V{p1, P2, ---, Dt } -and subjected to p; € Y, proof
that (47) should come into existence.

0(1515 pA27 teey ﬁtv OPSZg’ﬂ) = S{O[D(ﬁ17 K)7
D(p2,K), ..., D(Ps, K), opsign], K}

Proof 1. OCEVMO is based on Matrix operation. K
is a d x d reversible matrix, so the matrix multiplication
is reversible. In addition,the course of transforming plain-
text m into vector My, is recoverable, which is denoted by
7 (m) = myp. In sum, the process of transformation is to
be expressed by (48) and its reversibility and correctness
is self-evident.

It is the end of proof 1.

(47)

D{E(m,K),K} = T~ {DIE(T (m),K), K]

(48)
=T YD[(mp, K), K]} =T {mp} = m



JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

Proof 2. Where opsign = “+” and ¢t = 2, the proof
object may be adapted into (49).

O(ﬁlaﬁ27+) = (49)
5{O[ID(pA17 K): D(ﬁ27 K)7 +]7 K}
(49) can be rewritten into (50) further.
'S i g O ///7 /I/, 7I{
P1 + P2 {Op1"”,p2"", +], K} (50)

= {p1" +p2" K} = K x (b1 + p2”")

It is obvious that the left and the right of (50) just may
be formed into by substituting variables of (19). In the
same way, alter opsign = “+ 7, X, + in turn and make
reference to (22), (34) and (46), satisfiability of other case
can be build up easily. In one word, predication 2 is true.

It is the end of proof 2.

V. ANALYSIS OF SECURITY

Theorem 1. OCEVMO is distance-unrecoverable.
Proof. Suppose OCEVMO is distance-unrecoverable,
there must exist a function denoted by f subject to (51).

fIE(my, K), E(mg, K)] = d(my, my)

(5D
V{m,,my} € X

Choose 2 different keys K1, K2 and 2 different mes-
sage {m,, m,} € X,and OCEVMO satisfies (52).

(i). a1 =E(my, K1) = E(ma, Ka)
(i1). a1 =E(mg, K1) = E(my, Ks) (52)
(¢13). d(mp, mq) # d(mg,my)

Because of (51),then:

flar, az) = f(E(my, K1), E(mq, K1)
= d(mp,myq); f(ar, a2) = f(E(me, Ka), (53)
E(my, K2) = d(mg, my) = d(myp, mg)

Obviously, the last item of (53) is a contradiction to
the last item of (52). So,there must not exist the function
f, and OCEVMO cannot but distance-unrecgverable.

Definition 6 Unsolvable Equation. Let P be the set
of d dirllension vector, K be the set of d x d, as to
Vp; € PVK; € K there exists the equation denoted
by f(pi,K;) = prpr € P,i,j,k € N, subject to
s;, > sgr and sy, sg denote the number of the unknowns
in both sides of *“ = respectively, so that the equation
f(pi, K;) = Py, is defined an Unsolvable Equation [20].

Theorem 2. As to encryption-decryption and
the mathematic operation of numeric plain-text,
OCEVMO is of security under IND-CCA if the
number of adding factor d, > 3.

__Proof. Case 1. An adaptive chosen cipher-text attacker
H oracles to have gotten ¢ pair of plain-cipher text by
means of encrypting-decrypting trust data generated by
OCEVMO. In OCEVMO, let the dimension of vector
be d = n+k and the size of matrix be d x d where n is the
number of computational elements and & is the number of
random elements. To H, the number of the unknown in
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K is d x d, and the number of the unknown in the known
part of each cipher-plain text is d, + (n — 2) + (k — 1),
that of another part is d [21]. In addition, according to
the section III, the unknown number in the both sides of
the equation of OCEVMO and their relationship can be
expressed by (54). So, due to d?,t be positive, if d, > 3
is satisfied, (54) is sure to be true, and the equation group
derived from the matrix OCEVMUO is unsolvable.

dxd+tx(de+(n—2)+(k-1)) >

(54)
txd=d*+(d,—3)xt>0

Case 2. Hacker H kicks off attack against OCEVMO
following steps as follows. 1. H picks up two items
of data mji,my and sends them to Owner, who en-
crypts either of them at random denoted by m,,r €
0,1 and returns the cipher-text m, to H. 2. H se-
lects some plain-text (or cipher-text) and query Owner
for OCEVMO encryption (or decryption), some corre-
sponding result is returned back. 3. H repeats the step 2
until there are ¢ pairs plain-cipher text couples denoted by
(myq,1my),(mg, My),...(my, My) in H’s hand. 4. H tries
his best to compute and output m’ as his oracle of m;
[22].

According to the transformation procedure of numeric
data, the cipher-text of m,, is p extracted by (55).

f) — K X p//I
=K X (p41 +P1,Pp+2 + P2y, D, + D, (55)
Px1,Px25 -5 PXdpn» Pp1, P2, ---,p¢k—1,p¢k)T

In (55), beyond pi4,,Pxd,,,Psk, the left elements are
random real numeric, which are sampled at random with
respect to m,. On principle of Vector-Matrix operation,
each element of the vector is determined by including all
the elements of matrix and vector that plays the role of the
operand, in the meantime, is affected by random numeric
too [23]. Thus, it is assured that if the same numeric plain-
text my, is encrypted by the same key K time after time,
the output cipher-text of each time are different. Because
the range of OCEVMUO is R, and let || R || denote
the element number of R, the advantage probability of
m' = my in H’s hand may be measured by (56).

Adv(H) = |Prob[m’ = ms] - 3] (56)

=1z — 171) — 3l = =7

Hence, where d, > 3, the advantage probability of
m’ = my in H’s hand is a negligible quantity.

Case 3. While math operation is performed on cipher-
text, it is stated in the section III that the indeterminacy
of cipher-text is not influenced upon by a bit during
the course of operation, and the advantage probability of
giving a success oracle in H’s hand is the same with Case
2 in that H is not in the know about key.

Sum up Case 1, 2, and 3, it is drawn that when the
number of adding factor d, > 3, OCEVMO is of security
under IND-CCA [24].

It is the end of Proof.



VI. PERFORMANCE TESTING ANALYSIS

In this Section, the performance of OCEVMO is es-
timated by drawing a parallel between the algorithm
unpadded_RSA which supports multiple homomorphic,
and the algorithm Piller which is compatible with addi-
tional homomorphic in terms of running performance. The
indexes of performance include encrypting-decrypting
speed, arithmetic operation performance and loads of
storing and communication. All of the experiment is
deployed on the platform named by ArgSoSo [25],which
is the Agriculture Information Intelligent Searching Plat-
form developed by the project crew of Chinese National
Engineering Research Center for Information Technology
in Agriculture based on Web technology and Cloud Com-
puting, the hardware of which is a cluster consisted of 10
servers named DeepCom made by Lenovo [26].

TABLE 1.
PERFORMANCE OF OCEVMO & CONCERNED SCHEMES
Algos | URSA | Piller OCEVMO
d
Para 50-bits- key
10 30 80 100
E 0.024 0.067 | 0.022 | 0.051 | 2.945 | 5.487
D 0.033 0.049 | 0.026 | 0.077 | 2.738 | 5.794
SP+ \ 0.028 | 0.033 | 0.002 | 0.002 | 0.001
SP- \ 0.029 | 0.002 | 0.002 | 0.002 | 0.001
U+ \ 0.050 | 0.002 | 0.019 | 0.045 | 0.096
U- \ 0.050 | 0.018 | 0.021 | 0.043 | 0.098
SPx 0.002 \ 0.004 | 0.015 | 0.128 | 0.209
SP=+- 0.002 \ 0.004 | 0.015 | 0.107 | 0.274
Ux 0.021 \ 0.055 | 0.497 | 8.679 | 9.345
U+ 0.021 \ 0.047 | 0.495 | 8.677 | 9.428
cLen 11 21 44 130 347 427

A. Experimental Statistics

In the experiment, 50-bits-key is used as secret key
in unpadded_RSA and Piller. Statistics is listed in Table
I in detail. What is a supplementary explanation is that
SP, represents the addition operation is carried by SP;
U denotes User and U, marks the addition operation is
operated by User. Other symbols not referred here is to be
explained analogically.” E 7, D ” and “ cLen ” indicate
original Encryption and Decryption operation, cipher-text
Length respectively.

B. Analysis of the Statistics

From Table I, the results are discovered as follows.
(1). In the case of d < 10, the encryption-operation
time of OCEVMO is longer than unpadded RSA [27],
[28] and shorter than Piller [29], [30]; as to storing-
communication loads, OCEVMO is the biggest among 3
schemes; the theoretic complexity of running and storing-
communication are O(d?) and O(d) respectively. (2).
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Addition time of OCEVMO and subtraction OCEVMO
are equal nearly, while on condition of d < 100, the
addition-substraction time of OCEVMO is shorter than
that of Piller; because the theoretic complexity of running
is O(d), the things is to be reversed on condition that d
increases to some critical point. (3). Add-subtract output
decryption time of OCEVMO is pretty much the same
thing, which with the theoretic complexity O(d?) is
shorter than Piller in case of d < 80. (4). multiplication-
time of OCEVMO and dividing-time OCEVMO are equal
nearly, which is far more than that of unpadded_RSA and
can be expressed by O(d?). (5). Multiple-divide output
decryption time of OCEVMO is pretty much the same
thing too, which is with the theoretic complexity O(d®)
longer than unpadded_RSA .

Taking one with another, OCEVMO is characterized as
follows: a favorable encryption performance, a moderate
cost time of addition-subtraction while a relatively long
cost time of multiplication-division, a burdensome load
of storing-communicating, and that the magnitude of each
index swells up with the increasing dimension of vector.

VII. CONCLUSION

Addressed to the question of privacy-securing in cloud
computing system, this literature pioneers a cloud com-
puting model supporting privacy-securing and designs An
Innovative Encryption Method for Agriculture Intelligent
Information System based on Cloud Computing Platform
OCEVMO, which realizes 4 operations of numeric data,
i.e. addition, subtraction, multiplication and division. The-
oretic analysis demonstrates that 4 operations of numeric
data OCEVMO is of IND-CCA security in case of the
adding factor bigger than 3. Experimental statistics and
its estimation proves that OCEVMO is characterized by
a better encryption performance, an effective implemen-
tation of cipher addition-subtraction, a favorable versatile
performance and it is a promising scheme to secure
privacy in the course of storing and computing and other
Agriculture Intelligent Applications based cloud platform.

On the next research practice, We will focus on how
to better the multiplication-division performance of this
scheme, and strive to implement multi-time multiple-
divide operation, in the meantime to reduce the storing-
communication load and further to optimize its versatile
performance.
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Abstract— Illegal web information is common on the
Internet. To prevent phenomena of illegal web information
from happening, providing effective evidence for court to

punish the criminals by means of law is one effective method.

In this paper, an authorship attribution platform for
Chinese web information, CWAAP, is described. Based on
the language characteristics of Chinese web information,
lexical features and structural features which can express
the author’s writing habit are extracted. Support vector
machines (SVM) are used for learning author’s writing
features. To test the effectiveness of CWAAP, literature,
Blog and BBS datasets are used in the experiments on the
platform. Five experiments are performed. Experimental
results show that lexical features and structural featuresare
effective. The number of words in training samples should
exceed 200 at least. By Information Gain feature selection
methods, 800 lexical features can express the authors
writing style. There is a small difference between the
authors' topics. All the parts of speech reserved are perfect.
These results confirm that the platform is effective and
feasiblefor cybercrimeforensic.

Index Terms—CWAAP, Authorship attribution, Forensic,
Support Vector Machine, Chinese, Web information

1. INTRODUCTION

Various Internet service such as E-mail, BBS, Blog,
Microblog has been widely applied to people’s daily life.
While Internet provides convenient to people, a lot of
problems appear at the same time. Some illegal web
information, such as antisocial information, fraud
information, pornographic information, terroristic
threatening information, gambling information, appears
by means of E-mail, BBS or Blogs. The Internet provides
criminals new criminous space and means. Illegal web
information affects social stabilization and national
security seriously. Some measures should be taken
urgently. Now, installing filtering software to filter the
information containing sensitive words is the main
method to prevent these phenomena. However, this
passive defensive method cannot stop these phenomena,
because criminals can make use of some substitute words
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to break through the defense of the filtering software.
Punishing the criminals by means of law can strike these
crimes effectively. Many states have made interrelated
laws. However, due to lacking effective evidence, many
cases cannot be brought to the court. If web information’s
authorship is attributed by technical means, criminal’s
evidence for computer forensic can be collected. This will
provide an important application value and practical
significance to law enforcement, social safety and
stabilization, Internet environments’ purification.

Footprint, handwriting, signalment have been used to
obtain evidence for courts. But the evidence of criminals
via Internet is difficult to collect, because Internet is a
free and open place and the messages on the Internet are
spread anonymously. Criminals being hidden in any
online corner can commit a crime. Though Internet
services such as e-mail or BBS require users to fill out
their personal information when registering, criminals
always forge their real information or log on
anonymously. So registering information, IP address, and
e-mail’s header information cannot provide convincing
evidence for the court. However the text’s content and
structure can be obtained from web information, the same
as their handwriting. Authors of web information have
their inherent writing habits. The writing habits cannot be
changed easily (although the criminals will always try),
which embody a writing style such as usage of certain
words, the length of sentences and paragraphs, and the
format of the text.

Stylometry is the application of the study of linguistic
style, usually to written languages. Stylometry is the
theoretical basis of authorship attribution which attributes
authorship of unidentified writing on the basis of stylistic
similarities between the authors’ known works and the
unidentified piece. Researchers have focused on
academic and literary applications ranging from the
questions of the authorship of Shakespeare's works to
forensic linguistics. The research language of authorship
attribution has been mainly English, Arabic, and Japanese
etc. However, there were little related authorship
attribution researches on the Chinese language. The
language characteristics of the Chinese language are very
different from other languages such as English and Indo-
European languages, where the feature extraction
methods for authorship attribution are different. In this
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paper, an authorship attribution platform for Chinese web
information, CWAAP, was introduced and described.
Based on the language characteristics of Chinese web
information, various authors’ writing features including
lexical features and structural features which could
express the authors’ writing habits were extracted.
Support vector machines (SVM) were used for learning
the writing features.

The remainder of the paper is organized as follows.
Section 2 presents a general review of stylometry and
previous related work. Section 3 describes the framework
of CWAAP. Section 4 is our feature selection and
extraction methods. Section 5 provides our experimental
methodology and analyses the experimental results.
Section 6 draws the conclusions of the paper.

II. RELATED WORK

A. Stylometry and Authorship Attribution

Stylometry is the study of the unique linguistic styles
and writing behaviors of individuals in order to determine
the authorship. It is an interdisciplinary study of statistics
and computer science etc. The research of stylometry is
based on the premise of two assumptions. The first
assumption is that all authors have distinctive writing
habits, which can be captured from a number of
quantitative features such as certain vocabulary usage,
sentence complexity, and phraseology. The second
assumption is that these habits are unconscious. Even if
some authors make a conscious effort to disguise one’s
writing habits, the effect is not obvious. Stylometry
focuses on defining authors’ subconscious writing
features and determining statistical methods to measure
these features so that the similarity between two or more
pieces of text can be analyzed.

Stylometry is the basis of authorship analysis.
Authorship analysis can be divided into three distinct
problems, namely, authorship attribution, authorship
characterization, and plagiarism detection. The aim of
authorship attribution is to determine the author of a piece
of text by comparing the similarity of writing style
between the author’s known works and unknown ones.
Authorship characterization attempts to formulate
author’s sociolinguistic profile by making inferences
about gender, educational, and cultural background on the
basis of writing style. The purpose of plagiarism
detection is to calculate the similarity of two or more
pieces of text and to determine if a piece of text has been
plagiarized.

The following are several typical authorship attribution
studies. “The Federalist Papers” are a series of 85 articles
or essays serially in The Independent Journal and The
New York Packet between October 1787 and August
1788 with the aim of advocating the ratification of the
United States Constitution. 12 articles have disputed
authorship between Hamilton and Madison. Pioneered
authorship attribution methods were famously used by
Mosteller and Wallace in the early 1960s to attempt to
answer this question. Frequencies of a set of function
words selected from articles were compared. Mosteller
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and Wallace(1964)[1] came to the conclusion that the 12
disputed articles were written by Madison. Another well-
known study is the attribution of disputed Shakespeare
works. Elliot (1991)[2] compared the writing style of
Shakespeare’s work “Earl of Oxford”. The writing style
included unusual diction, frequency of certain words,
choice of rhymes, and habits of hyphenation. “And Quite
flows the Don” was written by Sholokhov between 1928
and 1940. Sholokhov was accused of plagiarizing from
Kryukov. Kjetsaa(1979)[3] draw the conclusion that
Sholokhov was the true author of “And Quiet Flows the
Don” by comparing the statistical features of Sholokhov
and Kryukov. The features included the length of
sentences, part of the speech, sentence structure etc.
“Dream of the red chamber” is a masterpiece of Chinese
literature and is generally acknowledged to be the
pinnacle of classical Chinese novels. For a long time, the
first 80 chapters written by Cao Xueqin and the 40
additional chapters written by Gao E were recognized
universally. Professor Chen Bingzao at university of
Wisconsin researched on the authorship of “Dream of the
red chamber” for the first time. Computers were used to
calculate and analyze the frequency of words occurring in
the masterpiece. He came to the conclusion that all the
120 chapters were written by Cao Xueqin.

B. Authorship Attribution Features

The frequency of certain word-usage, the length of
sentences etc can be used to attribute authorship. The
former researchers have focused on what the features
could represent the writing style of authors. However, no
fixed features set were agreed on. The following is
several types of features.

(1) Word-length and Sentence-length

The origins of stylometry might be traced back to the
work of Mendenhall (1887)[4] on word-lengths. Morton
(1968)[5] used sentence-lengths for tests of authorship of
Greek prose.

(2) Function Words

Word-usage was usually used for discrimination in
authorship of texts. In the same author’s work, some
words vary considerably in their rate of use, while other
words show remarkable stability. Function words were
used to attribute the author of “The Federalist Papers” by
Mosteller and Wallace (1964)[1]. Morton (1978)[6]
developed techniques of studying the position and
immediate context of individual word-occurrences.
However the method had come under much criticism and
Smith (1985)[7] had demonstrated that it could not
reliably distinguish between the works of Elizabethan and
Jacobean playwrights. Burrows (1987)[8] proposed the
common high-frequency words (at least 50 strong).
Holmes and Forsyth (1995)[9] had successfully applied
the technique to the classic “The Federalist Papers”
problem.

(3) Vocabulary Distributions

One of the fundamental notions in authorship
attribution is the measurement of richness of an author’s
vocabulary. The frequency of word-usage can be
estimated by analyzing a text produced by a writer.
Mathematical models for the frequency distributions of
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the number of vocabulary items appearing exactly r times
(r=1,2,3....) have aroused the interest of statisticians ever
since the work of Zipf (1932)[10]. The best fitting model
attributed to Sichel (1975)[11], and the Sichel model in
addition to the once-occurring words (hapax legomena)
and twice-occurring words (hapax dislegomena) were
useful stylometric tools.

C. Authorship Attribution Methods

Some technical means have been used to analyze the
writing features to arrive at the purpose of attributing a
text’s authorship. Mathematical methods and intelligent
algorithms were adopted. The techniques vary with
different periods. The following is summary of three
common authorship analysis approaches.

(1) Probabilistic and Statistical Approaches

Efron and Thisted (1976)[12] considered how many
words Shakespeare knew. Probabilistic techniques were
used to study the number of words used once, twice in the
Shakespeare canon. A parametric empirical Bayes model
and a nonparametric model were examined. The models
supposed that Shakespeare knew at least 3,5000 more
words, which could be regarded as evidences of
Shakespeare’s authorship. Smith (1983)[13] selected the
average word-length, the average sentence-length,
collocations, and measures of words in certain positions
in sentences as features. Chi squared statistic methods
were used to detect differences between Shakespeare and
Marlowe. Farringdon (1996)[14] used the Cusum
technique to test authorship of a small number of text
samples.

(2) Computational Approaches

With the development of computer technology,
sensitive classification techniques rather than simple
count statistics have been applied to authorship
attribution. Burrows (1992)[15] analyzed the frequency
of words. The Pearson product-moment method
correlated each word with all others. Principal component
analysis methods were used to transform the original
variables to a set of new uncorrelated variables. Holmes
(2001)[16] described how traditional and non-traditional
methods were used to identify seventeen previously
unknown articles that were believed to be written by
Stephen Crane. 3000 word samples of text were analyzed
for frequencies of 50 common words. Principal
component analysis was used as the method of
discrimination.

(3) Machine Learning Approaches

Machine learning is a scientific discipline concerned
with the design and development of algorithms that allow
computers to evolve behaviors based on empirical data.
In recent years, machine learning approaches have been
applied to stylometry. Neural network classifiers were
employed for stylometry by Merriam and Matthews
(1994)[17]. Kjell (1994)[18] used neural networks and
Bayesian as classifiers. Hoorn et al. (1999)[19] used
neural network with letter sequences as the feature set for
authorship analysis of three Dutch poets. Holmes
(1998)[20] compared the effects of vocabulary richness,
and word frequency analysis with a genetic rule based
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learner on the problem of attributing “The Federalist
papers”.

D. Web Information Authorship Attribution for Forensic
Investigation

Authorship analysis has been widely used in resolving
authorship attribution of literary and conventional writing.
With increasing cybercrime arising in Internet, web
information authorship attribution began to draw
researchers’ attention.

E-mail is a special type of web information. With rapid
growth of e-mail misuse phenomena, E-mail authorship
analysis has been researched for forensic investigation.
De Vel (2000, 2001)[21-23] applied the support vector
machine classification model over a set of linguistic and
structural features for e-mail authorship attribution for the
forensic purpose. Tsuboi (2002)[24] studied authorship
attribution of e-mail messages and World Wide Web
documents written in Japanese. The sequential word
patterns or word n-grams with n=2 and 3 from each
sentence in the documents was used as features set.
Zheng (2003, 2006)[25-26] analyzed the authorship of
web-forum, using a comprehensive set of lexical,
syntactical, structural features, and content-specific
features. Abbasi (2005, 2006, 2008)[27-29] analyzed the
authorship identification and similarity detection of web
information. Igbal (2008)[30] mined write-prints called
frequent patterns for authorship attribution in e-mail
forensic.

The above researches are for English, Japanese, and
Arabic documents’ authorship analysis. However,
techniques of authorship analysis used for feature
extraction are dependent on languages, and in fact differ
dramatically from one language to another. For example,
Chinese does not have word boundaries explicitly in texts.
In fact, word segmentation itself is a difficult problem in
the Chinese-like languages. So feature extraction methods
for Chinese documents are different from other languages
such as English and other Indo-European languages.

III. THE FRAMEWORK OF CWAAP

Figure 1 presents the framework of CWAAP (Chinese
web information authorship attribution platform).
According to the process of Chinese web information
authorship attribution, there are six steps, namely
information collection, information pre-processing,
Chinese word segmentation, feature selection and
extraction, authorship training, and authorship attribution.

The precondition of authorship attribution is that the
web information of suspected authors can be obtained.
We assume that there is enough web information of
suspected authors. By analyzing the known author’s web
information, the author’s writing style is gained. Then the
author of unidentified information can be attributed. So
the first step of authorship attribution is to collect web
information of suspected authors as much as possible.

There are many categories of web information, such as
e-mail, BBS, and Blog. The object of authorship
attribution is the text of web information. Disorderly
information such as photos, sound, and advertising
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information should be removed. So it is necessary to pre-
process the web information and leave the useful texts of
web information to be analyzed.
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Figure 1. The framework of CWAAP

(author known)

Different from the English language, Chinese does not
have clear natural word segmentation markers. The
lexical features are main writing features to extract. The
precision of word segmentation relates to the effect of
feature extraction. Now a lot of Chinese word
segmentation software packages are available for use.
However, the latest appearing words such as newbie are
difficult to segment correctly. In CWAAP, word
segmentation software named segtag developed by
Professor Xiaodong Shi at Xiamen University was used
for word segmentation and part of speech tagging. An
additional dictionary was used to supply the new
appearing words. In the case of incorrect word
segmentation, the platform provides adjustment functions
manually.

What features set can represent web information
authors’ writing style is the next step. In the feature
extraction step, the extensive stylometric features
including lexical features, structural features were
extracted. The writing features were represented by the
vector space model (VSM). Thus one web information
document was denoted as a dot in the high dimensional
space.

Machine learning techniques including decision trees,
neural networks, and support vector machines(SVM) are
the most common analytical approaches used for

©2014 ACADEMY PUBLISHER

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

authorship attribution in recent years. The distinctive
advantage of the SVM is its ability to process many high-
dimensional applications such as text classification and
authorship attribution. Zheng (2006)[25] and Abbasi
(2005)[27] have drawn the conclusion that SVM
significantly outperform neural networks and decision
trees in authorship analysis. In our study, support vector
machines were used for learning the authors’ writing
features, and authorship attribution model was gained.

The unknown authorship of web information could be
attributed automatically by the authorship attribution
model that was trained in authorship training step.

IV. FEATURE SELECTION AND EXTRACTION

A. The Characteristics of Chinese Web |nformation

As the particular pictograph in the world, Chinese
language is highly uniform and canonical. Compared
with English and other European languages, Chinese has
the following characteristics.

(1) Form: blank spaces are regarded as the delimiters
of words in English texts. Chinese texts don’t have
natural delimiter between words.

(2) Syntax: the components of the sentence depend on
word order and empty word. Maybe the same of word
order has different meanings.

(3) Glossary: In English language, words are
composed of 26 letters. Sentences consist of several
words. In Chinese language, there are above 90,000
Chinese characters totally. Just the commonly used
Chinese characters amount to above 7,000. There are
many more words than the characters, because words are
composed of several characters.

With the popularization of Internet, cyber-language
begins to spread, which has struck the criterion of the
traditional languages. Cyber-language is free in use and
not restricted with grammar. The style of cyber-language
has the following characteristics.

(1) The words are typed into the computer’s screen by
keyboard. So to save typing time, users do not obey the
rules of the usual writing. Elliptical sentences and
incomplete sentences are common in web information.
Furthermore, the writing is free in the Internet. A lot of
blank line and blank spaces are inputted at will. The
sentences are brief. Sentences usually consisting of two
or three words are common.

(2) Writing in the Internet doesn’t obey the rules of
punctuation. Interrogation marks, exclamatory marks, and
suspension points are used frequently. Authors input a
succession of exclamatory mark when they approve
others viewpoint and input several suspension points
when they do not understand others viewpoint.

(3) New words appear in the Internet frequently. They
are spread by egregious speed. For example, the word
geili has been popular in Internet and everyday
communication since 2010.

Authors writing in the Internet have formed fixed
writing styles. Grasping web information authors’ writing
style is easier than literary writing. Based on analyzing
the characteristics of Chinese web information, the
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author’s writing features were divided into two types,
namely, lexical features and structural features.

B. Lexical Features Extraction and Selection Methods

The frequency of certain words reflects author’s
preference or habit for usage of some specific words. In
our study, the frequency of certain words was expressed
as lexical features.

Lexical features could be extracted by tf-idf techniques
which had been used in the research of text classification.
The weight of lexical features was calculated as formula
1.

W(t,d) =tf (t,d)xlog(N /n, +0.01) (D

where W(t,d) is the weight of term t in document d,
tf (t,d)is the frequency of term t in document d, N is the
total number of documents, n is the number of

documents that contain term t.
If all the words were treated as lexical features, the

number of features can reach thousands of the dimensions.

But some features are useless, which can waste storage
space and result in system degradation. In our study,
information gain (IG) feature selection method was
adopted to select effective features. The information gain
of lexical features was calculated as formula 2.

Gain(w) = —i p(c,)log P(C,)+ p(w)zm: p(c, / w)log P(c; / w)

i=1 i=l

+ P(Vv)zm: p(c, /w)log p(c, /W) @)

where w denotes a certain feature. m is the number of
classes. C; denotes one certain class. w denotes that the
feature w doesn’t appear. P(wj) denotes the probability
that the feature w appears. P(w) denotes the probability
that the feature w doesn’t appear. P(c, |w) denotes the

probability that the document belongs to class C; on
condition that the document contains feature w. P(c, \\7\/)
denotes the probability that the document belongs to class

C, on condition that the document does not contain

feature w.

C. Sructural Features Extraction Methods

In web texts, authors always ignore some punctuations
or use incorrect punctuations. The authors can write
freely on the premise of expressing the author’s meaning.
So the structure of web texts is loose. Furthermore, the
authors have a preference for part of speech usage which
can reflect the authors’ degree of education. So we
extracted three aspects of structural features, namely,
punctuations features, structural characteristics, and part
of speech features. Table I shows the structural features.

The web text should be inputted by keyboard. At the
same time, authors always ignore the difference of
Chinese and English punctuation, which can treated as
writing habits to extract. Table II is the punctuation
features. The weight of punctuation features is the ratio of
the number of a particular punctuation in the document to
the total number of punctuations in document.
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The rate of parts of speech can reflect the preference
for word class usage. For example, some authors always
use exclamation, however some authors hardly ever. The
usage of parts of speech can reflect the authors’ degree of
education. Chinese has 12 categories parts of speech in
common use which are listed in table III. The weight of
parts of speech is the ratio of number of the parts of
speech in the document to total number of parts of speech
in the document.

TABLE L
STRUCTURAL FEATURES

Features

Number of distinct punctuations/total number of punctuations
Number of distinct words/total number of words
Mean sentence length

Mean paragraph length

Number of digital characters/total number of words
Number of lowercase letters/total number of words
Number of uppercase letters/total number of words
Number of space/total number of words

Number of blank lines/total number of lines
Number of indents/total number of words

TABLE II.
THE PUNCTUATION FEATURES

Chinese Punctuations English Punctuations

N ? . 4

1 “@ ” ( ( )

) ( ) « !

TABLE III.
THE PUNCTUATION FEATURES
Number Features Number Features

1 noun 7 adverb
2 verb 8 preposition
3 adjective 9 conjunction
4 numeral 10 auxiliary
5 quantity 11 exclamation
6 pronoun 12 onomatopoeia

V. EXPERIMENTS ON CWAAP
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Figure 2. The main interface of CWAAP
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CWAAP was developed in Visual c++ development
environment. The operating system was Windows XP.
Other software tools including segtag(Chinese word
segmentation software package), libsvm-2.9(support
vector machine software package) were used. The system
was composed of four modules, which were web
information’s content extraction, web information’s
features extraction, web information’s authorship training,
and web information’s authorship attribution. Figure 2
shows the main interface of CWAAP.

A. Datasets and Experimental Methods

To test the effectiveness of CWAAP, three datasets
including literature, BBS, and Blog were collected, and
several experiments were made. The detail information of
the three datasets was showed in table V.

TABLEIV.
THE INFORMATION OF THREE DATASETS

Number Average Document size(words)
Dataset of number of X
authors documents Min Max
literature 9 51 12 21334
blog 7 198 11 4046
BBS 6 72 3 489

The literature dataset was collected from one online
books library. The blog dataset came from the website
http://blog.sina.com.cn/. We gained the BBS dataset from
one web forum. Every dataset’s author was different from
others.

A linear kernel function was used as the kernel
function of support vector machine. Since there were only
a small amount of data to produce a model of authorship
attribution, the experiments results were measured by k-
fold cross-validation to provide a more meaningful results.
Accuracy was used to evaluate the experimental results.
Five experiments were performed. The first experiment is
to test the validity of two types of features. The second
experiment is to test the effect of document size on
experimental results. The third experiment is to test the
effect of number of lexical features on experimental
results. The effect of author’s topics was tested in the
fourth experiment. Different parts of speech were tested
in the fifth experiment.

B. Experimental Results and Discussions

(1) Thefirst experiment

To test whether the two types of features extracted in
our study are effective, the first experiment was made.
Different features and features combination on different
dataset were tested. 1000 lexical features were selected
by the IG features selection method in formula 2. 5-fold
cross-validation was used to validate the experimental
results. The experimental results are showed in table V.

From table V., we can see that accuracy of lexical
features on literature, BBS and Blog dataset were 77.02%,
56.26% and 80.51% respectively. Accuracy of structural
features was 94.97%, 62.86% and 84.35% respectively.
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Accuracy of combination of lexical and structural
features was 95.62%, 70.99% and 89.06% respectively.
Accuracy of structural features on all dataset was higher
than lexical features, which proves that structural features
were one effective feature. Accuracy of combination of
lexical and structural features was higher than structural
features, which shows that the combination of lexical and
structural features was more effective than lexical
features or structural features singly. The accuracy
exceeded 80% by experimenting on Blog datasets. The
accuracy of BBS dataset was low, which might be caused
by too few words in BBS document.

TABLE V..
EXPERIMENTAL RESULTS OF DIFFERENT FEATURE COMBINATION ON
DIFFERENT DATASET

Dataset Feature type Accuracy(%)
T, 77.02
literature Ts 94.97
Tiss 95.62
T, 56.26
BBS Ts 62.86
Tiss 70.99
T, 80.51
Blog Ts 84.35
T 89.06

Ty: lexical feature Ts: structural feature
Tr:s: lexical+ structural feature

(2) The second experiment

The former study on authorship attribution needs 1000
words in one sample at least, which can express author’s
writing style better. However, the number of words in
web information is small. Two or three words in BBS or
E-mail texts are common. How many words in one
document can be used to attribute authorship reliably?
We made experiments on the literature dataset. Three
authors’ samples were experimented. Every author had
30 samples. The number of words in samples was 50, 100,
200, 500, and 1000. 5-fold cross-validation was used to
validate the experimental results. The experimental
results that were measured as table VI.

TABLE VI
THE EXPERIMENT RESULTS OF DIFFERENT NUMBER OF WORDS

Number of words Accuracy(%)
50 85.78
100 88.89
200 95.58
500 97.53
98.82

1000
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From table VI, we could see that the accuracy
increased with the increase of words in samples. That was
because the more words in samples, the writing style
could be expressed better. The experimental results
showed that the accuracy did not have distinct change
when the number of words exceeded 200. Conclusion
could be draw that words in samples reached 200 could
be used to attribute web information’s authorship.

(3) Thethird experiment

To test IG feature selection method, the number of
lexical features from 100 to 2000 was tested on Blog
dataset. 5-fold cross-validation was used to validate the
experimental results. Table VII and figure 3 were the
experimental results.

TABLE VIL
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features selected by IG methods were extracted. The

TABLE VIII
THE EXPERIMENTAL RESULTS OF DIFFERENT AUTHOR’S TOPIC

Authors’ topic Accuracy(%)
two authors(entertainment topic)
two authors(sports topic) 86.38
four authors(entertainment topic) 84.19

experimental results were showed in table VIII.

THE EXPERIMENTAL RESULTS OF DIFFERENT NUMBER OF LEXICAL FEATURES

Features 100 200 300 400 500 600 700 800 900 1000
Accuracy 60.14 71.16 76.38 76.09 79.49 78.7 80.36 79.57 80.65 80.51
Features 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
Accuracy 80.36 80.50 79.71 82.03 82.10 81.09 82.75 80.94 81.88 82.75

87

83
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71 F

67
63/
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100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

Figure 3. The experimental results of different number
of lexical features

The table VIl and figure 3 show that the overall trend of
results was ascending in the rough, though waves
occurred in the course. The accuracy of 100 lexical
features was low, which proved that 100 lexical features
could not express authors’ lexical writing style
adequately. There was not distinct change in
experimental results when the number of lexical features
reached 800. Too few lexical features could not express
the author’s writing style adequately. Too many lexical
features might result in storage space wasting and system
performance degradation, and improve little on the results.

(4) Thefourth experiment

If authors’ writing topic is same, their lexical usage is
similar. Whether their writings are not easy to
differentiate is concerned about. The experimental results
of lexical features in Blog dataset comparing four authors
remarking on the entertainment topic with two authors
remarking on the entertainment topic and two authors
remarking on the sports topic were given. The results
were validated by 5-fold cross-validation. 1000 lexical
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Table VIII showed that there were a small difference
between the same authors’ topic and different authors’
topic. That was because that authors’ topic was embodied
in noun or verb. Some other parts of speech could express
authors’ writing style well.

(5) Thefifth experiment

For text classification, the useless empty words are
removed. The substantives such as nouns, verbs, and
adjectives are accepted. However, conjunctions,
prepositions, and adverbs are useful for attributing
authorship. The fifth experiment was concerned about
whether all the parts of speech should be reserved to
attribute authorship. 1000 features of the Blog dataset
selected by the IG method were extracted as features. The
results were validated by 5-fold cross- validation. Table
IX showed the experimental results of different parts of
speech.
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TABLE IX
THE EXPERIMENTAL RESULTS OF DIFFERENT PARTS OF SPEECH
Part of speech Accuracy(%) Part of speech Accuracy(%)
noun 67.25 preposition 40.58
verb 65.72 quantity 40.00
adverb 60.07 auxiliary 35.29
conjunction 53.70 modal particle 27.10
ntv+adv+c
adjective 48.33 +adi+p 76.81
pronoun 55.72 rest 64.64

nt v+ adv + ¢ + adj + p: noun, verb, adverb, conjunction, adjective and
pronoun reserved

rest: the rest part of speech reserved except noun, verb, adverb,
conjunction, adjective and pronoun

From tableIX, we could see that nouns, verbs, adverbs,
conjunctions, adjectives and pronouns tested solely were
better. The accuracy of preposition, quantity, auxiliary,
modal particle was lower. However, the accuracy that
every part of speech tested solely did not exceed the
accuracy that all part of speeches reserved. Except for the
above six types of part of speech, the accuracy of the rest
part of speech was 64.64%, which showed that the rest
part of speech had discrimination ability. The fifth
experiment showed that the results of all the part of
speech reserved were perfect. Some empty words had
discrimination ability for attributing authorship, which
should be reserved, differing from text classification.

VI. CONCLUSIONS

The crimes utilizing Internet increase rapidly. For the
purpose of providing evidences for the court, CWAAP,
an authorship attributing platform for Chinese web
information was developed. In this paper, the framework
of the system was provided. Two types of features
including lexical features and structural features were
extracted. To test the effect of CWAAP, three datasets
were collected. Five experiments were designed and
performed. Experimental results proved that the two
features extraction methods were effective. The number
of words in samples used for authorship attribution
exceeded 200 at least. By IG feature selection methods,
800 lexical features could express the authors’ writing
style. There was a small difference between the authors’
topics. All the parts of speech reserved were perfect. The
accuracy exceeded 80% by experimenting on the Blog
datasets. The experimental results suggest that the
platform is effective and feasible to apply for cybercrime
forensic.
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Abstract—In this paper the torsion bar optimization
problem of reliability is considered. Since this problem is a
difficult optimization problem, an improved intelligent ant
colony algorithm is proposed to solve the problem. This
algorithm comprises five stages. First stage is the
initialization of pheromone and the sensor node
configuration. The second stage is to select the next sensor
node. The third stage is to update the pheromone of the
sensor node path. The fourth stage is to acquire the best
path by computing the shortest distance. The last stage is to
output the global optimal solution. To evaluate performance
of the proposed algorithm, it is compared with the ant
colony optimization algorithm and the genetic algorithm.
The experimental results show that the proposed algorithm
performs better than them.

Index Terms—Intelligence algorithm, CPS, Optimization,
Reliability, Manufacturing

1. INTRODUCTION

Global competition and rapidly changing customer
requirements are demanding increasing changes in
manufacturing environments.

Enterprises are required to constantly redesign their
products and  continuously  reconfigure  their
manufacturing systems [1-3]. Traditional approaches to
manufacturing systems do not fully satisfy this new
situation. Many authors have proposed that artificial
intelligence will bring the flexibility and efficiency
needed by manufacturing systems.

The growing complexity of industrial manufacturing
and the need for higher efficiency, greater flexibility,
better product quality and lower cost have changed the
face of manufacturing practice [4-7]. In addition to the
technical issues, modern manufacturing technology is

Manuscript received September 15, 2012; revised June 5,
2013; accepted June 15, 2013.
Corresponding author: licheng@gdut.edu.cn (Lianglun Cheng)
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interdisciplinary in nature and allows the application of
different knowledge from other scientific fields such as
manufacturing, computer  science, management,
marketing and control systems [8]. Manufacturing has
also shifted from mass production, to a more controlled
one. We have to make sure that we can do it effectively if
we want to make any profit [9].

Genetic algorithms [10, 11] use ideas from population
genetics for solving complex global optimization
problems. Bos applies a procedure based on the
combination of a genetic and a gradient guided
optimization algorithm for the design of a second
generation supersonic transport aircraft [12, 13].
Karafyllidis has developed a method for designing a
dedicated processor, which executes a cellular automaton
algorithm that simulates the photolithography process
[14]. The genetic algorithm is used to find a cellular
automaton with discrete state space[15], having the
smallest possible lattice size and the smallest possible
number of discrete states [16], the results of which are as
close as possible to the results of the cellular automaton
with continuous state space. However a pool of potential
candidate solutions evolve through reproduction [17] and
mutation of the fittest and elimination of the least
promising solutions of each generation are made extinct.

Since the last decade, attempts are being made to solve
combinatorial optimization problems using an intelligent
ant colony algorithm [18]. Hu and al. proposed an
intelligent ant colony algorithm to solve flow shop
rescheduling problem. However the intelligent ant colony
algorithm is easy to fall into convergence of local
optimum [19].

Purpose of this work is to present a new improved
intelligent ant colony algorithm to solve the torsion bar
optimization problem of reliability in intelligent
manufacturing. The aim is to optimize a common
objective function which takes into account both
reliability and production criteria. The reminder of this
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paper is structured as follows. Section II illustrates the
model and steps of the proposed improved intelligent ant
colony algorithm. Section III describes the mechanics
model of the torsion bar. Section IV analyzes and
compares the results obtained by the proposed algorithm.
Finally some conclusions are made in section V.

II. THE IMPROVED INTELLIGENT ANT COLONY
ALGORITHM

A. Algorithm Model
The system model is expressed as follows.

= p-rl‘;'d +a ~ZAr: (1)
k=1

Where m is the number of ants, p is durability, & is
the volatile coefficient, z; is the residue information

between the sensor node i and j.

B. Algorithm Steps

Step 1: The sensor node configuration and the
initialization of pheromone.

Step 2: To select the next sensor node according to
the expression (2) and (3).

ag \B
[Tij(t)] (nij) ,jE{O,l,"',n—l}

pi(t+1) = 2L 1 (1) @
0, je{0,1,---,n—1}
arg max{[z,(1]"(7,)"}, q9<q,
= o )

S, g>gq,

Where q, is the initial parameters, q is a random
number, 7; is the heuristic information transform from

the sensor node i to the sensor node j. fis the relative
importance of expectation information. S is a random
number determined by the expression (2).

Step 3: To update the pheromone of the sensor node
path according to the expression (4) and (5).

7, (t+1) = pr, (O + (1= P)AT )
El .’ j Tk

N {Q (. e (5)
0, (i,peT

Where Q is an constant, T is the past path of the ant k.

Step 4: To acquire the best path by computing the
shortest distance when all ants go through all the sensor
nodes. To update the pheromone of the best path
according the following expression (6) and (7).

o =p- +a-Ar, (6)

ij
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Where d” is the distance of the best path.
Step 5: To output the optimal solution.

C. Algorithm Flow Chart
The algorithm flow chart is shown in Fig. 1.
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Figure 1. Algorithm flow chart
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D. Algorithm Application Case

Coal transportation profit optimization:

We take a coal transportation enterprise as an example,
there are three producing areas and five demanding areas.
The shipment of the three producing areas is 18, 8§, 16
respectively. The demand of five demanding areas is 6,
10, 8, 12, 6 respectively. The transport price of producing
area 17is 9, 19, 4, 8, 9, their upper limit of transportation
is 1, 1, 4, 3, 2, and the cost of their transportation losses is
1,4, 3, 4, 2. The transport price of producing area 2" is 1,
9,7, 29,5, their upper limit of transportation is 3, 3, 1, 2,

2, and the cost of their transportation losses is 1, 9, 2, 7, 9.

The transport price of producing area 3*is 1, 19, 6,9, 3,
their upper limit of transportation is 1, 3, 0, 2, 4, and the
cost of their transportation losses is 6, 9, 11, 1, 9.

According to the conditions given above, the results
were got when the algorithm was applied. The results
were shown in Table 1. The coal transportation profit is
285 unit according to the simulation results.

TABLE 1
THE OPTIMIZATION RESULTS

Sending area / Transportation area 1 2 3 4 5
1 0 6 8 2 2
2 0 0 0 4 4
3 6 4 0 6 0

E. Algorithm Application Prospect

The application field of the algorithm is wide.

a) Routing problem. Such as the vehicle routing, TSP,
etc.

b) Allocation problem. Such as secondary allocation,
graph coloring, frequency allocation, etc.

c¢)  Scheduling problem. Such as workflow workshop,
project scheduling, group workshop, etc.

d) Subset problem. Such as multiple backpack,
maximum independent set, the biggest picture, etc.

e) Machine learning problem. Such as the bayesian
network, the fuzzy system, allocation rules, etc.

III. MECHANICS MODEL OF THE TORSION BAR

The Mechanics model of the torsion bar is shown as
the following expression (8).

16DT
F=— ®)
(D" —-d")
Where T is the torsion bar and d is the inner diameter.
D is the outer diameter.
The torsion bar is shown in Fig. 2.
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Figure 2. Torsion bar

According to the stress strength interference theory,
the state equation is shown as the following expression

).
g(X)=r-F ©9)

Where r is the material strength. Random variable is
shown as the following expression (10).

X=[rdDT] (10)

For partial derivation, we get the following expression

(11).

ag(X g 09 0g o
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IV. TESTING RESULTS AND DISCUSSIONS

A. Normal Distribution

The designing parameters of a clothing manufacturing
was shown as follows.

(1, 0,) = (788532, 9973.35) N - mm
(1, 0.)= (7758, 47.7) MPa

(12)

N > 6500

p>3

Where g was the reliability index. N was the working
cycle.

We defined the objective function as the following
expression (13).

T 2 2
f](X) :Z(Xz _Xl )

R
f(X)=— 13
, () > (13)
=R
U,

The geometry size constraint was shown as the
following expression (14).

(14)

0<d<50mm
0< D <50mm

Position and speed of 150 sensor nodes were randomly
generated. We assumed the learning factor was 1.6 and
the inertia factor decreased from 1 to 0.2.
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After 55 times iteration, we got the optimal solution.
The results of the three algorithms were shown in Table 2.

TABLE 2
RESULTS OF THE THREE ALGORITHMS IN NORMAL
DISTRIBUTION
GA ACO ITACA
Object
e Variable Ob; ecFlve Variable Ob; e(;tlve Variabl
functio function function
value value e value
n values values
values
_ d=20.876 | f1=175.8 | d=20.998 | f1=174.2 | d=20.3
fI=18 1 4 5 5 6 214
8.57
=05 f2=(;.599 §2=O.528
763 D=22.99 D=22.87 D=22.5
_ 8 £3=0.798 >3 f3=0.746 021
£3=0.7 9 5
548
B=3.1947 B=3.2861 p=3.3975

It was indicated that the improved intelligent ant
colony algorithm could reduce the area of section so as to
save materials. It also improved the reliability index. The
reason was that the improved intelligent ant colony
algorithm could select sensor nodes to grasp the whole
face of the solution space. So the improved intelligent ant
colony algorithm avoided the possibility of getting into
the local optimal solution. It found the global optimal
solution. Its searching speed was faster than others.

B. Arbitrary Distribution

The designing parameters of a clothing manufacturing
was shown as the expression (15).

We defined the objective function as the expression
(13) and the geometry size constraint as the expression
(14).

Position and speed of 150 sensor nodes were randomly
generated. We assumed the learning factor was 2.5 and
the inertia factor decreased from 1 to 0.2.

After 65 times iteration, we got the optimal solution.
The results of the three algorithms were shown in Table 3.

TABLE 3
RESULTS OF THE THREE ALGORITHMS IN ARBITRARY
DISTRIBUTION
GA ACO ITACA

Object
Ve | Variable | OMeCtive | o aple | Obiective |y apt
functio function function

value value e value
n values values
values
f1=18 d=27.865 | f1=175.8 | d=27.567 | f1=289.3 | d=27.3
8.57 3 5 3 5 857
2=0.5 2=0.599 2=0.527
763 D=34.09 8 D=33.98 3 D=32.4
3=0.7 | 91 £3=0.798 | 42 3=0.765 165
548 9 9
$=3.1893 B=3.1952 B=3.2869
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It was indicated that the improved intelligent ant
colony algorithm could save materials because it could
reduce the area of section. It also improved the reliability.
The reason was that the improved intelligent ant colony
algorithm could select sensor nodes to grasp the whole
face of the solution space. So the improved intelligent ant
colony algorithm avoided the possibility of getting into
the local optimal solution.

(T)=[7.5169x10° N -mm, 9.738x 10° N - mm, 8.5637x 10"°(N - mm)*,4.3825x10'* (N - mm)*]
(r) = (795.6873MPa, 51.1037MPa, —8.1342 x105MPa’, 1.5634 x 108MPa"*)
N > 6500

B>3
(15)
C. Lost Package Changes

Experiments were finished in the NS-2 simulation
environment. The number of sensor nodes was 150 and
initial energy of the node was 150 units. Sensor nodes
were random distribution. The results of simulations were
presented in Fig. 3.
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Figure 3. Lost package changes

Abscissa denoted time and y coordinate denoted the
number of packets discarded. We assumed sensor nodes
would begin to lose package when there were 35 packets
in the wait queue. The results showed that the improved
intelligent ant colony algorithm was better than others. It
was not easy to cause the network congestion because the
package was relatively balanced.

D. Surplus Energy Situation of Sensor Nodes

The results of simulations were presented in Fig. 4.
Abscissa denoted time and y coordinate denoted the
surplus energy. It was indicated that the improved
intelligent ant colony algorithm was better than others.
Because the energy consumed in each path was balanced
in the improved intelligent ant colony algorithm. It would
not make the network early lose balance because of too
much consume of energy. So the whole network of life
was prolonged.
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Figure 4. Surplus energy situation

V. CONCLUSIONS

In this paper we developed an improved intelligent ant
colony algorithm for solving the optimization problem of
reliability which related to material costs and benefits in
the intelligent manufacturing industry.

An improved intelligent ant colony algorithm was
designed to optimize the reliability of torsion bar in
intelligent manufacturing. Then we tested and compared
the three existing algorithms. Our analyses showed that
the improved intelligent ant colony algorithm performed
better than the genetic algorithm and the ant colony
optimization algorithm in term of reliability, costs and
energy saving. It could improve the performance of the
whole network effectively. And it prolonged the lifecycle
of the torsion bar in the manufacturing system.

ACKNOWLEDGMENT

The authors are grateful to the anonymous referees for
their valuable comments and suggestions to improve the
presentation of this paper. This work was supported in
part by a grant from the National Natural Science
Foundation of China (No. 60673132) and the Natural

Science Foundation of Guangdong Province of China (No.

8351009001000002).

REFERENCES

[1] Rowland J.G. and Jain L.C., “Knowledge-based systems
for instrumentation diagnosis, system configuration and
circuit and system design,” Engineering Applications of
Artificial Intelligence, vol. 6, no.5, pp. 437-446, 1993.

[2] Pengshou Xie and Zhiyuan Rui, “Study on the Integration
Framework and Reliable Information Transmission of
Manufacturing Integrated Services Platform,” Journal of
Computers, vol. 8, no.1, pp. 146-154, 2013.

[3] Mhalla Anis and Dutilleul Simon Collart, “Monitoring of a
Milk Manufacturing Workshop Using Chronicle and Fault
Tree Approaches,” STUDIES IN INFORMATICS AND
CONTROL, vol. 19, no.4, pp. 379-390, 2010.

[4] Lee Wonhee and Amini Hamed, “Dynamic self-assembly
and control of microfluidic particle crystals,”
PROCEEDINGS OF THE NATIONAL ACADEMY OF

SCIENCES OF THE UNITED STATES OF AMERICA, vol.

107, n0.52, pp. 22413-22418, 2010.
[5] FuQing Zhao, JianXin Tang, and YaHong Yang, “A new
Approach based on Ant Colony Optimization (ACO) to

©2014 ACADEMY PUBLISHER

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

Determine the Supply Chain (SC) Design for a Product
Mix,” Journal of Computers, vol. 7, no.3, pp. 736-742,
2012.

[6] Gonzalez Antonio and Perez Raul, “An Efficient Inductive
Genetic Learning Algorithm for Fuzzy Relational Rules,”
INTERNATIONAL JOURNAL OF COMPUTATIONAL
INTELLIGENCE SYSTEMS, vol. 5, no.2, pp. 212-230,
2012.

[7] Ahmad Zaryab, Rahmani Keyvan, and D'Souza Roshan M.,
“Applications of genetic algorithms in process planning:
tool sequence selection for 2.5-axis pocket machining,”
JOURNAL OF INTELLIGENT MANUFACTURING, vol.
21, no.4, pp. 461-470, 2010.

[8] Regis Rommel G., “Convergence guarantees for
generalized adaptive stochastic search methods for
continuous global optimization,” EUROPEAN JOURNAL
OF OPERATIONAL RESEARCH, vol. 207, no.3, pp. 1187-
1202, 2010.

[9] Fredriksson Kimmo, “On building minimal automaton for
subset matching queries,” INFORMATION PROCESSING
LETTERS, vol. 110, no.24, pp. 1093-1098, 2010.

[10] Lijuan Zhou, Xiaoxu He, and Kang Li, “An Improved
Approach for Materialized View Selection Based on
Genetic Algorithm,” Journal of Computers, vol. 7, no.7, pp.
1591-1598, 2012.

[11] Merdan Ziya, Bayirli Mehmet, and Ozturk Mustafa Kemal,
“The Simulation of the Two-Dimensional Ising Model on
the Creutz Cellular Automaton for the Fractals Obtained by
Using the Model of Diffusion-Limited Aggregation,”
ZEITSCHRIFT FUR NATURFORSCHUNG SECTION A-A
JOURNAL OF PHYSICAL SCIENCES, vol. 6, no.8, pp.
705-710, 2010.

[12] De Cicco Luca and Mascolo Saverio, “A Mathematical
Model of the Skype VoIP Congestion Control Algorithm,”
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, vol.
55, n0.3, pp. 790-795, 2010.

[13] Kol'tsova EM, Nenaglyadkin IS, Kolosov AY, and etc., “A
cellular automaton for the description of crystal growth
from the supersaturated unperturbed and agitated
solutions,” RUSSIAN JOURNAL OF PHYSICAL
CHEMISTRY, vol. 74, no.1, pp. S85-S91, 2009.

[14] Yang Z., Cao Z., and Liu, H., “Link supportability analysis
of digital channelised satellite communication system
using min-max optimisation and variable neighbourhood
search algorithm,” IET COMMUNICATIONS, vol. 4, no.18,
pp. 2145-2154, 2010.

[15] Espejo Pedro G., Ventura Sebastian, and Herrera Francisco,
“A Survey on the Application of Genetic Programming to
Classification,” IEEE TRANSACTIONS ON SYSTEMS
MAN AND CYBERNETICS PART C-APPLICATIONS
AND REVIEWS, vol. 40, no.2, pp. 121-144, 2010.

[16] Sivakumar K, Iyengar NGR, and Debb K, “Optimization
of composite laminates with cutouts using genetic
algorithm, variable metric and complex search methods,”
ENGINEERING OPTIMIZATION, vol. 32, no.5, pp. 635-
657, 2000.

[17] Escario Jose B., Jimenez Juan F., and Giron-Sierra Jose M.,
“Optimisation of autonomous ship manoeuvres applying
Ant Colony Optimisation metaheuristic,” EXPERT
SYSTEMS WITH APPLICATIONS, vol. 39, no.l1, pp.
10120-10139, 2012.

[18] Gambardella L. M., Montemanni R., and Weyland, D.,
“Coupling ant colony systems with strong local searches,”
EUROPEAN JOURNAL OF OPERATIONAL RESEARCH,
vol. 220, no.3, pp. 831-843, 2012.

[19] Chan M and Szabados B, “On-line production control of
tandem systems with finite inter-stage storage, using a



JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

dynamic maximum cycle time algorithm,”
INTERNATIONAL  JOURNAL OF  ADVANCED
MANUFACTURING TECHNOLOGY, vol. 16, no.2, pp.
147-154, 2000.

Shiliang Luo received B.E. degree from Nanchang University
and M.A. degree from Guangdong University of Technology,
China. He is studying for the degree of Ph.D. at the Guangdong
University of Technology, China. His research interests are
Cyber-Physical System and Intelligence algorithm.

Lianglun Cheng is a professor of computer science at
Guangdong University of Technology, He received B.E. and
M.A. degrees from Huazhong University of Science &
Technology. He received the Ph.D. degree from Chinese
Academy of Sciences. His current research interests include
Cyber-Physical System and internet of things. He is a member
of China Computer Federation.

Bin Ren received the Ph.D. degree in control theory and control
applications from Guangdong University of Technology China.
Currently, he is a researcher at Dongguan University of
Technology, China. His major research interests include
machine vision and image processing. He has published nearly
forty papers in related journals.

Quanmin Zhu is a professor in control systems at the Faculty
of Computing, Engineering and Mathematical Sciences(CEMS),
University of the West of England (UWE), Bristol, UK. His
research interests are nonlinear system modeling, identification,
control.

©2014 ACADEMY PUBLISHER

25



26

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

The Population-Based Optimization Algorithms
for Role Modelling and Path Generation in Group
Animation

Hong Liu
School of Information Science and Engineering, Shandong Normal University
Shandong Provincial Key Laboratory for Novel Distributed Computer Software Technology
Jinan City, P.R.China
Email: Ihsden@jn-public.sd.cninfo.net

Yuanyuan Li and Hanchao Yu
School of Information Science and Engineering, Shandong Normal University, Jinan City, P.R.China
Email: lyysdnu@126.com yuhanchao@ict.ac.cn

Abstract—Traditional animation by key frame techniques
takes animators lots of time and vigour to model and
simulate behaviours of crowds. For solving this problem,
this paper presents a novel group animation generation
approach based on population-based optimization
algorithms. It is mainly divided into two parts. First, it puts
forward a role modelling approach based on dynamic self-
adaptive genetic algorithm and NURBS technology. Second,
following the introduction to PSO (Particle Swarm
Optimization) algorithm, a group path generative approach
is presented. It simulates group behaviours, including
cohesion and separation, dynamic object tracking and
collision avoidance. Finally, a group of shark modelling and
path generation images are exhibited as examples.

Index Terms—group animation, role modelling, genetic
algorithm, PSO algorithm, path generation

|. INTRODUCTION

Group animation has been a main topic in the field of
computer animation and game. Traditional key frame
techniques took animators lots of time and vigour to
model and simulate vivid behaviours of crowds or flocks
as each individual’s behaviour needs to be scripted
carefully to meet the following requirement: motion of
the whole group should be harmonious while the
individuals in the group look like independent and
moving stochastically.

One of the important characteristics of group animation
is its ability to reduce the workload on the animators.
This is achieved by letting a behavioural model
automatically take care of the low-level details of the
animation, freeing the animator to concentrate on the big
picture. Freeing the animator from low-level animation
details is even more important when dealing with crowds.

An animator manually creating a crowd animation is
overwhelmed not only by the large number of animated
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China (N0.61272094) and the Ph.D. Programs Foundation of Ministry
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entities, but also by the interactions between them. If all
tracks are made by animator one by one, the work will be
very heavy while the effect is not satisfied.

Population-based optimization algorithms find near-
optimal solutions to the difficult optimization problems
by motivation from nature. A common feature of all
population-based algorithms is that the population
consisting of possible solutions to the problem is
modified by applying some operators on the solutions
depending on the information of their fitness. Hence, the
population is moved towards better solution are as of the
search space. Two important classes of population-based
optimization algorithms are evolutionary algorithms and
swarm intelligence-based algorithms.

Genetic algorithm is a kind of evolutionary algorithms
that transforms populations of individual objects into new
populations using operations patterned after natural
genetic operations and fitness proportionate reproduction.
Genetic algorithms begin with an initial population of
individuals and then iteratively (1) evaluate the
individuals in the population for fitness and (2) perform
genetic operations on various individuals in the
population to produce a new population.

PSO (Particle Swarm Optimization) algorithm is a
swarm intelligence-based algorithm and has a dominance
to perform better in simulating group actions. Because it
was inspired by the activities of social animals or insects
in nature, it shows more smooth and genuine as a basis
for group animation,.

This paper presents a novel group animation generation
approach for role modelling and path generation in group
animation. It puts forward a role modelling approach
based on dynamic self-adaptive genetic algorithm and
NURBS technology. A group of shark design example is
illustrated for showing the modelling process. After then,
a group animation path generative approach based on
PSO algorithm is introduced It simulates group
behaviours, including cohesion and separation, dynamic
object tracking and collision avoidance. The generative
path can be used as the movement track of the group. In
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this way, the animators will save time and be absorbed in
the design of the main roles and scenes.

The remainder of this paper is organized as follows.
Section 2 is related work in group animation. Section 3
introduces a group animation role modelling approach
based on dynamic self-adaptive genetic algorithm and
NURBS technology. In section 4, a group animation path
generative approach is presented and showed how to use
particle swarm optimisation algorithm to generate group
animation paths. The last section summarises the paper
and gives an outlook for the future work.

Il. RELATED WORKS

Virtual groups have been studied since the early days
of behavioral animation. The seminal work by Reynolds
[1] is considered the first one in the field of behavioral
animation. It presented a method to animate large groups
of entities called boids, which present behaviors similar
to those observed in flocks of birds and schools of fishes.
Reynolds started from the premise that the group
behavior is just the result of the interaction between the
individual behaviors of the group members. Therefore, it
would suffice to simulate the reasonably simple boids
individually, and the more complex flocking behavior
would emerge from the interaction between them.

Tu and Terzopoulos [2] created a realistically rich
environment inhabited by artificial fishes. The
complexity of the under sea life, including interactions
between fishes like predators hunting preys, mating, and
schooling, was obtained by modeling the behavior of
individual fishes: group behaviors emerged as the
individuals interacted.

Going even further in the direction of using more
realistic models of the simulated entities, Brogan and
Hodgins [3] described an algorithm to control the
movements of entities with significant dynamics that
travel in groups. By significant dynamics, the authors
mean that the work is focused on simulating systems
whose dynamics are complex enough to have a strong
impact on the motion of the simulated entities.

Researches are being conducted to the use of path
planning algorithms associated to generation of realistic
movements of the found path. Lavalle [4] introduced the
concept of a Rapidly-exploring RandomTree (RRT) as a
randomized data structure for path planning problems.
Choi et al. [5] proposed a model based on a probabilistic
path planning and hierarchical displacement mapping to
generate a sequence of realistic movements of a human-
like biped figure to move from a given start position to a
goal with a set of prescribed motion clips. Metoyer and
Hodgins [6] proposed a method for generating reactive
path following based on the user’s examples of the
desired behavior. Zhang et al. [7] presented a framed-
quadtree based on reversed d* path planning approach for
intelligent mobile robot and Gong et al. [8] introduced a
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multi-objective particle swarm optimization algorithm for
robot path planning

More specifically concerning groups’ motion,
Rodriguez et al. [9] proposed a model using a road map
providing an abstract representation of global
environment in formation to achieve different complex
group behaviors that cannot be modeled with local
information alone. Lien and collaborators [10] proposed
ways using roadmaps to simulate a type of flocking
behavior called shepherding behavior in which outside
agents guide or control members of a flock. Foudil et al.
[11] designed a system to simulate pedestrian behaviour
in crowds in real time, concentrating particularly on
collision avoidance. On-line planning is also referred to
as the navigation problem.

Rodrigues [12] and Bicho et. al [13] presented a
method for crowd simulation based on a biologically
motivated space colonization algorithm. The proposed
crowd modelling method is free-of-collision and suited to
the interactive control of simulated crowds.

Data-driven models are quite recent in comparison
with other methods, and aim to record motion in a
preproduction stage or to use information from real life to
calibrate the simulation algorithms. One example was
proposed by Musse et al. [14] described a model for
controlling groups’ motions based on automatic tracking
algorithms and proposed a new model to quantitatively
compare global flow characteristics of two crowds [15].

Although there are many approaches for modeling and
path generation in computer animation, only a few
researchers try to use population-based optimization
algorithms for this purpose. This paper presents a novel
group animation modelling and path generation approach
based on population-based optimization algorithms.

I1l. THE ROLE MODELING BASED ON DYNAMIC SELF-
ADAPTIVE GENETIC ALGORITHM AND NURBS
TECHNOLOGY

For the character of a large scale individuals in group
animation, the role modelling in group animation by
evolutionary algorithm possesses unexampled advantage.
Each individual in group have to be different and each of
them have to be similar in group animation. Fortunately,
evolutionary algorithm is suitable to solve this kind of
problem. It is based on simulating the process of natural
selection and reproduction on a computer. This technique
depends on the specification of a parameterized model
that is general enough to allow a wide variety of possible
outcomes of interest to the animator. These outcomes are
similar with the seed while each of them are different. It
just is accord with request of role modelling. The role
modelling based on dynamic self-adaptive genetic
algorithm and NURBS technology will be introduced at
following section.
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A. NURBS Technology

Non-Uniform Rational B-Splines encompass almost
every other possible 3D shape definition. A NURBS
curve is defined as:

o)-=——— O

g
8
Z

i=0
Where P, are the control points, @; are the weights
of P, and Ni’k(t) are B-Spline basis functions,

i=0,1,2,+>+,n.
The recursive definition of B-Spline basis functions

Ni’k(t) is:

1 te [ti 'ti+l]
N. . (t)= 2
o(t) {0 tefet] ()
Ni,k(t): tt__tit X Ni,kfl(t)"'it”kﬂ__tt X Niﬂkal(t)
i+k i i+k+1 i+1

te [tk ’tn+l] (3)
In which, t;are the values of knots, and the knot

vectoris T = (ty,t,, .t ).

From the definition equation of NURBS curve, it can
be seen that the shapes of NURBS curves can be changed
by moving control points, altering the weights of control
points, and The knot vector is a sequence of parameter
values that determines where and how the control points
affect the NURBS curve. In this paper, the approach of
altering shape is used by moving control points while the
structure lines are being adjusted.

There are many creation approaches of NURBS
models, such as transshipping to the basic NURBS
elements, revolving or lofting to NURBS curves and so
on. Therefore, NURBS models can be created by
outlining structure lines and then lofting them. In this
way, the structure lines of a successful NURBS model are
extracted first. Then the extracted structure lines are
adjusted. Finally, these structure lines are lofted to
generate the other model.

There are both U curves and V curves on NURBS
surfaces. U curves are landscape orientation curves while
V curves are longitudinal orientation curves on model
surface. A NURBS model can be rotten by lofting its U
curves or V curves. Therefore, extracting structure curves
is to draw out and copy these U and V curves and then
adjusted them to form new model.

B. The Coding of Genetic Algorithm

Solving a given problem with genetic algorithm starts
with specifying a representation of the candidate
solutions. Such candidate solutions are seen as
phenotypes that can have very complex structures. There
are many coding methods, such as binary coding, grey
coding, real coding, symbol coding, tree-structure coding,
hybrid coding, and so on. In this paper, the scale factor of
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structure curves is taken as gene and real coding is used
to express scale value. The number of gene bits is decided
by the structure curve number of the model.

For example, a model with 7 structure curves can be
expressed (0.3) (1.0) (2.2) (1.4) (0.8) (1.9) (1.2), in which
(0.3) denotes the scale value of the first curve is 0.3 times
of the first curve of the seed.

C. Fitness

Select a current best model by designer, and the fitness
of every individual is decided by the similar degree with
the best individual. It is calculated according to the radios
between the structure curves of an individual with the
structure curves of the best individual. The more similar
an individual is with the best individual, the higher its
fitness value is.

Definition 1 The structure curve radius I; : The

average of the distances between the control points to the
center point at the ith structure curve.
Definition 2 The ratio of the current structure curve

Current, : The ratio between the radius of the ith

structure curve I, at the current individual and the radius

of the first structure curve.
Definition 3 The best ratio of the structure

curve Best; : The best ratio between the radius of the

ith structure curve I, at the current individual and the

radius of the first structure curve.
1 (4)
>, Best; —Current,
iZ_;‘ Best,
According to (4), the more similar an individual with
the best individual, the higher its fitness value.

fitness =

D. Self-adaptive Dynamical Adjustment
The performance of genetic algorithm is greatly
affected by cross probability P. and mutation

probability P, . If the unsuitable values of P, and P,

are used in GA, it is easy to sink into local optimal value
early. For solving this problem, an approach of dynamical

adjusting to P, and P,, are presented as following.

First of all, an estimation function for checking
whether the current individual has sunk into its local
optimal value is defined.

Definition 4 Let x be an individual in current

population, h(X) is the fitness value of x, h__ is the

fitness value of the best individual in current population,
e is an arbitrary small positive number. The estimation

function K(x) is defined as:
h(x)
k(x)=
2 2 ()
h (X)_ (hmax - ‘9)
Next, a property of the estimation function is proved. Let
us differentiate for equation (5) from both side and get:
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(hmax - ‘9)2

o ho) ) 0 — e ~h?()
‘ (X)‘(h%m J - ®)
Let Ql(x° ) = {x

Q, (o) = (X 10(x)> Ry, |

Suppose X* € Q is one local maximum value of
h(x) . From (5), we get the following property:

When (h —&)*—h*(x)>0,

ie. h(x)<h_ —&, k(x) and h'(x) with the
same sign, then

(1) If X" is the local maximal value of h(X), then X°
also is the local maximal value of K(X), and the attract
region of X" is €, (X)), (h

(2) If X" is the local minimal value of h(X), then X°
also is also is the local maximal value of K(X), and the
attract region of X" is Q,(x")(€Q,(h

When (h —&)*—h*(x) <0,

ie. h(x)>h _ —¢&, k(x) and h(x) with the
different sign, then

(1) If X" is the local maximal value of h(X), then X°
is the local minimal value of K(X) , and the attract region
of X" is Q,(x)NQ,(h,..);

(2) If X" is the local minimal value of h(x), then X°
is the local maximal value of K(X) , and the attract
region of X" is Q,(X")N<,(h,,)-

From the above consequence, theorem 1 can be gotten.
It can be used to estimate whether the current individual
is in the global optimum attract region, then dynamically
adjust cross probability P. and mutation probability

p, accordingly.

o )

max) °

Theorem 1 Let . —¢& be a threshold of the global
optimum value (i.e. ifh(x") > h__ —&, then regard X’

as the global optimum value). X* Locates in the global
optimum  attract region, if and only if
[h()—h(x*) [ k(x)-k(x*) ] <0 is true, VX in the adjacent
region of X"

According to theorem 1, we can estimate a current

individual X" belongs to the global optimum attract
region or the local optimum attract region, and then
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dynamically adjust P. and P, based on the following

formula:

[0 -n0) k00 -k
Ih)=hO OO =K (7

h(x)—h(x*) | k(x) —k(x*) ]
In0) — (x| [k () =k ()

In which, ¢ =min{P.,1-P.}, #=min{P,,1-P,},
d =min{|hy, ~h0) /(M ~Na), 4 oy s the fitness

value of the worst individual in the population and h,_ is

the fitness value of the best individual in the population.
The formula 3 is used as following:

If the current individual X" locates in the global
optimum attract region, then on the basis of original cross

probability P. , mutation probability P, and the distance
d with the best individual in the population, dynamically
decrease the cross probability P. and mutation

P.=P. +axd

P, =P, +,[)’><d><[

probability P, between 0 and 1, in order to save the
individuals located in the global optimum attract region.

If the current individual X* locates in the local
optimum attract region, then on the basis of original cross

probability P, , mutation probability P, and the distance
d with the best individual in the population, dynamically
increase the cross probability P. and mutation
probability P, between 0 and 1, in order to avoid sinking

into local optimum solution.
The adjusting process is:

(1) For every individual X" in the population, calculate
the fitness value h(x*) and the value of estimate
function k (x*) ;

(2) VX inthe adjacent region of x*, calculate the
fitness value h(X) and the value of estimate
functionk () ;

(3) Calculate

d = min{[, =) /(e ~ ) 1

(4) Let

[hG)—=h(<*) [T k) —k(x*) ]
169 —he) k() k(x|

P. =R +axdx

(5) Let
[h()—hee) k(o -k (x|
1h6) (x| k() -k (x|

The above dynamical adjusting operation can increase
the convergence of genetic algorithm and enhance the
diversity of the population obviously.

R, =R, +/8xdx
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E.The Elitism Strategy

When dynamically adjusting, it is possibly to cause
the crossover probability and the variation probability
become very large, and thus destroy the outstanding
individuals which will appear in the evolution process.

This paper adopts the elitism strategy to retain the
outstanding individual. Supposes the population number
is n, the strategy is that after every genetic operations,
sort the new generated population B by the fitness value
of the individual, take front 30 percent invividuals and
merge them with the last generation population, get the
polulation A. Sorting the individuals in A according to
their fitness values, take front 30 percent invividuals in A
and compare them with the individuals of the last
generation population. If there are k (k < 30%)
individuals belonging to the last generation, randomly
eliminate k individuals in A and take the front k
individuals merge into A. The elitism strategy make it to
be possible to guarantee the current outstanding
individuals not to be destroyed by heredity operations.
This will be a important guarantee condition for the
convergence of the algorithm.

1V. A DESIGN EXAMPLE TO ILLUSTRATE THE EXECUTION
OF GENETIC ALGORITHM

In this section, we introduce a shark model design
example (Figure 1) to show the modelling process. A
complex design can be divided into several part design
and then assembled them. For briefly, we only introduce
the modelling process of a shark body.

Figure 1. A shark model

Step 1 Initializing the population of chromosomes.

Create a model by animator or import a model from
model base, as figure 1 and divided its body model as
figure 2.

Figure 2. The body of the shark model

(2) Obtain the structure curves number is oparm_num
from both U and V orientations by getAttr(Obj.spanU)
and getAttr(Obj.spanV) functions.
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(3) Draw out the structure curves from both U and V
orientations by Duplicate Curve function. There are 16
extracted structure curves at V orientations and they are
shown as figure 3.

Figure 3. The extracted NURBS curves

(4) Obtain the control point positions of every structure
curves and save them in two-dimensional array
ep_point[M][N]. There are 8 control points at every
structure curve and they are shown as figure 4.

Figure 4. The control points

(5) Reconstitute the structure curves by curve function
and the data information of the control points in array
ep_point[M][N].

(6) Take a random number between 0 and 1 as scale
rate and select a control point randomly at the structure
curve, use scale function to scale the structure curves one
by one.

(7) Loft the adjusted structure curves to form a new
model.

(8) Repeat (5) to (7) until the number of new models to
appointed speed size.

Step 2 Count the fitness for each individual in the
population according to equation (4).

Step 3 Form a new population according to each
individual’s fitness based on elitism strategy.

Step 4 Perform crossover, mutation operations on the
population.

(1) Crossover

The primary reproductive operation is the crossover
operation. The purpose of this operation is to create two
new models that contain genetic information inherited
from two successful parents. The main crossover ways of
real coding based genetic algorithm include signal point
and multi-points crossover. A multi-points crossover way
is used in this example.

The coding of two parents:

Left: (1.0> (113> (0.91) (0.95) (1.08)
(0.99) (116> (0.92> (0.85) (0.92) (1.19)
(0.97) (094> (1.11) (112> (1.03
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Right: (1.00 (0.90) (110> (0.96)
(0.98) (1.000 (1.14) (111> (0.87)
(0.87) (112> (1.01> (1.17) (1.06)

Two crossover points (7 and 11) are selected. After

crossover, the coding of two children are gotten as

(1.000
(1.09)

following.

Left: (1.00 (1.13)> (091> (0.95) (1.08)
(0.99) (1.00> (0.92) (0.85) (0.92) (1.09
(0.97) (0.94) (1.11) (1.12) (1.03)

Right: (1.00 (0.90) (1.10> (096> (1.00)>
(098) (116> (114> (111> (0.87) (119
(0.87) (112> (1.01) (117> (1.06)

The NURBS curves of two parents and two children
after crossover can be seen as figure 5 and figure 6.

Figure 5. The NURBS curves of two parents

31

The coding of two parent:

(1.00 (10> 1.0 (10 1.0 10 1o

(1.00 (1.0> (100 (10> (10> (10> 1.0

(1.0 (1O

Two mutation points (5 and 7) are selected. After
mutation, the coding of two children are gotten as

following.

(1.0> (10> (10> (10> (1364) (1.0>
(1.069) (1.0> (10> (10> (10> (1.0)
(1.0> 1.0 1.0 1o,

The NURBS curves of the parent and the child after
mutation can be seen as figure 9 and figure 10.

Figure 9. The NURBS curves of parent

Figure 6. The NURBS curves of two children after crossover

The model of two parents and two children after
crossover are shown as figure 7 and figure 8.

vV °

vV

Figure 7. The models of two parents

Figure 8. The models of two children after crossover

(2) Mutation

The mutation operation is used to enhance the diversity
of trees in the new generation thus opening up new areas
of ‘solution space’. It works by random selecting multiple
structure curves in a single parent and change their scale
radios accordingly.
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Figure 10. The NURBS curves after mutation

The models of the parent and the child after mutation
are shown as figure 11 and figure 12.

Figure 11. The model of parent

>

D\~

Figure 12. The model after mutation

Step 5 If the procedure doesn’t been stopped by the
animator, go to step 2.
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This process of selection and crossover, with
infrequent mutation, continues for several generations
until the animator stop it. Then the detail design will be
done by animators with human wisdom.

@0
@

£ S 7 i — I< -/e‘ 1—? b :!_: 3
_,ZL:;P (S? EeRes 4t

Figure 13. The fish bodes after five generation evolution

Figure 13 shows some generated fish bodes after five
generation. The generated components and designed
components by animators are classified and saves in a
SQL sever based database. These components then are
assembled and treated by animators to form a group of
roles, and to be used at the following group animation.

V. GROUP ANIMATION PATH GENERATION BASED ON
PSO ALGORITHMS

A.Particle Swarm Optimization (PSO) Algorithm

Although the size of group is very large, the bird flocks
can harmonious achieve the sudden change of direction,
group separation and cohesion without collision. This
phenomenon inspires many researches in related
domain[16,17]. Social animals or insects in nature often
exhibit a form of emergent collective behavior known as
‘flocking’. The flocking model is a bio-inspired
computational model for simulating the animation of a
flock of entities. It represents group movement as seen in
the bird flocks and the fish schools in nature. In this
model, each individual makes its movement decisions on
its own according to a small number of simple rules that
it reacts to its neighboring members in the flock and the
environment it senses. These simple local rules of each
individual generate a complex global behavior of the
entire flock.

Particle swarm optimization (PSO) was originally
introduced by J. Kennedy and R. Eberhart [Kennedy and
Eberhart, 1995] in 1995 as an optimization technique.
The underlying motivation for the development of PSO
algorithm was social behavior of animals such as bird
flocking, fish schooling, and swarm theory. Each
individual in PSO is assigned with a randomized velocity
according to its own and its companions’ flying
experiences, and the individuals are then flown through
hyperspace. In the Standard PSO model, each individual
is treated as a volumeless particle in the D-dimensional
space, with the position and velocity of ith particle

represented as X, =(X,, X,,, -, X;5) and
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Vi = (Vil’viz""’
to the following equation:

Vi = W*V,, +¢, *rand () * (Py — %) +¢, *Rand () * (P, — X,) (8a)

Xig =Xig +Vig (8b)

where ¢l and c2 are positive constant, rand() and

Rand() are two random functions in the range of [0,1].

Parameter w is the inertia weight introduced to accelerate
the convergence speed of the PSO.

Vector P, =(Piy, Pinsv+ Pip) IS the best previous

position (the position giving the best fitness value) of
particle i called pbest, and vector

o =(Pg1s Pyzr e Pgp) is the position of the best

particle among all the particles in the population and
called gbest.

In PSO algorithm, a particle decides where to move
next, considering its own experience is the memory of its
best position, and the experience of its most successful
neighbour. At each iteration, the particle pbest with the
best fitness in the local neighbourhood and the current
particle are combined to adjust the velocity alone each
dimension, and that velocity is then used to compute a
new position for the particle. The portion of the
adjustment to the velocity influenced by the individual’s
previous best position is considered the cognition
component, and the portion influenced by the best in the
neighbourhood is the social component.

Particle swarms, in common with many population
based algorithms, have a dominance to perform better in
simulating group actions. Because it was inspired by the
activities of social animals or insects in nature, and as a
basis for group animation, it shows more smooth and
genuine.

The basic group animation consists of four basic
steering behaviours:

(1) Cohesion: Steering the individuals in the group
to collect to a position;

(2) Separation: Steeling the individuals in the group
to separate from one position;

(3) Dynamic object track: Steering group toward
the tracking object and keep a suitable distance
each other;

(4) Collision avoidance: Steering group remains in
close proximity while avoiding collisions with
other members of the group and with obstacles
in the environment.

The path generation of these basic behaviours based
on PSO algorithm will be introduced at the following
sections one by one.

V.5) . The particles move according

B. Cohesion and Separation

In natural world, cohesion and separation are most
general behaviours. The acquiring foods together and
attacking heterogeneous objects are typical clustering
behaviour, and getting away from natural enemy is
common separate behaviour. In the animation with large
scene, these two behaviours are the actions with high
frequency. In our animation environment, an improved
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PSO algorithm is used for generating path with more
actual effect [18].

In natural biologic collecting, when the individual
arriving in target point, it always moves around one
position and will not concentre to one point. According to
this principle, we enact a threshold for controlling the
individuals’ movement around target point (see (9)).
When the individual arrives in the arrange that takes the
target point as circle of center and threshold as radial, it
will make stochastic movement in the circle.

f =\/[tx —(0,+rand (th))] ? +[t, — (0, +rand (th))] > +[t, - (0,+rand (th))] *
9)

Where f is fitness value, tyty,t; is the current position
of particle, 0,,0,,0, is the position of the target point, th is
inputted threshold value.

The fitness f is counted by the distance between current
position of the particle and one position closed with target
point to avoid all particles congregate to one point.

Cohesion Algorithm Based on PSO

Step 1 Initialization: initialize the number of particle
the max number of group overlapping MAX;

the position of target point0, , 0,,0,;
threshold value th;
the arrange of each axis of original particle;
accelerate constant C;,C,;
Step 2 While ( the overlapping number < MAX) do
For every particle

(1) Count the fitness value (new pbest) of the new position for every particle;
If new pbest >old pbest
Then pbest=new pbest;

(2) Change gbest according to updated pbest in (1);

(3) Update the speed of every particle, and limited them inV/_ . ;

(4)Update the position of every particle;
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Figure 14. Initial states of the group
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Figure 15. The generative cohesion path

Figure 16. One generated shark cohesion image according to the path
in figure 15

Simulated results are as shown in figure 14 and figure
15. Figure 16 is generative shark cohesion according to
the path in figure 15. If the different parameters are
inputted, various paths with different directions and
different types will be generated. The separation takes
the opposite fitness to cohesion and is omitted here.

C. Dynamic Object Tracking

Dynamic object tracking behavior among the
individuals is also a kind of typical group action in the
natural world, such as flight of wide gooses, follow
among shoal and so on. Track is an interesting action and
can exhibit group intelligence well. The tracking
movement in animation can show special effect.

The dynamic object track is implemented by the
following process. First of all, erecting initial parameters,
and then following the pass points of tracking object,
taking tracking object as target position and overlapping
MAX times. After that, updating the target position by
current position of tracking object,

For each passed point of the tracked object, we take
that point as the target position of the individuals of
tracking group overlapping MAX times, and then update
the target position of the tracking group to the current
position of the tracked object, repeat PSO algorithm until
the tracked object stop. For every first overlap after
updating, the gbest and pbest are initialized as rational
larger values for erasing the affect of the last target point.
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Dynamic Object Tracking Algorithm Based on PSO

Step 1 Initialization
litialize the number of particle
the max number of group overlapping MAX;
the position of target pointox,oy,oZ H
threshold value th;
the arrange of each axis of original particle;
accelerate constant C;,C,;
Step 2 FOR each passed point of tracked object
WHILE (the overlapping number < MAX) DO
{

IF (the overlap related to this passed point is the first overlap )

THEN { Initialize global best value gbest and the every personal best value pbest,

give them bigger values, such as 10000;}
FOR every particle

(1) Count the fitness value (new pbest) of the new position for every particle;

If new pbest >old pbest
Then pbest=new pbest;
(2) Change gbest according to updated pbest in (1);
(3) Update the speed of every particle, and limited them in Vv ;

(4) Update the position of every particle;

}
Step 3 Finish the path planning and output the generated pathes.
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Figure 18. One generated tracking path

Figure 17 and figure 18 are simulated initial state and
generative paths while figure 19 is a generated tracking
image according to the generated path. If the different
start position and target position are set, the different
tracking points are produced and various tracking paths
will be generated.
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Figure 19. One genarated shark tracking image

D. Collision Avoidance

To run as a group, animals must remain in close
proximity while avoiding collisions with other members
of the group and with obstacles in the environment.
Collisions frequently happened in a group action but we
have to avoid their occurrence. For escaping collisions in
path layout, after the radius and numbers of barriers are
erected, two kinds of barriers are generated by randomly
and grouping. These barriers locates in the area of the
target point and the maximal shift of coordinate x ,y and z.
Considering the cost of operations and requirement of
real time, the following approach is presented for
collision avoidance.

Suppose the radius of the collision object O is r, the
current speed of particle i is v(vx,vy,vz) and current
location is p(tx,ty,tz). The overlapping of this time can
get the estimated next location p’(tx’,ty’,tz’). Counting
the distance d between p’ and the center of collision
object O. If d< the distance from the center of O to the
boundary of collision area, then the collision is possible
happened. Therefore, the direction of particle should be
changed and recount the next location.

The estimated next location p’(tx’,ty’,tz’) is gotten by
the following procedure.

-
Let vector U is the vector from the current position p of

the particle i to the center of the collision object O and
-
vector K is the vector from the current position p of the

particle i to the estimated next position p’. The unit vector

- - —
0 should be coplanar with vector u , Kk and
-
perpendicular to U . According to the right hand rule and
- -

the related rules for cross product, vector t and m are
gotten.

- 2 >
t =kxu (10)
- - -
m=uxt (11)
e
Let o=m/m and the module of the speed
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7=\/(\m)' By moving distance |, | from
5

the unit vector 0, the next position p’(tx’,ty’,tz’) is

solved.

In figure 20, square frame denotes the collision object,

and dashed line denotes the boundary of collision
detection while triangle denotes the next position of the
particle. We can see from figure 20, the next position of
the particle i has entered the area of collision, and the
moving direction and the next position should be
changed.

Figure 20. Unit vector O and the next position p’(tx’,ty’,tz’)

Collision avoidance algorithm based on PSO

Step 1 Initialization
Initialize the number of particle
the max number of group overlapping MAX;
the position of target point0,, 0,,0,;
threshold value th;
the arrange of each axis of original particle;
accelerate constant C;,C,;

Step 2 WHILE ( the overlapping number < MAX) DO
FOR every particle
{

(1) Count the fitness value (new pbest) of the new position for every particle;
If new pbest >old pbest
Then pbest=new pbest;

(2) Change ghest according to updated pbest in (1);

(3) Update the speed of every particle, and limited themin v,

(4) Count the next position of the particle;
If (the position of the particle has entered the area of collision)
Then
Recount the next position of the particle
according to equation (10) and (11).
}

Step 3 Finish the path planning and output the generated pathes.
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Figure 21. Initial state of collision avoidance
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Figure 22. One generated collision avoiding path

Figure 21 and figure 22 are simulated initial state and
generated paths according to collision avoidance paths.
Figure 23 is a collision avoidance image according to
generative path showing in figure 22. It shows that the
algorithm can generate the collision avoidance paths
successful.

Figure 23. One collision avoidence image according to generative path

V. CONCLUSIONS

In this paper, we propose a role modeling approach
based on dynamic self-adaptive genetic algorithm and a
group path generating approach based on PSO algorithm
for group animation. First, the backgrounds are studied.
Second, a role modelling approach based on dynamic
self-adaptive genetic algorithm and NURBS technology
is put forward and a group of shark design example is
illustrated for showing this modelling process. Third, a
group path generative approach to simulates group
behaviours is presented. The experiment was made in a
simulation environment that is able to simulate the role
modelling and path generation in animation produce
process [19] . An animation named “Fancy Dress Party
at the sea floor” has been made in this environment and
the algorithms introduced in this paper has been
practised .

Although looking simple, the approach emplores a
feasible and useful way in an animation generation. It
can enhance the fidelity and vitality of computer
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animation, and reduce the work intensity of animators
remarkably.

Future research will include: i) extending the work in
this paper, to model the more complex role; ii) increasing
in the system, the population characteristics for the
customer classification and evaluation mechanisms for
the animator’s creation. These improvement will be
studied in the very near future.
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Abstract—Quality assessment for stereoscopic images is a
challenging issue in three-dimensional research. In this
paper, we present an objective quality assessment method
for stereoscopic images by distortion separation. In the
method, we separate the distortion information for the
distorted stereoscopic image (i.e., decompose the distorted
stereoscopic image into restored and disturbed stereoscopic
images), and use phase-amplitude description model and
singular value decomposition model to evaluate them
respectively. The experimental results show that compared
with other schemes, the proposed method can achieve much
higher consistency with the subjective assessments.

Index Terms—stereoscopic image quality assessment,
distortion separation, phase-amplitude description, singular
value decomposition

I. INTRODUCTION

With the great advancement of three-dimensional (3D)
related technologies [1], 3D video [2] applications have
drawn increasing attention in recent years. Since
perceptual issue in 3D are completely different with that
in 2D case, the necessity for designing 3D image quality
assessment (3D-IQA) or stereoscopic image quality

assessment (SIQA) approach is increasingly important [3].

In contrast to the 2D case, 3D quality of experience
(QoE) needs to consider the wvarious factors that
contribute to the overall visual experience in 3D vision
[4], e.g., depth perception, visual comfort, etc. Therefore,
the direct use of 2D image quality assessment (2D-IQA)
in measuring 3D image quality may not be
straightforward, because the above perceptual attributes
are not considered. A straightforward way of applying the
state-of-the-art 2D-IQA methods to 3D-IQA is to
evaluate the two views of the stereoscopic image and the
estimated disparity map separately, and then combine
them into an overall score. Boev et al. combined the
monoscopic quality component and the stereoscopic
quality component for developing a stereo-video quality
metric [5]. Gorley et al. proposed a Stereo Band Limited
Contrast (SBLC) algorithm to evaluate the stereoscopic
image quality [6]. You et al. investigated the capabilities
of some common 2D quality metrics, and integrated the
disparity information into quality assessment [7]. Benoit
et al. presented a linear combination for disparity
distortion and the measurement of 2D image quality on
both views [8]. However, the quality of stereoscopic
image is not a simple combination of the qualities of left
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and right images, and it is not effective to assess the
quality of disparity maps using 2D-IQA methods [9].

Many 3D-IQA methods were proposed by taking
binocular properties into account. Maalouf et al
computed the cyclopean image from left and right images
to simulate the brain perception, and used contrast
sensitivity coefficients of cyclopean image as the basis of
evaluation [10]. Jin ef al. grouped the similar blocks from
left and right views of stereoscopic image into a 3D stack,
and evaluated the quality by 3D-DCT and considering
contrast sensitive function and luminance masking [11].
Wang et al. proposed a metric by considering the
binocular spatial sensitivity to reflect the binocular fusion
and suppression properties [12], but the process of the
binocular perception were not considered since only a
weighted average of left and right views was used.
Bensalma et al. proposed a Binocular Energy Quality
Metric (BEQM) by modeling the simple cells responsible
for the local spatial frequency analysis and the complex
cells responsible for the generation of the binocular
energy [13].

In general, distortion in an image will cause the
following two cases: 1) losing some visual information; 2)
adding some noticeable artifacts. Different types of
quality degradation will have different influence on the
perceptual quality. In this paper, we try to separate the
distortion from the distorted stereoscopic image, and use
different models to evaluate the restored and disturbed
stereoscopic images respectively. The rest of the paper is
organized as follows. Firstly, the proposed objective
quality assessment metric is described in Section II. Then,
experimental results are shown in Section III. Finally,
conclusions and future work are given.

II. PROPOSED STEREOSCOPIC IMAGE QUALITY
ASSESSMENT METRIC

The framework of the proposed quality assessment
metric is illustrated in Fig.1. Given the original and
distorted stereoscopic images (case of left and right
images), the distorted image is first decomposed into a
restored and a disturbed images by distortion separation
strategy, and phase-amplitude description (PAD) model
and singular value decomposition (SVD) model are used
to measure their similarities with the original image
respectively. Finally, binocular combination is made to
get a total quality score.
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Figure 1. The framework of the proposed quality assessment metric.

A. Distortion Separation From Stereoscopic Image

It is known that distortion in image will cause two
cases: 1) losing some visual information; 2) adding some
noticeable artifacts. In this work, we classify the types of
distortions into two group, information-loss distortion
and artifact-additive distortion. Specifically, we separate
the distorted image into a restored image and a disturbed
image, and measure the detail and redundancy
degradation. Firstly, considering that wavelet transform
decomposes image into different frequency, we use
discrete wavelet transform (DWT) to decompose the
original and distorted images into a set of subbands. In
this work, we adopt block-based image restoration in
wavelet domain. Supposed that D(4,0,i,/) (8%8 block in
the experiment) denotes the DWT coefficients on
different scales and along different orientations of the
(i,j)-th block of the distorted image (denoted by spatial
scale index A and orientation index 6), and O(4,0,i,)
denotes the corresponding DWT coefficients of the
original image. The scale factors are given by [14]

D(4,0,i, j) 0.1 )
0(1,0,i,j)+10
The DWT coefficients of the restored image can be
obtained by
D(A,0,i, j),

R(ﬂﬁ,i,j)={ o .
k(1,0,i, j)xO(1,0,i, ),

Since only DWT coefficients in the orientations (6#1)
are restored, the detail information of the original image
is preserved in the restored image while the added
redundancy information is discarded.

The DWT coefficients of the redundancy image is
obtained by

k(4,6,i, j) = clip(

f=1

otherwise

A(4,0,i, j) = D(4,0,1, j)— R(1,0,1, ) 3
The disturbed image is described by
D'(1,0,i, j)=0(4,0,i, j)+ A(1,0,i, j) 4

Finally, the restored images and the disturbed
images are generated by inverse-transforming their
respective DWT coefficients. Fig.2 illustrates the results
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of the proposed separation method for different distortion
types.

B. Quality Assessment Metric

For the restored image, the detail is preserved while
the redundancy is discarded. Therefore, structural
similarity between the original and restored images is
expected to give a reasonable estimation of quality
degradation. We get the local phase (LP) and local
amplitude (LA) referring to the method in [15]. Then, the
phase and magnitude similarities for each pixel in the left
image are defined as

! 2xLP"® (x,y)x LP" (x,y) + C,
SLP(xa J/) = (org) 2 (res) 2
LP® (x,y) +LP" (x,y)" +C,
_ 2x LAY (x,y)x LA (x, )+ C, ©)
LA (x,y)* + LA (x,y) + C,
where C; and C, are constants to avoid the denominator

being zero. Finally, the final quality score for the left
image is obtained by summing the scores of all pixels

1 H W 1 H W

Q}I’AD = {HTW;;SEP(}CJ)J'[HTW;;SL’(JCJ)J
(7)

For the disturbed image, the redundancy information is
added on the original image. Therefore, energy similarity
between the original and restored images is used to
measure the quality degradation. In this work, we use the
singular values as feature basis for the task [16]. The

energy change between the original and disturbed images
in the singular values is calculated

(org) (res) (org)
<|Sk =SSy >
(org) (res)
(si=-si)

®)

SiA(xay)

®)

Tk:

where S{”* and S’ denote the singular value vectors of
the original and restored images, respectively, and ()

denotes the inner product. Finally, the final quality score
for the left image is obtained by averaging the changes
over all the blocks
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Figure 2. Results of the proposed separation method for different types of distortion, from top to bottom row: the distorted images, the restored
images, the redundancy images, and the disturbed images. For left to right: JPEG, JPEG2000, Gaussian Blur, White Noise and H.264.

1 Ny block
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Considering that the detail and redundancy losses in
the distorted image are superimposed, the above two

quality scores O, and Qy,, are combined into an overall

score by a linear weighted sum method, i.e.,
0, = Opp + W, - Oy (10)
st.w +w, =1

where w; and w, are parameters used to adjust the
relatively importance of redundancy adjunction and detail
loss in the quality degradation. In this paper, the
parameters can be determined by training. Similarly, the
quality score Oy for the right image can be measured by
the same manner.

C. Binocular Combination

After having obtained the quality scores O; and O, the
next step is to combine the two quality scores into a final
score. The direct way is to combine the quality scores Oy
and QOp by average weighting. However, the weight-
averaged method is not effective because binocular
combination property is not well considered. In this work,
we use two-stage gain control model to combine the two
quality scores [17]

( Stagel(Q, )+Stagel(O, ))p
z+(Stagel(Q, )+Stagel(Q,))’

O(L,R)= (11)
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where Stagel(QL)=M ; Smgel(QR):M

s+0, +0, sT0, +0,
and p, g, m, z are model parameters. In the experiment,
the same parameter setting with [17] is used.

III. EXPERIMENTAL RESULTS

A. Stereoscopic Image Quality Database

In the experiment, we have used the database presented
in [18]. Twenty-six non-expert adult viewers were
participated in the subjective evaluation of the database.
According to Double Stimulus Continuous Quality Scale
(DSCQS) testing method described in ITU-R
recommendation BT.500-11, the subjective ratings for the
distorted stereoscopic images were obtained on a scale of
0-10. The database includes 12 original stereoscopic
image pairs, from which 312 distorted stereoscopic
images are generated with five types of distortion: JPEG,
JPEG2000, Gaussian Blur, White Noise and H.264. The
symmetric distortions are added on left and right images.
More specifically, there are 60, 60, 60, 60 and 72
distorted stereoscopic images in the database with JPEG,
JPEG2000, Gaussian Blur, White Noise and H.264
distortions, respectively; there are different distortion
levels for each distortion type. The corresponding
differential mean opinion score (DMOS) values are
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Figure 3. Eight selected reference left images in the 3D database [18].

provided. Eight selected reference left images used in the
database are shown in Fig.3.

B. Performance Determination

In the experiment, four commonly used performance
indicators are employed to further evaluate the metric:
Pearson linear correlation coefficient (PLCC), Spearman
rank order correlation coefficient (SROCC), Kendall
rank-order correlation coefficient (KROCC), and root
mean squared error (RMSE), between the objective
scores after nonlinear regression and the subject scores.
Among these four criteria, SROCC and KROCC are
employed to assess prediction monotonicity, and PLCC
and RMSE are used to evaluate prediction accuracy. For
a perfect match between the objective and subjective
scores, PLCC=SROCC=KROCC=1 and RMSE=0. To
obtain the relationship between the objective scores and
the subjective scores, we use the nonlinear regression
with four-parameter logistic function by

DMOS = A=P:
1+exp(=(x—£5,)/ B,)
where £, [/, (s and f; are determined by using the
subjective scores and the objective scores.

In the experiment, in order to determine the parameters
w; and w,, we select a subset of the database to train the
parameters by optimizing the PLCC values between the
objective and subjective scores. The final parameter
determination results is w;=0.9208, w,=0.0792. It is
obvious that the restored image is more important than
the disturbed image in measuring the quality degradation.

+5, (12)

C. Overall Assessment Performance

In order to evaluate the performance of the proposed
scheme, we compare the evaluation results with two 2D-
IQA metrics MSSIM [19], SVD [20], and one SIQA
metric (named as Wang-SIQA) [12]. The former two
schemes directly estimate the quality of each view
separately and generate a weighted average score. The
results of PLCC, SROCC, KROCC and RMSE are
presented in Table I. From the table we can see that the
proposed scheme outperforms the other schemes. For
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MSSIM and SVD metrics, since they are directly
extended from the 2D case and do not take the binocular
properties into account, the overall performance is far
worse than the proposed scheme. For Wang-SIQA metric,
even though it may be effective for some individual
distortion types, the overall assessment performance is
not very high; the reason is that uniform assessment is
adopted for the left and right images, while in the
proposed scheme, the similarity measured from the
restored image and disturbed image respectively will
have a good correspondence with the subjective scores.
Fig.4 gives the scatter plots for the MSSIM, SVD and
Wang-SIQA metrics. Fig.5 gives the scatter plots for the
independent and overall distortion types for the proposed
scheme, respectively. The vertical axis denotes the
subjective ratings of the perceived distortions and the
horizontal axis denotes the predicted objective scores.
From the figures, the high accuracy fitting results show
the effectiveness of the proposed scheme.

IV. CONCLUSIONS

This paper presents a quality assessment method for
stereoscopic images by distortion separation. The
prominent advantage of the proposed method is that we
separate the distortion from the distorted stereoscopic
image, and use different singular value decomposition
(SVD) model and phase-amplitude description (PAD)
model to evaluate the restored and disturbed stereoscopic
images respectively. The experimental results show that
the proposed method can achieve much higher
consistency with the subjective assessments. In this
research, only simple image separation model is used for
stereoscopic image without considering the binocular
characteristics. In the future work, more comprehensive
study of various distortions affecting depth perception,
visual comfort is needed, and these cues should be fully
considered in the separation model.
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TABLE 1.
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PERFORMANCE COMPARISONS OF DIFFERENT SCHEMES .

Algorithms Distortion types

JPEG JP2K GB WN H.264 All
MSSIM[19] 0.9399 | 0.9256 | 0.9525 | 0.9486 0.9405 0.9028
PLCC SVD[20] 0.9516 | 0.9523 | 0.9715 | 0.9417 0.9639 0.9295
Wang-SIQA[12] | 0.8837 | 0.8261 | 0.9221 | 0.9385 0.9097 0.8564
Proposed 0.9840 | 0.9599 | 0.9793 | 0.9564 0.9743 0.9348
MSSIM[19] 0.9340 | 0.9248 | 0.9607 | 0.9261 0.9314 0.9138
SVD[20] 0.9443 | 0.9461 | 0.9645 | 0.8993 0.9568 0.9042
SROCC Wang-SIQA[12] | 0.8998 | 0.8737 | 0.9355 | 0.9088 | 0.9002 0.8887
Proposed 0.9849 | 0.9692 | 0.9741 | 0.9447 0.9637 0.9313
MSSIM[19] 0.7509 | 0.7616 | 0.8277 | 0.7535 0.7681 0.7307
KROCC SVD[20] 0.7852 | 0.8439 | 0.7899 | 0.7091 0.8339 0.7271
Wang-SIQA[12] | 0.7044 | 0.6788 | 0.7731 | 0.7394 0.7205 0.6917
Proposed 0.9045 | 0.8566 | 0.8742 | 0.8020 0.8451 0.7709
MSSIM[19] 47399 | 42306 | 6.0480 | 47454 | 43388 7.0088
SVD[20] 42663 | 3.4077 | 4.6954 | 5.0455 3.4038 6.0069
RMSE Wang-SIQA[12] | 6.4974 | 6.2955 | 7.6666 | 5.1829 5.3026 8.4101
Proposed 24706 | 3.1321 | 4.0169 | 4.4295 2.8802 5.7838

10 i}" - 10
| Wi |
as ass LE] 8 0 0s 1 15 2 25 3 %2 s or
Objactive scores O Objactive scores O Objective scores O
(a) MSSIM[19] (b) SVD[20] (c) Wang-SIQA[12]

Figure 4. Scatter plots of objective scores vs. subjective scores for MSSIM, SVD and Wang-SIQA schemes.

ACKNOWLEDGMENT

This work was supported by the Natural Science
Foundation of China (grant 61071120, 61271021,
612712700), and the Natural Science Foundation of
Ningbo (grant 2012A610039).

REFERENCES

[1] A. Smolic, P. Kauff, S. Knorr, et al, “Three-dimensional

video postproduction and processing,” Proceedings of the

IEEE, vol. 99, no. 4, pp. 607-625, April 2011. (6]
[2] Peng Geng, He Jiang, Zhigang Zhang, et al, “A Video

Denoising Method with 3D Surfacelet Transform Based

on Block matching and Grouping,” Journal of Computers,

vol. 7, no. 5, pp. 1065-1066, 2012. (7]
[3] H. T. Quan, P. Le Callet, M. Barkowsky, “Video quality

assessment: from 2D to 3D - challenges and future

©2014 ACADEMY PUBLISHER

trends,” in Proc. of IEEE International Conference on
Image Processing, pp. 4025-4028, Hong Kong, Sep. 2010.
L. Goldmann, T. Ebrahimi, “Towards reliable and
reproducible 3D video quality assessment,” in Proc. of
SPIE: Three-Dimensional Imaging, Visualization, and
Display, vol. 8043, no. 804302, San Jose, California, USA,
April 2011.

A. Boev, A. Gotchev, K. Egiazarian, et al, “Towards
compound stereo-video quality metric: a specific encoder-
based framework,” in Proc. of IEEE Southwest
Symposium on Image Analysis and Interpretation, pp.
218-222, Denver, Colorado, 2006.

P. Gorley, and N. Holliman, “Stereoscopic image quality
metrics and compression,” in Proc. of SPIE: Stereoscopic
Displays and Applications XIX, San Jose, CA, USA, vol.
6803, no. 680305, 2008.

J. You, L. Xing, A. Perkis, at al, “Perceptual quality
assessment for stereoscopic images based on 2D image
quality metrics and disparity analysis,” in Proc. of



4

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

DMOS
DMOS
bl

60+

50+

a0F

DMOS

30+

0.46 0.48 05

Objective scores Q

@

052 0.44

0.46
Objective scores Q

(b)

0.48 0.54

Objective scores Q

©

DMOS
8
DMOS
b

DMOS

Gaussian Blur vs DMOS
JIPEG2000 vs DMOS
JPEG vs DMOS

White Noise vs DMOS
H264 vs DMOS

xod +

0.48 05 052 054 0.44 0.46

Objective scores Q

(d)

0.48

Objective scores Q

©

0.45
Objective scores Q

05 0.54 0.4

Figure 5. Scatter plots of objective scores vs. subjective scores for the proposed scheme: (a) JPEG; (b) JPEG2000; (c) Gaussian Blur; (d) White Noise;
(e) H.264; (f) All distortions.

International Workshop on Video Processing and Quality
Metrics for Consumer Electronics, Scottsdale, AZ, USA,
2010

A. Benoit, P. Le Callet, P. Campisi, et al, “Using disparity
for quality assessment of stereoscopic images,” in Proc. of
IEEE Intentional conference on Image Processing, pp.
389-392, San Diego, CA, USA, Oct. 2008.

Yiyong Han, Jujun Zhang, Benkang Chang, et al, “Novel
Fused Image Quality Measures Based on Structural
Similarity,” Journal of Computers, vol. 7, no. 3, pp. 563-
566, 2012.

A. Maalouf, M. C. Larabi, “CYCLOP: A stereo color
image quality assessment metric,” in Proc. of IEEE
International Conference on Acoustics, Speech and Signal
Processing, pp. 1161-1164, Prague, Czech Republic, May
2011.

L. Jin, A. Boev, A. Gotchev, et al, “3D-DCT based
perceptual quality assessment of stereo video,” in Proc. of
IEEE Intentional conference on Image Processing, pp.
2521-2524, Brussels, Belgium, Sep. 2011.

X. Wang, S. Kwong, Y. Zhang, “Considering binocular
spatial sensitivity in stereoscopic image quality
assessment,” in Proc. of IEEE Visual Communications
and Image Processing, Tainan City, Taiwan, Nov. 2011.
R. Bensalma, M. C. Larabi, “A perceptual metric for
stereoscopic image quality assessment based on the
binocular energy,” Multidimensional Systems and Signal
Processing, to appear, 2012.

S. Li, F. Zhang, L. Ma, et al, “Image quality assessment
by separately evaluating detail losses and additive
impairments,” IEEE Transactions on Multimedia, vol. 13,
no. 5, pp. 935-949, Oct. 2011.

L. Zhang, L. Zhang, X. Mou, et al, “FSIM: a feature
similarity index for image quality assessment,” [EEE
Trans. on Image Processing, vol. 20, no. 8, pp. 2378-2386,
Aug. 2011.

Yanfang Hou, Hongmei Feng. “Study of Modulation
Recognition Algorithm Based on Wavelet Transform and
Neural Network,” Journal of Computers, vol. 6, no. 7, pp.
1511-1518, 2011.

(10]

(1]

[12]

[13]

[14]

[16]

©2014 ACADEMY PUBLISHER

[17] T. S. Meese, M. A. Georgeson, D. H. Baker, “Binocular
contrast vision at and above threshold,” Journal of Vision,
vol. 6, no. 11, pp. 1224-1243, Oct. 2006.

J. Zhou, G. Jiang, X. Mao, et al, “Subjective quality
analyses of stereoscopic images in 3DTV system,” in
Proc. of IEEE Visual Communications and Image
Processing, Tainan City, Taiwan, Nov. 2011.

Z. Wang, A. C. Bovik, H. R. Sheikh, et al, “Image quality
assessment: From error visibility to structural similarity,”
IEEE Transactions on Image Processing, vol. 13, no. 4,
pp. 600-612, April 2004.

A. Shnayderman, A. Gusev, A. M. Eskicioglu, “An SVD-
based grayscale image quality measure for local and
global assessment,” [EEE Transactions on Image
Processing, vol. 15, no. 2, pp. 422-429, 2006.

(18]

[19]

(20]

Chaozheng Hu received his B.S.degree from Department of
Computer and Information, Anqing Normal College, Anging,
China, in 2011. He is now working towards his M.S. degree in
Ningbo University, Ningbo, China. His current research
interests include image and video processing and stereoscopic
image quality assessment.

Feng Shao received his B.S. and Ph.D degrees from Zhejiang
University, Hangzhou, China, in 2002 and 2007, respectively,
all in Electronic Science and Technology. He is currently an
associate professor in Faculty of Information Science and
Engineering, Ningbo University, China. His research interests
include video coding, image processing and perception, etc.

Gangyi Jiang received his M.S. degree from Hangzhou
University in 1992, and received his Ph.D. degree from Ajou
University, Korea, in 2000. He is now a professor in Faculty of
Information Science and Engineering, Ningbo University, China.
His research interests mainly include video compression, multi-
view video coding, etc.

Mei Yu received her M.S. degree from Hangzhou Institute of
Electronics Engineering, China, in 1993, and Ph.D. degree form
Ajou University, Korea, in 2000. She is now a professor in



JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

Faculty of Information Science and Engineering, Ningbo
University, China. Her research interests include video coding
and video perception.

Fucui Li received her M.S. degree from Hefei University of
Technology, China, in 2004. She is now pursuing the Ph.D
degree at Ningbo University, China. Her research interests
include video compression and communications, multi-view
video coding and error concealing.

©2014 ACADEMY PUBLISHER

43

Zongju Peng received his B.S. degree in Computer science
from Sichuan University, Chengdu, China, in 1998, and Ph.D.
degree from Institute of Computing Technology, Chinese
Academy of Science in 2010. He is currently an associate
professor in Faculty of Information Science and Engineering,
Ningbo University, China. His research concentrates on
image/video compression.



44

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

UDS-FIM: An Efficient Algorithm of Frequent
Itemsets Mining over Uncertain Transaction Data
Streams

Le Wang “"°, Lin Feng™® *, and Mingfei Wu "*
* College of Information Engineering, Ningbo Dahongying University, Ningbo, Zhejiang, China 315175.
® School of Computer Science and Technology, Faculty of Electronic Information and Electrical Engineering, Dalian
University of Technology, Dalian, Liaoning, China 116024.
“School of Innovation and Experiment, Dalian University of Technology, Liaoning, China 116024,
lelewater@gmail.com; fenglin@dlut.edu.cn;merphy.wmf@gmail.com

Abstract—In this paper, we study the problem of finding
frequent itemsets from uncertain data streams. To the best
of our knowledge, the existing algorithms cannot compress
transaction itemsets to a tree as compact as the classical FP-
Tree, thus they need much time and memory space to
process the tree. To address this issue, we propose an
algorithm UDS-FIM and a tree structure UDS-Tree. Firstly,
UDS-FIM maintains probability values of each transactions
to an array; secondly, compresses each transaction to a
UDS-Tree in the same manner as an FP-Tree (so it is as
compact as an FP-Tree) and maintains index of probability
values of each transaction in the array to the corresponding
tail-nodes; lastly, it mines frequent itemsets from the UDS-
Tree without additional scan of transactions. The
experimental results show that UDS-FIM has achieved a
good performance under different experimental conditions
in terms of runtime and memory consumption.

Index Terms—frequent itemset, frequent pattern, uncertain
dataset, data streams, data mining

1. INTRODUCTION

In recent years, frequent itemsets mining (FIM) on
uncertain datasets [1, 2, 3,4, 5,6,7,8,9, 10, 11, 12, 13,
14, 15, 16] has been a topic in data mining with the
emergence of uncertain datasets in many applications.
For example, the locations of moving objects obtained
through RFID or GPS are not precise; data obtained from
wireless sensors are not precise. Table 1 shows an
example of uncertain transaction dataset, each transaction
of which represents that a customer might buy a certain
product with a probability. For instance, the first
transaction T, shows that a customer A might purchase
products “C”, “D” and “E” with 80%, 85% and 75%
chances in near future. These probability values may be
obtained by analysing the users’ shopping records; for
example, the data of transaction T; may be obtained by

This work was supported by National Natural Science Foundation of
P.R. China (61173163, 51105052) and Liaoning Provincial Natural
Science Foundation of China (Grant No. 201102037)
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TABLE L.
AN EXAMPLE OF UNCERTAIN TRANSACTION DATASET

TID Transaction itemset

T, | (C,0.8), (D, 0.85), (E, 0.75)

T, | (B,0.9),(C,0.8),(D,0.6),(F,0.2)

Ts | (A,0.15), (B, 0.8) (D, 0.4)

T, | (B,0.85),(C,0.6), (D, 0.7)

Ts | (A, 0.6), (B, 0.25), (C, 0.3), (E, 0.5)

Ts | (A,0.7),(B,0.8), (D, 0.25)

T, | (A,0.65),(B,0.7), (C,0.5)

Ts | (C,0.5),(D,0.65), (F, 0.6)

Ty | (A,0.6), (B, 0.82), (C, 0.63)

analyzing customer A’s shopping history statistically and
applying the probability of purchasing a certain product
as the corresponding probability values of that item.

There have been many studies aimed at FIM on
precise static datasets and data streams, such as Apriori
[17], FP-Growth [18], H-Mine [19], DST [20], CPS [21],
FP-Streaming [22], etc. However, these existing
algorithms cannot mine frequent itemsets from uncertain
transaction datasets. In the past few years, several
algorithms [1, 2, 3,4, 5,6, 7, 8,9, 10, 11, 12, 13, 14, 15,
16] have been proposed for FIM on uncertain transaction
datasets, among which [10, 11, 14] are for data streams
and the others are for static datasets. The algorithms in
[10, 11, 14] maintain the transaction itemsets information
to a UF-Tree [8]; however a UF-Tree is not as compact as
the original FP-Tree [18] and cannot efficiently maintain
transaction itemsets in terms of memory space. Thus
these algorithms require a large amount of computational
time and memory space to process tree nodes.

In this paper, we propose a tree structure called UDS-
Tree for maintaining uncertain transaction itemsets
information. We also give a corresponding algorithm
called UDS-FIM for mining frequent itemsets from the
UDS-Tree without additional scan of transaction datasets.
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UDS-FIM employs the sliding window model to process
data streams. UDS-Tree is a tree as compact as the
original FP-Tree. Meanwhile, UDS-FIM removes the
obsolete data from the UDS-Tree through scanning a part
of the UDS-Tree, instead of scanning the whole tree. The
experimental results show that the proposed algorithm
has a good performance.
The key contributions of this paper include:
® We propose a new tree structure named UDS-
Tree for maintaining uncertain transaction
itemsets information;
® We also give an algorithm named UDS-FIM for
FIM over uncertain transaction data streams;
® Both sparse and dense datasets, including real-
world and synthetic datasets, are used in our
experiments to test the performance of the
proposed algorithm.
The rest of this paper is organized as follows: Section
2 is the description of the problem and definitions;
Section 3 describes related works; Section 4 describes our
algorithm UDS-FIM; Section 5 shows the experimental
results; Section 6 gives the conclusions.

II. PROBLEM DEFINITIONS

In this section, we provide background information
about FIM on uncertain transaction data streams. Assume
a uncertain transaction data stream UDS (i.e. UDS ={T;,
T, ..., Tn, ...}) contains m distinct items (i.e. | ={iy, iy, ...,
in}), and each transaction itemset t (t € UDS) is
represented as {X, P, X2, P2, ---» Xy, Pv}, Where {X;, X, ...,
Xy} is a subset of | and the decimal value py (1 SuU<V)is
called the existential probability of item X, in the
transaction itemset t (denoted as p(Xy, t)). An itemset
containing K distinct items is called a k-itemset, and its
length is k.

Definition 1 ([17]). The support number (SN) of an
itemset X is the number of transaction itemsets containing
X'in a dataset.

Definition 2 ([8, 13]). The probability of an itemset X in
a transaction itemset t is denoted as p(X, t), and is defined
by

POXD =TT, o POXD).

Definition 3([8, 13]). The expected support number
(expSN) of an itemset X in an uncertain transaction
dataset is the sum of its probability values in all
transaction itemsets containing X, denoted as expSN(X),
and is defined by

expSN(X) =" p(X,t).
Definition 4 ([8, 13]). The minimum expected support
threshold minExp is a predefined percentage of the total
number of transactions (which is denoted as n), and then
the minimum expected support number (minExpSN) is
defined by
MINEXpSN = nxminEXp .

Assume a sliding window contains W batches of data,
and each batch of data contains p transaction itemsets (i.e.,
a window contains W*p transaction itemsets).
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Definition 5. Thus, in the sliding window, the minimum

expected support number (minExpSN) is defined by
MINEXpSN = wx pxminExp.

Definition 6. In a sliding window, an itemset X is called

frequent itemset if its expected support number in the

window is not less than minExpSN.

Frequent itemsets mining on uncertain data streams
has two important processes: (1) Updating new data to
the tree and removing the obsolete data from the tree; (2)
Mining all frequent itemsets of the current sliding
window according to the request of user.

III. RELATED WORK

A. Frequent Itemsets Mining over Static Datasets

FP-Growth [18] is a classical pattern-growth algorithm
for traditional FIM over precise datasets. Since the
publication of FP-Growth, many well-known algorithms
have been developed based on it to get better
performance, such as FP-Streaming [22], UF-Growth [8]
and SUF-Growth [14]; the UDS-FIM algorithm proposed
in this paper is also based on FP-Growth for fast FIM on
uncertain data streams.

FP-Growth utilizes a 2-step approach for this job:
firstly, it finds all frequent 1-itemsets under the condition
of k-itemset X (k>1); secondly, it generates frequent
(k+1)-itemsets using those frequent 1-itemsets and X. It
maintains the transaction itemsets to a FP-Tree, thus it
finds all frequent 1-itemsets under the condition of X by
scanning the FP-Tree. FP-Tree is created with the
following rules: (1) itemsets are rearranged in descending
order of support numbers of items, and then are added to
a FP-Tree; (2) itemsets will share the same node when the
corresponding items are same.

The algorithms U-Apriori [13] and UF-Growth [8] are
two representatives for FIM on static uncertain datasets.
The algorithm U-Apriori is based on the algorithm
Apriori [17] which is the first algorithm for FIM on
precise transaction datasets and employs the level-wise
method. It starts with finding all frequent 1-itemsets with
one scan of dataset. Then in each iteration, it first
generates candidate (k+1)-itemsets using frequent K-
itemsets (k>1), and then identifies real frequent (k+1)-
itemsets from candidates with one scan of dataset. The
iteration goes on until there is no new candidate. U-
Apriori has a disadvantage: it generates candidates and
requires multiple scans of datasets, so its time
performance may become worse with the increase of the
number of long transaction itemsets or decrease of the
minimum expected support threshold. In 2011, Wang et
al. [7] proposed the algorithm MBP based on Apriori for
FIM on uncertain datasets. The authors proposed one
strategy to speed up the calculation of the expected
support number of a candidate itemset: MBP stops
calculating the expected support number of a candidate
itemset if the itemset can be determined to be frequent or
infrequent in advance. MBP has a better performance
than U-Apriori.

The algorithm UF-Growth [8] is based on FP-Growth
[18] for FIM on uncertain datasets. It employs the
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pattern-growth method with 2 scans of the dataset. In the
first scan, it first finds all frequent 1-itemsets, arranges
the frequent 1-itemsets in descending order of support
numbers, and then maintains them in a header table. In
the second scan, it first removes infrequent items from
each transaction itemset, rearranges the remaining items
of each transaction itemset in the order of the header table,
and then adds the sorted itemset to a tree structure called
UF-Tree. After the UF-Tree is created, UF-Growth can
recursively create sub header tables and prefix
(conditional) UF-Trees in the same manner as the FP-
Growth algorithm.

Although UF-Growth needs just two scans of dataset,
it still has a disadvantage: it needs a large amount of
memory to store UF-Tree because it only merges nodes
with the same item and the same probability, when
transaction itemsets are added to the UF-Tree. For
example, when these two transaction itemsets {A, 0.53, B,
0.70, C, 0.23} and {A, 0.55, B, 0.80, C, 0.23} are added
to a UF-Tree by lexicographic order, they will not share
the node “A” because the probabilities of item “A” are
not equal in these two transactions. To overcome this
issue, Leung et al. [4] proposed an approximate algorithm
based on the algorithm UF-Growth. This approximate
algorithm considers that the items with the same k-digit
value after the decimal point have the same probability.
For example, when these two transactions {A, 0.53, B,
0.70, C, 0.23} and {A, 0.55, B, 0.80, C, 0.23} are added
to a UF-Tree by lexicographic order, they will share the
node “A” if k is set as 1 because both probabilities of
item “A” are considered to be 0.5; if k is set as 2, they
will not share the node “A” because the probabilities of
“A” in these two transaction are 0.53 and 0.55
respectively. The smaller K is set, the less memory the
approximate algorithm requires. However, it still cannot
build a tree as compact as the original FP-Tree; moreover,
it may lose some frequent itemsets.

The algorithm CUFP-Mine [1] outperforms the U-
Apriori and UF-Growth when a dataset just is sparse and
the predefined threshold is high. It requires a large
amount of computational time and memory when
transaction itemsets are not short and the threshold is
small.

B. Frequent Itemsets Mining over Data Streams

Judging by the mechanism of the window algorithm,
three window models can be applied in FIM: sliding
window model, landmark window model and damped
window model. The window size in the sliding window
model is fixed and is specified by user in advance. In the
landmark window model, the start point of the window is
fixed and is specified by user. The damped window
model considers the current data more valuable than old
data, so it assigns a weight value for each batch of data or
each transaction, and the weight value decreases over
time. How to choose the window model depends on the
user’s interest of the data: the damped window model is
employed if the user is interested in historical data and
more interested in current data than historical data; the
sliding window model is employed if the user is
interested in a current fixed-size data. The commonly
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used approach of mining continuous data streams is the
sliding window model [2, 14, 20, 21, 23, 24, 25, 26, 27,
28,29, 30, 31, 32].

Several algorithms base their approaches on the
algorithm FP-Streaming [22] which is for FIM over
precise transaction data streams. FP-Streaming requires
two parameters PreMinsup and Minsup (PreMinsup <
Minsup) that are the user specified minimum support
numbers for a batch of data and a window data
respectively. The algorithm first finds pre-frequent
itemsets whose support numbers are not less than the
value PreMinsup from each batch in the current window,
and then it finds frequent itemsets (whose support
numbers are not less than Minsup) from all pre-frequent
itemsets of all batches in the current window. The FP-
Streaming algorithm may lose some frequent itemsets and
cannot handle uncertain data.

The algorithms proposed in papers [10, 11, 14] are for
FIM over uncertain data streams. Based on the
algorithms FP-Streaming and UF-Growth, Leung et al.
[14] proposed two algorithms UF-Streaming and SUF-
Growth. UF-Streaming employs the same method as the
FP-Streaming: mining frequent itemsets using two
minimum support numbers PreMinsup and Minsup. Thus
UF-Streaming may lose some frequent itemsets and it
also requires an extra data structure UF-Stream to
maintain the pre-frequent itemsets of the current window.
SUF-Growth is a precise algorithm and uses only a user
specified minimum support number Minsup, it directly
finds all frequent itemsets with support number that is not
less than Minsup from a window, and does not lose any
frequent itemsets. The algorithm SUF-Growth maintains
data of a window to a UF-Tree by the following two rules:
(1) each tree node of its UF-Tree contains two probability
values and W support numbers; (2) when a new batch of
data is coming, it first removes the obsolete batch of data
from the tree and then adds new batch of data to it. If a
user requests the frequent itemsets of the current window,
it performs the frequent itemsets mining. Similar to the
algorithm UF-Growth, the main weakness of SUF-
Growth is that it requires a large amount of memory to
store UF-Tree, thus it costs much memory and time to
process the UF-Tree. The proposed algorithms in the
paper [10, 11] employ the damped window model, but
they still use the UF-Tree to maintain uncertain
transaction itemsets information.

IV. THE PROPOSED METHOD

The proposed algorithm UDS-FIM mainly consists of
three procedures: (1) creating a global UDS-Tree; (2)
mining frequent itemsets from the global UDS-Tree; (3)
removing the obsolete data from the global UDS-Tree.
We describe some structures used by UDS-FIM in
Section 4.1, give an example of the construction of a
UDS-Tree in Section 4.2, elaborate the algorithm UDS-
FIM with an example in Section 4.3, and discuss the
method of removing obsolete data from the current
window in Section 4.4.
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A. Structure of a UDS-Tree

Definition 7. Let itemset X = {X;, X3, X3, ..., X,} be a
sorted itemset, and the item X, is called tail-item of X.
When the itemset X is added into a tree T in accordance
with its order, the node on the tree that represents this
tail-item is called as a tail-node; a node that has no
children is called as a leaf node; a node that is neither a
tail-node nor a leaf-node is called as a normal node.
Before a transaction itemset is added into a UDS-Tree,
its corresponding probability values are appended to an

parent parent
name info 4— name

v v

children list children list

(a) structure of a
normal node

(b) structure of a tail-node
on global UDS-Tree

Figure 1.

The global UDS-Tree contains three kinds of nodes:
normal node, tail-node and leaf-node. The structure of
nodes is illustrated in Figure 1, where name is the item
name of each node, parent represents the parent node of
each node, and children list is a list of all the children
node of a node. Figure 1(a) shows the structure of a
normal node. Figure 1(b) and (c) show the structures of a
tail-node and a leaf-node respectively, where field info
and field addInfo include 3 sub-fields:

(1) count: the support number of the node;

(2) len: the length of itemsets;

(3) pro_ind: w lists, containing the indexes of TPA of
w batch data respectively (W is the width of the sliding
window).

The field addInfo is only used when we need to mine
the frequent itemsets of a current window, and is
removed from the tree after the mining process.

Definition 8. Let T be a prefix tree of the itemset Y.
When an itemset X containing itemset Y is added to the
tree T, the probability of itemset Y in itemset X, P(Y,
X), is defined as the base probability of itemset X on
the tree T.

The prefix UDS-Tree contains two kinds of nodes:
normal node and tail-node. The structure of normal node
is as same as that of a global UDS-Tree, as shown in
Figure 1(a). The structure of tail-node is shown in Figure
1(d), where info list is a list of info and the info includes 3
sub-fields:

(1) bp: w lists maintaining base probability values of w
batch data respectively (W represents the width of the
sliding window);

(2) pro_ind: w lists maintaining the indexes of each
TPA of w batch data respectively;

(3) item_ind: a list maintaining the indexes of all items
of a path in sub-TPA.
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array (we call it TPA, Transaction Probability Array). For
example, Figure 2(a) shows a TPA which maintains the
first 2 transaction probability values in Table 1; each
element of TPA is called a sub-TPA.

The proposed algorithm UDS-FIM needs two kinds of
tree structures: (1) global UDS-Tree, which maintains the
transaction itemsets of data streams; (2) prefix UDS-Tree,
which is used to maintain transaction itemsets having the
shared prefix itemset.

parent

? + count
info «— name —W addInfo Info list €—— name <

L L len

children list
(d) structure of a tail-node on
prefix UDS-Tree

The structures of nodes on a UDS-Tree

B. Construction of a Global UDS-Tree

al—»|{0.8,0.85,0.75} |[item[esnI]esn2]esn3]esnT[link root
a2—/{0.9,0.8,0.6,0.2} S 0.9 090
the first TPA C_[L.6 1.6
(a) the firs 143 143
al -] E_[0.75 0.75
o 102 0.2 =
= (d) the header table .~ Info:
(b) the second TPA 1:4:02}
linkl - [ < ] i 0.0
al-» link2 | .0 /
a2—>| link3 +[___| i o

(c) the third TPA (e) the tail-node table  (f) the global UDS-Tree

Figure 2. Processing the first batch of data

We illustrate the construction of a global UDS-Tree
using the transaction itemsets in Table 1. Assume each
window contains 3 batches of data, and each batch
contains 2 transaction itemsets.

Before construction the UDS-Tree with the transaction
itemsets, first create the following 4 data structures and
initialize them as null:

(1) TPA: we need 3 TPAs for maintaining the
transaction probability values of 3 batch of data in a
current window, as shown in Figure 2(a)-(c);

(2) Header table: the header table contains 6 fields
(item is the item name; esnl, esn2 and esn3 are the
expected support number of 3 batches data of the current
window, respectively; senT is the expected support
number of the current window; link records all nodes of a
corresponding item on a tree, but it is not shown in the
Figures for simplicity.), as shown in Figure 2(d);

(3) Tail-node table: the tail-node table maintains the
tail-nodes of each batch of data in the current window, as
shown in Figure 2(e);

(4) Global UDS-Tree: the root of which is initially set
as null.

Then process each transaction itemset by the following
steps:

Step 1: The probability values of all items in a
transaction itemset are stored to a TPA. For example, the
TPA in Figure 2(a) maintains the probability values of the
first batch of data; al and a2 in Figure 2(a) correspond to
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the probability values of the first transaction and the
second transaction of the first batch of data, respectively.

Step 2: The transaction itemset is added to a global
UDS-Tree. For example, the global UDS-Tree in Figure
2(f) is the result after adding the first batch of data; the
nodes “E” and “F” are 2 tail-nodes; as for the values of
the info field (such as “1;3;{1};{};{}” of node “E”): the
first value represents the support number, the second
value is the length of the itemset, and the values in the 3
braces ({}) represent the corresponding indexes in the
TPA of each batch of data in the current window (e.g. “1”
in the first braches on node “E” represents the first row
al of the first TPA in Figure 2(a)).

Step 3: The expected support number and link
information of each item are maintained to the header
table. For example, the header table in Figure 2(d)
maintains the header information of the first batch of data
(link is not shown in the Figures for simplicity).

Step 4: Each new tail-node of each batch of data is
maintained to a tail-node table. For example, linkl of the
tail-node table in Figure 2(e) links to all tail-nodes of the
first batch of data.

r item[esni]esn2]esn3[esnT[Tink]
al —{0.8,0.85,0.75} A T 16151 10057 |
a2-+/{0.9,0.80.60.2) |[B 00 [1.65] 255
C [Le [0.6 2.2
(a) the first TPA TA3[LI5] 2.6 Info
E [0.75 0.75 1,3,{1}
al —+{{0.15,0.8, 0.4} 0.2 0.2 L0
a2—+[{0.85,0.6,0.75) (d) the header fable Jor
(b) the second TPA | 1.3,{3,
linkl [ ] Info: || {130
P e R B e e F
S e R R 0

(c) the third TPA (e) the tail-node table (f) the global UDS-Tree

Figure 3. The result of processing the first two batches of data

a1 +{[08,085,075) |
a2—+{{0.9,0.8,0.6,0.2}
(a) the first TPA

a1-{{0.15,0.8,0.4} E
a2+ {0.85,0.6,0.75}

(b) the second TPA

a1/{0.6,0.25,0.3,0.5}
2 —»]{0.7,0.8,0.25)

() the third TPA

root

14,0},
1402340 .81}

() the global UDS-Tree

linkl =[]
link2 & -]
link3 - -]

(e) the tail-node table

Figure 4. The result of processing the first 3 batches of data

Figure 3 is the result after the first 2 batches of data are
processed. When the second transaction ((B, 0.8), (C, 0.5),
(D, 0.55)) of the second batch is added to the global
UDS-Tree, the node “D” on the path “root-B-C-D-F”
become a tail-node, as shown in Figure 3(f).

Figure 4 is the result after the first 3 batches of data are
processed. When the second transaction of the third batch
of data is added to the global tree, we just update the
information on the existing tail-node “D” of the path
“root-A-B-D”, as shown in Figure 4(f).

When the global UDS-Tree contains 3 batches of data,
frequent itemsets mining operation can be performed if
frequent itemsets are needed.
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Input: A UDS-Tree T,a global header table H, and a minimum expected
support number minExpSN.

Output: FIs (frequent itemsets)

(1) Add the information on info field on each leaf-node to the field addInfo;
(2) For each item xin H (from the last item) do

(3)  If(x.esnT=minExpSN) //x.esnT is from the header table H

4) Generate an itemset X = X ;

5) Copy X into Fls;

(6) Create a header table Hy for X;

7) 1f(Hy is not empty)

®) Create a prefix UDS-Tree Ty for X;
) Call SubMining(Ty, Hy, X)

(10) End if

(11) Endif

(12)  Pass the information of addInfo field to parent nodes;
(13) End for
(14) Return FIs.

SubProcedure SubMining (Ty, Hy, X)

(15) For each item y in Hy (from the last item) do
(16)  Generate an itemset Y= XU y;

(17)  Copy Y into FIs;

(18)  Create a header table Hy for Y;

(19) 1f(H, is not empty)

(20) Create a prefix UDS-Tree Ty for Y;
21 Call SubMining(Ty, Hy, Y)
(22) Endif

(23)  Pass the information of info list field to parent nodes;
(24) End for

Figure 5. Mining frequent itemsets from a global UDS-Tree

C. Mining Frequent Itemsets from the Current Window

1) The mining algorithm

The algorithm UDS-FIM employs the pattern-growth
approach like the algorithm FP-Growth for mining
frequent itemsets. The main differences between UDS-
FIM and FP-Growth lie in their tree structures and the

information maintained in their header tables. The
detailed mining algorithm is shown in Figure 5.
root
Info:
Info: || addInfo: ;’23}’{{}}’ 23,4041 2,
1.3.{1} || L.3.{1}, ot U2 || B2 [ fpor | [addinfo:
0L 0.0 Info- | [ addinfo- LA || 140
14,02}, || 1,442}, .43 | L3t
.0 .4

Figure 6. Adding a field addInfo on each leaf-node

Because the probability information on the global
UDS-Tree is used not only for the current window, but
also for subsequent windows, it cannot be modified when
the frequent itemsets is being mining. But the algorithm
UDS-FIM needs to modify the probability information
when it mines frequent itemsets. So we add a field on
each leaf-node to maintain the total probability
information of its path (name this field as addInfo, as in
line 1 in Figure 5); see Figure 6.
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addlnfo:
23,004 2.3.0.4
| 13.{2} 13,42} Info: addlnfo:
A0 00 Info || addinfo- 140, || L343
14,020, ]| 23,02}, G0 ] LAl

M 21 N
(SR8 {23.0

Info: || addInfo: 1.3.4).

2y
1.2,{1}, | 122U

Figure 7. After passing field addInfo on leaf-nodes “E” and “F” to
parent nodes

After the addInfo field on each node (we denote it as
Al) is processed, it is passed to its parent node according
to the following procedures if the parent node is not root
(and if the parent node is root, just set Al as null.):

(1) If the parent node contains an addinfo field (we
denote it as PAI), add the support number to PAI and
copy pro_ind of Al to the existing PAI; otherwise pass Al
to the parent node and perform the next procedure.

(2) If the parent node contains field info, add the
support number in info to the field addinfo and copy
pro_ind of info to the addInfo field. For example, Figure
7 is the result after passing addInfo on leaf-nodes “E” and
“F” in Figure 6 to corresponding parent node.

root

Info list
Infol:
item[esn__[sn [Tink {41.10.4},{0.25}},
B 165514 Info list count:2 {013,023},
C 1.58 [3 Infol: len:1 121
{10.853.4.00, Info list
(a) the s.ub header |\ ') Infol:
table of itemset {D} [(1} {{0.6}.{0.73,(}}.
{25021,
{1.2}

(b) the prefix UDS-Tree of itemset {D}

Figure 8. The prefix UDS-Tree of itemset {D}

The structure of a prefix UDS-Tree is different from
that of a global UDS-Tree. We illustrate steps of creating
a prefix UDS-Tree by an example. When the item “D” in
the header table in Figure 4(d) is processed, all nodes “D”
contains the field addInfo, as shown in Figure 7. There
are 3 branches containing node “D”. First, a sub header
table for the itemset {D} is created by scanning these 3
branches and their probability information on 3 nodes
“D”. Figure 8(a) shows the sub header table of the itemset
{D} which only contains items whose esn (expected
support number) are not less than 1.5. Second, a prefix
UDS-Tree needs to be created because there is more than
one item in the sub header table. The prefix UDS-Tree is
created by the following steps:

Step 1: Retrieve the first path “root-C-D” containing
the node “D” and its probability information addInfo, and
process the itemset {C} on this path by the following
Substeps:

Substepl.1: Insert the itemset {C} to a prefix UDS-
Tree which root is initially set as null;
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Substepl.2: Append the probability information to the
tail-node of the itemset {C}; the result is the path “root-
C” in Figure 8(b). “{{1},{},{}}” on the tail-node “C”
maintains the pro_ind information; “{{0.85},{},{}}”
maintains the bp information, e.g., “0.85” is the
probability of the itemset {D} in the first transaction of
the first batch; “{1}” maintains the item_ind information,
e.g., “1” shows that item “C” is the first element in the
corresponding transactions.

Step 2: Retrieve the second path “root-B-C-D” and its
probability information addInfo, and process the itemset
{BC} on this path by the following Substeps:

Substep2.1: Insert the itemset {BC} to the prefix
UDS-Tree;

Substep2.2: Append the probability information which
is obtained from addInfo to the tail-node “C” of the
itemset {BC}; the result is the path “root-B-C” in Figure
8(b). On the node “C” of the path “root-B-C”,
“£42},{2},{}}” maintains the pro_ind information ( two
“{2}” represent the second row of the first TPA and the
second TPA respectively); “{{0.6},{0.7},{}}” maintains
the bp information, e.g., “0.6” and “0.7” are the
probability values of the itemset {D} in the second
transaction of the first batch and the second batch,
respectively; “{1,2}” maintains the item_ind information,
e.g., “1” and “2” represent that items “B” and “C” is the
first and second element in corresponding transaction
respectively.

Step 3: Retrieve the third path “root-A-B-D” and its
probability information addInfo, and process the itemset
{AB} on this path by the following Substeps:

Substep3.1: Remove the item “A” that is not in the
sub header table from the itemset;

Substep3.2: Insert the itemset {B} to the prefix UDS-
Tree and maintains its probability information on its tail-
node “B”; the result is the path “root-B” in Figure 8(b).

2)  Anexample of mining frequent itemsets
The global tree in Figure 4(f) is used as an example here
to illustrate the detailed process of mining frequent
itemsets. The minimum expected support number is set to
1.5. The following are the detailed steps:

Step 1: Add the probability information on field info of
each leaf-node to the field addinfo of each leaf-node, as
shown in Figure 6;

Step 2: Orderly process the items “F” and “E” in the
global header table in Figure 4(d) by the following
Substeps:

Substep2.1: Because expected support numbers of
items “F” and “E” are less than 1.5, the field addInfo on
nodes “F” and “E” are passed to their parent node, the
result is shown in Figure 7.

Step 3: Process the item “D” in the global header table
in Figure 4(d) by the following Substeps:

Substep 3.1: Append item “D” to a base-itemset
(which is initialized as null; and each new base-itemset is
a frequent itemset), because the expected support number
of item “D” is not less than 1.5;

Substep 3.2: Create a sub header table for the base-
itemset {D} by scanning those paths containing node “D”;
the sub header table is shown in Figure 8(a) ;
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Substep 3.3: Create a prefix UDS-Tree for the base-
itemset {D} by scanning those paths containing node “D”
because the sub header table contains more than one
items; the prefix tree is shown in Figure 8(b);

Substep 3.4: Mining the prefix tree in Figure 8(b):

Firstly process the item “C” in the header table in
Figure 8(a). (1) Append the item “C” to the current base-
itemset and get a new frequent itemset {DC}; (2) Create a
sub header table for the current base-itemset {DC} by
scanning the paths containing node “C” in Figure 8(b);
and the sub header table is null; (3) Remove the item “C”
from the current base-itemset.

Secondly process the item “B” in Figure 8(a) and get a
new frequent itemset {DB}; do not need to create a prefix
tree because the new sub header table is null.

Substep 3.5: Remove the item “D” from the current
base-itemset.

Substep 3.6: Pass the field addInfo on nodes “D” to
its parent node.

Step 4: Process the item “C” in the global header table
in Figure 4(d) by the following Substeps:

Substep 4.1: Append the item “C” to the current base-
itemset and get a new frequent itemset {C};

Substep 4.2: Create a sub header table for the base-
itemset {C}; the result of the sub header table is null.

Substep 4.3: Pass the field addInfo on nodes “C” to its
parent node.

Step 5: Process the remaining items in header table in
Figure 4(d), and get one new frequent itemset {B}.

The first window of the dataset in Table 1 contains 5
frequent itemsets: {D}, {DC}, {DB}, {C} and {B}.

D. Removing Obsolete Data

root

1-»] item[esniJesn2]esn3]esn T[Nk
a A 0.15]1.3 |1.45
PN B T.65]L.05[2.7
C 0.6 [0.3 [0.9

(a) the first TPA L.15]0.25]14
a1—]{0.15, 0.8, 0.4} 2 0.5 10.5
a2—+{{0.85,0.6,0.75} (d) the header table

(b) the second TPA
-

al »[{0.6,0.25,0.3,0.5) i > i
12— 10.7,0.8,0.25) link3 [ ' f{f’z}_ Gl

(c) the third TPA (e) the tail-node table 0.4

(f) the global UDS-Tree

Figure 9. After removing the first batch of data

The tail-node table (see in Figure 4(e)) maintains all
tail-nodes of each batch of the current window. When
obsolete batch of data need removing, the useless nodes
can be removed from the global UDS-Tree by scanning
all tail-nodes of the obsolete batch of data.
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For example, as shown in Figure 4(f), when the first
batch of data are removed from the tree, there are two
tail-nodes: the node “E” on path “root-C-D-E” and the
node “F” on path “root-B-C-D-F”. The path “root-C-D-
E” can be removed because the node “E” on this path has
no children and there is no other tail-node on this path.
When processing the node “F”, just one node “F” is
removed because its parent node is a tail-node. After
removing the obsolete data from the global tree, clear the
first TPA and link1 on the tail-node table for the coming
data. After removing the first batch of data, the result is
shown in Figure 9.

V. EXPERIMENTS

In this section, we evaluate the performance of the
proposed algorithm UDS-FIM. In our experiments, we
also implemented a variant of the algorithm MBP to mine
uncertain data stream and denote the revision algorithm
as UDS-MBP. We compare the algorithm UDS-FIM with
the state-of-the-art algorithms SUF-Growth and UDS-
MBP on both types of datasets: the sparse transaction
datasets and dense transaction datasets. These three
algorithms were written in Java programming language.
The configuration of the testing platform is as follows:
Windows 7 operating system (64bit), 4G memory, Intel(R)
Core (TM) i3-2100 CPU @ 3.10 GHz; Java heap size is
2G.

Table 2 shows the characteristics of 4 datasets used in
our experiments. “|D|” represents the number of
transactions; “|I|”” represents the total number of distinct
items; “ML” represents the mean length of all transaction
itemsets; “SD” represents the degree of sparsely or
density. The real-world datasets connect and kosarak
were obtained from FIMI Repository [33]. The dataset
connect is a well-known dense dataset whose degree of
density is 33.33%; moreover, the length of each
transaction itemset is very long, i.e., 43. The dataset
kosarak is a sparse dataset whose degree of sparsely is
0.02%; it contains 990K transaction itemsets and is a
large dataset. The synthetic datasets T1014D100k, and
T2016D100K came from the IBM Data Generator [17].
Since these four original datasets do not provide
probability values for each item of each transaction
itemset, as suggested by literatures [4, 8, 15], we assign a
randomly generated existential probability of range (0, 1]
to each item of each transaction itemset. The runnable
programs and testing datasets can be downloaded from
the Google Code repository at
http://code.google.com/p/uds-tree/downloads/list.
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TABLE II.
DATASET CHARACTERISTICS
Dataset D] [1] ML SD (%) Type
connect 67,557 129 43 33.33 dense
kosarak 990,002 41271 8 0.02 sparse
T1014D100K 100,000 870 10 1.16 sparse
T2016D100K 100,000 980 20 2.03 sparse
TABLE III.
EXPERIMENTAL PARAMETERS
Parameters Description
min_exp minimum expected support threshold
w window size: number of batches in a window (#)
p batch size: number of transactions in a batch (K)

The algorithms UDS-FIM, SUF-Growth and UDS-
MBP can mine all frequent itemsets from a dataset, so the
main performance measures used in this paper are
running time and memory size. The experimental
parameters are listed in Table 3, and the parameter values
are chosen according to the characteristics of the datasets.
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A. Evaluation on varied minimum expected support
threshold

In this section, we illustrate the performance of the
proposed algorithm under varied minimum expected
support threshold while the window size and batch size
are fixed.
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Figure 10. Runtime under varied minimum expected support threshold

Because the dataset connect is more dense than the
other three datasets, the number of transactions in each
batch data is set as 5000 for connect, and it is set as
10000 for the other three datasets; the datasets connect,
kosarakt, T1014D100K and T2016D100K are divided into
13, 99, 10 and 10 batches, respectively. On these four
datasets, mining operation was performed on 10, 96, 7
and 7 consecutive windows respectively. Figure 10 shows
runtime comparison of the algorithms UDS-FIM, SUF-
Growth and UDS-MBP; Figure 11 compares the memory
usage on four datasets under different minimum expected
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support thresholds. In this case, UDS-FIM has achieved
the best performance among three algorithms. The reason
is that the number of tree nodes generated by UDS-FIM
is less than that by SUF-Growth (especially on real-world
datasets) and that UDS-MBP generates too many
candidates; for example, SUF-Growth generates 43732G
tree nodes while UDS-FIM generates 443G tree nodes,
and UDS-MBP generates 314086 candidates (on connect
with w=4, p=5000, min_exp=9%). As the minimum
expected support threshold decreases, the number of
candidate itemsets generated by UDS-MBP sharply
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increases on synthetic datasets. This leads to the sharp  Figure 10.
increase of running time of UDS-MBP, as shown in
10 —_ 5 40— 110415 SUF-Growth
130 —/— UDS-MBP
—O— SUF-Growth) 1004|—o— uDs-FIM
120 —— UDS-MBP
—O— UDS-FIM 90
110 /
. ~ 80
2100 <
2 >
S g0 g 70
§ 5
> g L 60
70 50
60 -y 40 M/OM
501 T T T T 301+ T T T T T
11.0 105 10.0 9.5 9.0 0.20 0.18 0.16 0.14 0.12 0.10
Minimum expected support threshold (%) Minimum expected support threshold (%)
(@) On the dataset connect (w=4, p=5K) (b) On the dataset kosarak (w=4, p=10K)
110 150
100 140 A/A——"’J\/A/A’/ﬂ
o A,/A/A, —— SUF-Growth 130 —O— SUF-Growth
—/— UDS-MBP A
—O— UDS-FIM 120 UDS-MBP
80 —O— UDS-FIM
= =110
270 =
> >100
o 60 o
é %E) % D/D___D_——D———D/D
50 80
40 e s A 0 o 70
30 600 e ——
o——
20 T T T T 50 - T T T T T
0.09 007 .05 0.03 0.16 0.14 0.12 0.10 0.08 0.06
Minimum expected support threshold (%) Minimum expected support threshold (%)
(c) On the dataset T1014D100K (w=4, p=10K) (d) On the dataset T2016D100K (w=4, p=10K)
Figure 11. Memory under varied minimum expected support threshold
/D
16384 2048
6192 —— SUF-Growth
—— X 1024
_— e e e
= 4006 7 5123 1 —— UDS-MBP
;’ ; —O— UDS-FIM
£ s £ 256
=4 2
E ‘€ 128
5 1024 P 5
& T 64
512 00— 9° T
W 32
256 o/o_/u
T T T T T 164+ T T T T
3 4 5 6 7 3 4 5 6
Number of batches in a window (#) Number of batches in a window (#)
(a) On the dataset connect (p=5K, min_exp=10%) (b) On the dataset kosarak (p=10K, min_exp=0.15%)
128 A\A\
128
o /
32 /‘E><A\A\ﬂ o4 —C— SUF-Growth
@ @ -Gro
s o Yy —— UDS-MBP
g —{— SUF-Growth £ UDS-FIM
= 16 UDS-MBP S o £
[=2] [=2]
£ —O— UDS-FIM £
c c
S 8 S
@ @
/O,/—o——o—o 16 —
43 o O/—
21+ T T T T 8- T T T T
3 3

4 5 6
Number of batches in a window (#)

4 5 6
Number of batches in a window (#)

(c) On the dataset T1014D100K (p=10K, min exp=0.05%) (d) On the dataset T2016D100K (p=10K, min_exp=0.1%)

Figure 12. Runtime under varied window size
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Figure 15. Memory under varied batch size

B. Evaluation on Varied Window Size

In this section, we evaluate the performance of the
proposed algorithm under varied number of batches in a
window while the parameters p and min_exp are fixed. A
mining operation was performed on each window.

Figures 12-13 show the performance (runtime and
memory consumption) of UDS-FIM, SUF-Growth and
UDS-MBP using the four datasets respectively when the
window size is changed.

From Figure 12, we can see that the performance of
the proposed algorithm UDS-FIM beats SUF-Growth and
UDS-MBP in terms of running time. The main reason is
that UDS-FIM generates less number of tree nodes than
SUF-Tree, and it does not generate candidates as UDS-
MBP, so UDS-FIM consumes less time to process tree
nodes under the same circumstances. (Note that Figure 12
(c, d) indicate an interesting feature: on synthetic datasets,
the number of candidates generated by UDS-MBP
decreases with the increase of the window size, so the
running time of UDS-MBP decreases when the window
size increases; however it still can not outperform UDS-
FIM).

Moreover, Figures 12 shows that the running time of
UDS-FIM is more stable with the increase of the window
size on sparse datasets, as shown in Figure 11 (c-d). As
the window size increases, the number of transaction
itemsets in each window increases, thus the memory
consumption of three algorithms increases with the
increase of the window size.

Figurel3 shows that UDS-FIM has better performance
than SUF-Growth and UDS-MBP in terms of memory.
This is because that UDS-FIM more efficiently
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compresses transaction itemsets to a tree than SUF-
Growth; moreover, it does not generate candidates and
maintains data of a window like UDS-MBP.

C. Evaluation on Varied Batch Size

In this section, we evaluate the performance of the
proposed algorithm under varied number of transactions
in a batch while the parameters w and min_exp are fixed.

As the batch size increases, the times of mining
operation decreases fast. For example, the mining
operation is performed 19 times with p =3K while 2 times
with p=13K on the dataset connect; it is 138 times with
p=7K while 55 times with p=17K on the dataset kosarak.
Thus the total running time (processing a whole dataset)
of the algorithms UDS-FIM and UDS-MBP decrease on
the datasets connect, T1014D100K and T2016D100K
though the running time of processing one window
increases with the increase of the batch size, as shown in
Figure 14 (a, c, d). Note that SUF-Growth generates a
bigger tree (too many tree nodes) with the increase of the
batch size, its running time of processing one window
sharply increases; this leads to increase of its total
running time though the times of its mining operations
decreases, as shown Figure 14.

With the increase of the batch size, the memory usage
increases, as shown Figure 15. However, UDS-FIM still
has achieves the best performance among three
algorithms in terms of runtime and memory usage.

VI. CONCLUSIONS

In this paper, we propose an efficient algorithm named
UDS-FIM for mining frequent itemsets over uncertain
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transaction data streams based on sliding window method,
and also propose a data structure named UDS-Tree for
maintaining uncertain transaction itemsets. Unlike the
existing algorithms on the discussed problem, whose tree
structures are not as compact as FP-Tree structure, the
data structure (UDS-Tree) in our proposed algorithm is a
tree as compact as the original FP-Tree. The algorithm
UDS-FIM firstly maintains probability information of
transaction itemsets to an array; then it maintains
transaction itemsets to a UDS-Tree and maintains indexes
of transaction itemsets in the array to the corresponding
tail-nodes. It mines frequent itemsets with just one scan
of database. The experimental results show that the
performance of UDS-FIM is better than that of SUF-
Growth under different experimental conditions,
including varied minimum utility thresholds, varied
window size, and varied batch size, on both real-world
and synthetic datasets.

In this paper, we just employed the sliding window
model, but the proposed tree structure UDS-Tree can be
applied to the landmark window model and the damped
window model for frequent itemsets mining over
uncertain data streams. Meanwhile, the proposed
algorithm can be adopted for parallel computing. After
the header table and the global tree are constructed, the
items in the header table can be processed by parallel.
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Abstract—Multi-tenant is the key feature for SaaS
application, however, the traditional indexing
mechanism has failed in multi-tenant shared scheme
database. This paper proposed a multi-tenant
distributed indexing mechanism. We create a global
index first and then create the local index by MapReduce
framework based on Hadoop. We also proposed the
process of index update and index merging.
Experimental results show that our multi-tenant
distributed indexing mechanism has a good
acceleration capability in creating index and high efficiency
in retrieval, and provide good isolation for tenants to protect
data safe.

Index Terms—multi-tenant, indexing, distribute, mapreduce

|. INTRODUCTION

In recent years, multi-tenant database schema which
should make a good balance between efficiency and
customized™ has become a hot topic for
SaaSPPlapplication. Several works have been presented
on design and implement multi-tenant database schema,
such as “chunk folding” ¥ . “pivot table” [5] . “xml
table” ® | “meta data driven” [V and so on, each
technique has its own characteristics and applicable
scenarios 1. However, the research on index of multi-
tenant database is still relatively lacking. The traditional
indexing mechanism has failed in these schemas for the
three reasons below:

(1)The traditional index ™% s created on the
ordinary data table column attributes which doesn’t
involve multi-tenant situation. When different tenants
search for result, the date obtained by the traditional
index contains too much other information which has
nothing to do with the tenants, it is a waste storage space,
while making a safety hazard for tenant's own data cannot
be isolated.

(2)The multi-tenant database needs to be extended
according to the tenants’ requirements, each schema has
its own method. For example, “chunk folding” store the
customized date in each chunk, “pivot tables” distinguish
and store the customized date in int and string column, in
“meta data driven” schema, different types of data will be
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stored in a varchar type field, tenants get the definition of
metadata first, and then navigate to the extended data.
Regardless of which kind of schema, it contains large
custom property data which belonging to different logical
column in the same column, the traditional indexing
mechanism has failed, and cannot support combined
index for multiple columns attribute.

(3)The date of each tenant is relative small and very
large for the whole multi-tenant database. In shared
schema model, it will consume a lot of time and take up a
lot of unnecessary disk space if we create a unified data
index in the traditional way, and the retrieval efficiency is
low for the large index file.

To solve this problem, researchers proposed some
solutions. In Force.com ™! Weismann used universal
Table "% to store tenant’s business data and stored the
logic index data in some pivot tables. It solved the
problem of homogeneous index column data object in
SaaS environment, but the article didn’t diccuss more
about data synchronization problems between perspective
tables and sparse tables, and the platform didn’t open its
index maintenance strategy. In paper ™Mt proposed a
cracking mechanism in mangoDB database. It is a query-
driven method, it dynamically adjust the order of the
tuple in each query in accordance with the the avl tree. To
transaction-based multi-tenant application, each update
must respond in a timely manner, so this query-driven
method has obvious defects. Kong lanju etc™lproposed a
multi-tenant index model in “key-value” schema, this
model extend the multi-tenant database and add a
indexing mechanism based on metadata. The model is
built in a single relational database, it didn’t explain the
mechanism in large concurrent which will lead overload
to single machine. In conclude, Stefan Aulbach proposed
in his paper: the ideal database system for SaaS has not
yet been developed, there left many problems to be
solved (1,

This paper proposed a multi-tenant distributed
indexing mechanism for SaaS application in cloud
computing environment. Firstly, we create a global index
and then create the local index by MapReduce”
framework. It makes a good isolation for each tenant.
Experiment showed that our mechanism has a good
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acceleration ability in creating index, tenants can search
their own data quickly and exactly.

Il. SYSTEM ARCHITECTURE

Figure 1 illustrates our proposed multi-tenant
distribute indexing architecture. There are five main
components in our design, including filter, source
extractor, indexing module, search module and the
distributed cloud storage system HDFS!®],

RESTful API

Java middleware

‘ source extractor ‘ ‘ Filter ‘

Index module Search module

‘ Global index

‘ Local index

‘ Global search ‘ ‘ Local search ‘

Hadoop
MapReduce

Distribute index
framework

Memory index

Index storage

‘ Local file system ‘

HDFS ‘

Figure 1. System architecture.

Our architecture has the following features:

(1) multi-tenant awareness and isolation

As Figure 2 shows, in the phase of creating global
index, the source extractor get the query result from
multi-tenant database by SQL, change the result set into
JSON sequence, generate key-value pairs with the
tenantid as output format. Then, put the key-value pairs
to their own index server cluster by computing the key
through distribute hash algorithm. This step implements
the initial isolation of tenants’ index data.

Physical SQL:

mysql>select p.projectid as id, p.projectname as name ,p.createdate as date, p.manager as manager,
d.value as desc from project p, customer_objects o, key_value d where o.object_name="project’ and
0.0bject_type="field’ and d.objectid=0.objectid and p.tenantid=o.tenantid and p.tenantid=1

Logic SQL:
mysql>select id,name,createdate, manager,desc from project where tenantid=1

Query result:«

ide nameo createdates
1+ SeCloud~ 2012-04-01~
2¢ 3DCampuse 2012-04-03<  lanneys
2012-05-03¢  Plutoe
2012-07-03~  Blocke

managers desce

Admin« It is for cloud computing+
A 3D map for visual campuse
3+ ImageCut~ New method to cut image ©

4+ openStacke infrastructure for Cloud computinge

Transform: «

el o

1d=0 {“name”:"seCloud”,"createdate”:"20120401","manager”:"admin”,"desc”:"it |
is for cloud computing”}+

1d=1 {"name”:"3DCampus”,"createdate”:"20120403","manager”:"Janney”,+
"desc”:” A 3D map for visual campus”}e

tenantlq " oo e o o P
Id=2 {“name”:” ImageCut”,"createdate”:"20120503","manager”:"Pluto”,"desc”:" |
New method to cut image”}¢

1d=3{"name":" openStack”,'createdate”:"20120703""manager”:"Block”,«

"desc”” infrastructure for Cloud computing”}

Figure 2. Source extraction
In the phase of creating local index, we get the
tenantid and field out from the JSON document and
joined them together as one field, then stored in the
inverted index™™® which is illustrated in Figure 3, this is
the secondary isolation.
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Figure 3. Inverted index
When tenant request for search, the filter obtained
the tenantid from context, locate to the index server
cluster by tenantid. In the phase of local search,
T={t1,t2,t3.....t|t]} is the feature dictionary of system,
U={ul,u2,u3...ujul} is the tenants’ collection,
F={f1,f2f3....fiff} is the fields” collection,
D=(d1,d2,d3....d[d]) is the documents’ collection, the
index can be represented as a collection of
I={<f.t,d>|r(ft,d,u)>0}, r(ft,d,u) is discriminant function,
it returns a positive value when t is the feature item of d
which joined f and u as a field. Suppose local search as
S={f,t,d,u},
D ()= (t.S)={d|(t.d)E 1} 1)
D(t) is the document collection of retrieve
vocabulary, @ is retrieval functions of local search. We
use r as discriminant function, and isolate the tenants’
search quest by (f,t,d,u).
(2) Index cluster grouping
Different tenants have different index cluster
groups. In each group, there is one server used as
namenode, and the left severs are datanodes. When
index data increases, we can increase the compute nodes
of the cluster group to improve performance.
Meanwhile, the Master/Slave model in each cluster
group ensure the availability of Indexing Service in the
case of internal nodes crash.
(3) Restful Api style
REST is proposed in a doctoral thesis in 2000, it is
suitable to use in the complex network environment.
Our proposed architecture used Restful interface to
implement data access and exchange both in the phase
of creating index and returning the search result, and it
has the following characteristics: Since the stateless of
communication itself, it allows different servers to
handle different requests in a series of requests to
improve server’s scalability. It can simplify the software
requirements by using browser as a client. REST
dependence is smaller than other mechanisms
superimposed on top of the HTTP protocol, and it don’t
need additional resource discovery mechanism. It has a
better compatibility in the software technology
evolution period.
(4) MapReduce Framework
We create local index by MapReduce framework.
MapReduce is a computing framework which process
and generate large data sets in map function, the
programmers design the processing of every data block,
and in reduce function, and there will be a reduction of
the intermediate results. Users only need to specify the
map and reduce functions to write distributed parallel
programs. When running on the MapReduce program
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on cluster, the programmer need not worry about how to
input data block, allocation and scheduling, at the same
time the system will also handle the failure problem of

some cluster nodes and the communication of inter-node.

MapReduce applications get a list of key-value pairs as
an input. The Map method processes each key-value
pair in the input list separately, and outputs one or more
key-value pairs as a result. map(key, value)-> [(key,
value)]. The Reduce method aggregates the output of
the Map method. It gets a key and a list of all values
assigned to this key as an input, performs user defined
aggregation on it and outputs one or more key-value
pairs.reduce(key, [value]) ->[(key, value)].
Parallelization in the MapReduce framework is
achieved by executing multiple Map and Reduce tasks
concurrently on different machines in the cluster.

1. SYSTEM ARCHITECTURE

A. Create Index

As figure.4 (a) shows, we use consistency hash
function on the machine node and the index data to
implement unified computing, mapping them in a circle
address space (0~232-1). After source extractor output
the key-value pairs:<tenantid,queryResult>, we calculate
the location of each pair by hash function on tenantid,
find out which master node it belongs to, read each line
of the value and generate the collection of original
documents, then build a global B+ tree index( Figure 5
shows), at last, we upload the documents to the master
node, save the global index file and original documents as
key-value pairs to HDFS which the tenant corresponding.

O+
25210 tenantle ..~{:;h?sh(tez1ant1)u

Terl masterl+

{a) addressspace+ (b) address mapping+
Figure 4. address space and mapping

15 22 ¥ 30 36 —p 45 50

Filedata | Filedata Filedata | Filedata Filedata | Filedata
Figure 5.Global B+ tree
Algorithm 1. CreatGloballndex
Input:<tenantid,queryResult>
Output:documents collection
Begin
1. Getcollection of Key as S
2. forkeyin$S // Iteration
get the distribution area R by hash function on key
get the MasterNodeL ocation by Inverse operation on
R
3. get the value by key
4. for value in V //second iteration,split the query
results
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docs=readline(value)
build B+ tree globalindex with docs
save<globalindex,docs> to HDFS
5. for doc in docs // third iteration,split docs to singal
doc
upload doc to MasterNodeL ocation
end for
end for
end for
END

B. Create Local Index

The master node in the cluster contains namenode
and is responsible for distributing task called JobTracker.
The slave node contains datanode and is responsible for
job runs called TaskTracker. There are four steps below:

Stepl. Master node divided the input files into N
blocks, and send them to N slaves, meanwhile, the
JobTracker send the CreatLocallnvertedindexMap .
CreatLocallnvertedIndexReduce function to each slaves.

Step2.Each slave machine run CreatLocallnvertedin
dexMap, resolve the input document, output <tenantid+fi
eld,term>as key-value pairs.

Step3.After sort the pairs in step2, each reducer runs
the CreatLocallnvertedindexReduce function, resolve the
input pairs, joins tenantid and filed as luence field, use
the terms as luence index value, then put the luence field
and luence value in a luence document model. At last,
output<tenantid, LuceneDocumentWrapper > as key-
value pairs.

Step4.In hadoop’s jobconf, we set the customized
class LuceneOutputFormat as the output format, call
luence index module to generate inverted index, save the
temporary index to the local path of reduce node, after all
reduce node finish, merge each index file for a complete
index file and copy it to HDFS.

Algorithm 2 MRCreateLocallnvertedindex
Input:documents collection
Output:index file
BEGIN
1.Init MapReduce,set and distribute mapreduce task
2.map(LongWritable key, Text text, OutputCollector<Te
xt, Text> output, Reporter reporter) //CreatLocallnvertedl
ndexMap task
get Fields by resolve input document
get Terms by resolve input document
for term in Terms // Iteration
set keyl=tenantid join field
set valuel=term
output(keyl,valuel)
end for
3.reduce(Text key, Iterator<Text> value, OutputCollector
<Text, LuceneDocumentWrapper> output, Reporter repor
ter) //CreatLocallnvertedIindexReduce
create luencedoc as luence document model
while iter.hasNext() // Iteration
get term from value
luencedoc.add(key,term) //put key and term into
luence document model
set key3= tenantid which obtained from key
set value3=format(luencedoc)
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output(key3,value3) //reduce output

4.get value in step3 and call luence index module to
generate inverted index

save the temporary index to the local path of reduce
node

If all reduce nodes finish

Optimization index and close

merge each index file for a complete index file

copy the index file to HDFS

END

C. Search Process

Stepl.When filter obtained the search request, insert
ed it into the user's queue, then get the tenantid as key fro
m the context, set the search request sentence as value, pu
t them into hash table: hashtable<Key:tenantid,Value:List
<SearchQuery>>. By this means, different tenants’ search

request is assigned to the corresponding master node.

Step2.When master node get the search request, it
identify fields and keywords by lexical analysis and
create a syntax tree by Syntax analysis, in figure 6.

NOT

(createdate=" 2010" AND
NOT manager<>’ Bruce’ ) OR
(enddate=" 2011’ ) AND NOT

(rootprojectid=" 001" AND

desc="testpeoject’ )

001 testproject

Figure 6. Request sentence and syntax tree
Step3.Master node get the local index file from
HDFS, obtain the document linked list by search in the
local index, then computing relevency between query
sentence g and document d through formula(2) below,
return the linked list collection by the order of relevency.

. i Liay W W a
scovelg dl = == === )
EIFH ~ FE uf FE.

Wi,q is the weight of the word i in document d
Step4.Master node get the global index and original
documents, search the linked list collection in the global
index, return the corresponding original documents.
Algorithm 3 GetSerachResult
Input:search request sentence
Output:result documents
BEGIN
1.get the tenantid from context
set hashtable=<Key:tenantid,Value:List<SearchQuery>>
Distribute search request to master node
2.init D
3.do lexical
SearchQuery
4.join tenantid and field, create search object
5.get inverted index from hdfs to memory
6.for t in SearchQuery // Iteration
get docs from inverted index with t
and docsto D
7.do boolean operations on D,merge the result
8.computing the relevency by formula(2),return the
documentid
9.get the original documents through search doucumentid
in global index
10.return result documents

analysis and syntax analysis with
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END

D. Index Update

Usually, indexing is a relatively time consuming
process, espasially when data set is very large but there is
less new record, it is too costly to rebuild the entire index.
In this paper, we choose main index plus incremental
index way to achieve index update. Firstly, we create a
synchronization table in the multi-tenant database, Figure
7(a) shows, then we set a refresh interval time, when
source extractor get the new data, it also update the
operation_id in the synchronization table. At last, source
extractor send the new data to master node and inform
that it is an incremental update, master node create an
incremental update index in the memory as Figure 7(b)
shows.

SyncTable

index {pk) l

id {pk)
operation_time
aperation_type I
operation_id .
Is_falied L
message

synchronization table (b} index update processe
Figure 7. Index update

(a

E. Index Merge

When the memory is not enough for growing index,
we need to merge the index in memory and hard disk.
Figure 8 shows the mode of index merge.

/ /
[ Hard disk ‘\\
|ndex\
/Memory\ KTemporary
|ndex / \ index

index | ]
Figure 8. Index merge
Algorithm 4 Mergelndex
BEGIN
1. seta Threshold
if memory> Threshold
add memory index to merge queue,create temporary
index
2. setinterval time t1,t2
if t>t1 save the temporary index to hard disk and
clean the temporary index
if t>t2 merge index in hard disk

END

/ 7
/ 1\
/ /

‘ Harddiskindex\‘ ‘\

\ \
-V
\

/ A
[ Harddisk |
index |/

IV. EXPERIMENT

The environment we conducted experiments on
contained 3 clusters, each cluster composed of 4 dual
processors nodes , each node has 1 GB of main memory.
The index data of tenants 1-10 are distributed in three
groups in the cluster. In each cluster, there was one
namenode and the left were datanodes. The operating
system was Linux Ubuntu 12. We write java client on
multiple hosts simultaneously to simulate multi-tenant
session, each client using multiple threads to achieve
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concurrent users, each session runned in its own thread
and got the target database by connection pool. Since
there is no standard data set for this task, we construct a
base schema of a particular business domain application
from the data schema in TPC-W database®”.We append a
tenantid column so that it can be shared by multiple
tenants as “Common tables”, we choose the “meta data
driven” schema to store the customized data. The purpose
of our experiment is testing the index creation and search
capabilities in our multi-tenant distributed indexing
mechanism.

A. Acceleration Capability Test

We simulate 3 tenants obtained the documents
collection from database , each document is a json
sequence which contained 22 key-value pairs. Table 1
shows the documents collection.
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S7:combination query 3:(1000<c_id<10000 AND NOT
c_zip=prifix(9018)) OR (10000<c_id<20000 AND
c_phone=prefix(7448))

TABLEL.
DOCUMENT SIZE
samples features
Tenantl 30000 22
Tenant2 120000 22
Tenant3 240000 22
TABLE 2.
RUN TIMES FOR CREATING INDEX
Tenantl Tenant2 Tenant3
1node 71s 252s 481s
2nodes 60s 195s 310s
3nodes 35s 122s 212s

From the experiment results (Tables 2 and Figure
9(a)) it is possible to see that the time of each job
decrease with the node increase, It means that we can
significantly improve the indexing processing capabilities
on the same scale data by increase the node. It should

also be noted that the real time is less than the record time.

This is because the background tasks of the mapreduce
framework are relatively slow to start, so each separate
mapreduce job that is started slows down the process. In
conclude, to different tenants, when the index data is
small, the acceleration capability can be ignored, so we
can reduce the computing node to save cost, when the
index data is large, we can improve the efficiency of
indexing by increasing compute nodes

B. Search Capabilities Test

In the first experiment, we create three index in
different size:73.7M,287.1M,538.8M. Now we simulate 3
tenants request for search, each tenant contained 100
users who send concurrent request. We test 7 types of
requests :S1-S7.Table 3 record the average time of per
user.

S1:get all document collections

S2:search value from all documents
S3:search in arange : 1<c_id<10000
S4:search by field value:Field=c_phone
S5:combination  queryl:c_id=111 AND
7448718095072587

S6: combination query2:c_zip=prifix(9364) AND NOT
c_id<10000 AND c_discount<0.4

c_phone=
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TABLE 3.
RUN TIMES FOR RETRIEVAL
a 81+ S2- 83+ S4- 85~ S6- 87¢
tenantle | 10mse| 11lmse| 31lmse 15mse 23mse TTmse §1lmse
tenant2¢ | 12mse| 112mse| 175mse TTmse 96mse | 272mse [ 403mse
tenant3¢ | 28mse| 137mse| 350mse | 115mse | 194mse | 362mse | 615mse
51 ¢
]
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Figure 9.Experiment result
From Table.3 and Figure 9(b) we can see that it
responsed fast in the case of concurrent retrieval, the
result returned in milliseconds. Though the retrieval time
is different in different request type, the impact on the
end user is very weak. To improve retrieval efficiency, it
is better to be avoided retrieve in the global scope, and
should add the field as filter. We can also concluded that
the index file size is an important factor affecting the
efficiency of retrieval. If some individual tenants have a
huge index data, we can add caching mechanism in the
retrieval phase, or split the index file and add distributed

retrieval algorithm to improve efficiency.

V. CONCLUSIONS

This paper proposed a Multi-Tenant distributed
indexing mechanism for SaaS application, which has a
good acceleration capability in creating index and high
efficiency in retrieval, and provide good isolation for
tenants to protect data safe. In future work, we will go on
researching on caching mechanism and distributed
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retrieval algorithm, for further optimize performance and
reduce costs.
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Abstract—The determination of process parameters in
Differential Pressure Vacuum Casting (DPVC) process
depends on the technologist’s experience, and thus the
optimized ones are usually determined through repeated
molding trial and repairing process. However, this can
result in problems of long production period and high cost.
So, combining case based reasoning (CBR), neural
network . agent model and fuzzy inference, a hybrid
intelligent model is proposed herein to solve this problem.
First, the CBR strategy is adopted for setting the initial
process parameters by simulating the technologist’s
reaction where technologists determines the optimized
parameters by referencing highly similar case from past
experience. If the CBR fails, the neural network reasoning
(NNR) strategy is applied to determine the initial process
parameters by imitating technologist’s “experience
reasoning” process; if no similar case exists, the agent
model reasoning (AMR ) strategy is applied to determine
the initial parameters. Finally, a fuzzy inference (FI) based
on expert knowledge is developed for revising defects and
optimizing process parameters during the molding trial
process until the part quality can meet the requirements.
Based on the intelligent model, the corresponding software
system is developed, and the experiment results show that
the system is effective and can be applied to practical
production.

Index Terms—Differential pressure vacuum casting, Case
based reasoning, Agent model, Fuzzy inference

. INTRODUCTION

Under the production condition of advanced
manufacturing, rapid tooling technology which is based
on rapid prototyping has become the researchers’ focus
recently because it has high capability of shortening the
manufacturing period and meeting the individual
requirements [1],[2]. DPVC technology is one of the
rapid tooling technologies and belongs to the range of

Manuscript received April 4, 2013; revised July 12, 2013; accepted
August 11, 2013.
Corresponding author: Haiguang Zhang, haiguangdd@shu.edu.cn.
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forming process in lower pressure. It involves uniformly
mixing two kinds of materials and defoaming step, then
they are poured into enclosed mould under pressure, and
finally the finish product can be obtained after sizing
process by heating. Determining the process parameters
of DPVC is a complicated task and involves lots of
experiences [3,4]. During the forming process, the mixed
material experience lots of physical and chemical action,
such as polymerization, crosslinking and solidification.
This thus increases the difficulty for controlling the
actual process. Analytical relation can’t be -easily
established between process parameters and finish
products and thus limits the application of traditional
optimization methods. Because of these constraints, for a
long time, the process parameters are obtained by
technicians through try and error method.

Recent years, with the rise of artificial intelligent
technology, many scholars and manufacturer in this
industry have done lots of research for optimizing
process parameters. With the aid of these technologies,
Y.J.Lee[5], Y.K.Shen[6], AthanasiosBikas[7] have
adopted the analysis software of mould flow and done
orthogonal tests of multiple factors for obtaining the
main effort of each factor which involved utilizing
ANOVA method to probe the efforts between process
parameters and quality of finished product. The results of
numerical emulation and experiment can give the advice
for determining the process parameters. However, for the
limitation of test scale, this method can’t reflect all the
possible cases, thus may lose the optimized solution.
Several researchers proposed neural network [8,9],
support vector machine [10], Grey theory[11], Kriging
model[12,13] and gaussian process[14] to optimize
process parameters. But the built models are limited to
specific products and can’t represent the general products.

Other scholars have introduced the artificial intelligent
technology to optimize process parameters. C.K.Kong
[15] has developed a process parameters determination
system on the base of case reasoning. K.Shelesh-Nezhad
[16] mainly discussed the correction technique in the
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process of case reasoning. He [17], Lau [18] proposed
NN model to determine the process parameters in the
plastic industry. Tan and Yuen [19] proposed the method
of multi-objective optimization to correct the defect
products. However, with the constraint of size of the case
library, CBR technology can’t ensure the process
parameters can give the right advice for producing the
acceptable products. The single defect correction system
requires the experienced technicians to set up initial
process parameters. Because of these restraints, the
above mentioned researches are limited to the
exploration of theory and these methods have not been
adopted for industrial practice.

In this paper, based on the actual system features of
DPVC process and combining CBR, NNR, AMR and Fl,
a hybrid recommending system for process parameters in
DPVC has been built to effectively emulate the repeated
molding process when determining the parameters and
obtain the optimized parameters.

Il. HYBRID INTELLIGENT MODEL

Following the idea of repeated molding and repair by
technologist to obtain optimized process parameters, a
hybrid intelligent model is constructed by combining
CBR, NNR, AMR and FI, shown in Fig.1.

I1l. PROCESS PARAMETERS RECOMMENDING

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

A. Case-based Reasoning Strategy

The core idea of the CBR is, based on relevant case
information, to find similar solution for new cases and
based on case differences, to adjust the solution
differences. The CBR implementing procedures are

shown in Fig.2.

ase
X
Case Iibra

case

ase
retrieval

retention
Fig. 2 Implementing procedures of CBR

The case description contains characteristics of
productC , materials performance M , and solution (P ),
as shown in Eq. (1).

case =[(C,M),P]

@)

([ €M M )] (P By P

where p; denotes process parameter
vector, i=1...n ,; P represents the vector space of the
process parameters; m. denotes material performance

Material and mould
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Fig. 1 The framework of intelligent model
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parameter vector, i=1...n; M represents vector space of
material performance parameters; C; denotes vector of

product characteristics, i=1...n ; C denotes vector space of
product characteristics.

The similarity of target case and source case can be
calculated following Eq.( 2):

Samij) = > IW, xS, (1< Y1V, x5, ()] ()

where W, and V; represent weight coefficient and

similarity of material performance, respectively;
S.(i) and S,, (j) , calculated following Eq. (3), are the

product similarity of characteristic between target and
source Cases.

1
Xobj X

S 3)

- 1+Ax

Src

where x,, denotes attribute factor value of the target

case; X, denotes attribute factor value of corresponding

source case; 4 denotes sensitivity coefficient, through
which local similarity can be adjusted. The materials
used in DPVC belong to reaction molding materials, so
process parameters vary widely between different
materials. Furthermore, for the same kind of material, the
characteristics of mold cavity determine the process
parameters. In this paper, mould cavity characteristics
(cavity volume, average thickness, the complexity of the
cavity) are used as the input and process parameters
(differential pressure, mold temperature, materials
temperature) used after having manufactured qualified
products as output.

In DPVC process, we set the thresholds of hierarchical
similarity as 0.95 and 0.80, respectively, as shown in
Table 1

TABLE I.
SAMPLE SIMILARITY AND HANDLING METHODS

Case No. Similarity Range Corresponding Operation

Directly employ the process

< .
0.95 < Sam(i.j) parameters of corresponding case

Samplel

Artificially adjust process
parameters through molding trial
process

Sample2 | 0.80 < Sam(i,j) < 0.95

If case-based reasoning fails,

Sam(i,j) < 0.80 employ IPM

Sample3

B. Neural Network Reasoning Strategy

The efficiency and performance of case-based
recommending strategy for reasoning process parameters
depend largely on the coverage of case library, case
retrieval and case adaptation. And in many applications
solely CBR recommending strategy is not sufficient to
guarantee the good performance of the system. Therefore,
the CBR recommending strategy needs to be
supplemented. Base on general regression neural
network, a forecasting model is established between
product characteristics and process parameters to predict
the process parameters.
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65

The  product eigen  value  of

random
variables X IS X, =(Cirew:Conews-+-Crnew)  »  FaNMdoM
variables Yy denotes regression with respect to the
product characteristics X, . f=(X.,,Y) denotes joint

probability  density  function  between  random
variables X and random

variable. Y., =(Piews Ponews - - -+ Prnew) TEPrEsents predicted
vector, and Y, can be calculated using Eq.(4).
[V (e y)dly
[ oy)dly

Density function f =(X,eys Y) Can be obtained by
characteristics of the product parameter vector x, and
process parameter vector vy, (i=1..n) from case library
though Eg. (5):

f=(eu Y)

_ L (%) (K X)

w200
n@2z) 2 o '

In Eqg. (5), Nis the number of same material cases in
the case library; g is the dimension of the product

characteristics x; vector, i=1...n; o is the width of the
gaussian function coefficient. Substituting f=(x.,,Y)

ynew :E(ylxnew ): (4)

(m-yi)z] (5)

1opl-=23

with f:(xnew,y) gives the predictive value of the
process parameters.

iYi eXp ['w]

= 20°
yneW: = (6)
. (Xnew _Xi )T (Xnew _Xi )
e M new “17 A new i/
le xp[ 5ot ]

The general regression neural network structure is
shown in Fig. 3

Input layer Model layer

Summationl Output
a layer

n

Fig.3 Structure of the general regression network

Training samples in the general regression neural
network are all from actual successful processing cases.
Of course, at the beginning, because of the limited
number of samples and data singularity, the library can
not contain all kinds of moulds, so network training is
ineffective, and still needs repeated molding trials. But
with the every ideal casting process parameters adding to
the library, robustness of the training sample data will be
getting better and better, the effect of the training will be
more and more accurate, and the recommended process
parameters will be much closer to the optimized ones.
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C. Agent Model Reasoning Strategy

If the case library doesn’t contain any information
about the new products, then the strategy of imitating
technologist’s “repeated molding trial” process is
employed. Based on the Kriging model and particle
swarm optimization algorithm, optimization model of
process parameter is established to solve the problem of
new products design and optimization.

min Cor max )y=Ff (x)=(f, (x),f, (x),....f, (X))
X=(PyPy Py ) € X
y=(f, (<).f, (),....F, (X)) € Y
st.  e(X)<0,i=L2,...m
Unlike the process parameter prediction model in

section B, x is process parameter vector, X is process
parameter space; y is indication vector of product

quality, Y is indicator vector space of the product
quality; f(x) is the relationship function between the
quality indicators and process parameters; e (x) is

molding process restrictions from molding machinery,
material ,etc.

Employ experimental design method to obtain
samples from the space of process parameter, and MPI

strategy to analyze the sample set S =[x, X,,....x,]" and
response set Y, =(y,.Y,,....y,) . Kriging model f(x) is

used to structure agent model between quality indicators
and process parameters.

Kriging model: , (x) = F (8. Xy )2, (¥) ®)
F (ﬂ:,e ’X>:ﬂl,e fl (X)+"'+ﬂp,e fp (X) (9)
where S, denotes regression coefficients, y,(x) is
represented by a linear combination of already known
training samplesY; .
J.(x)=cTY, (10)
This equation can meet unbiased estimate
E(Y,(X)-y.(x))=0 and the estimated variance

minimum condition min E((Y, (X) - y,(X))?) . Thus the

O

combination coefficients ¢ can be obtained, and Kriging
model constructed. Furthermore, partical swarm
optimization algorithm is employed to find the optimal
process parameters in solution space. The particle swarm
optimization process is shown in Fig.4.

Find individual and
extremal groups

Initiate particles
and speed

Calculate particle
fitness values

Update extreme Calculated the Determine velocity
individual and [@— particle fitness [@&— and the location
group values profile
A

Meet termination
conditions?

Fig. 4 Procedures of the particle swarm algorithm

Yes—» End
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I\V. DEFECT CORRECTION AND PROCESS OPTIMIZATION

Aiming at eliminating the defects of products after
molding trial, knowledge-based fuzzy inference system
is established to intelligently reivse the defects. The

)
E Fuzzy : rgs(())l?lilii;
Rule adjustor | Fw»—— ;@
[P assigner Ad_ll'lStm.ent
colligation
[P

Fuzzy Rule JL knowledge

library library

Fig. 5 Defect revision and process parameters optimization framework
defect revising and optimization framework for process
parameters is shown in Fig. 5.

There may be more than one defect in molding trial. In
order to revise the defects f (i=1,2,..., m), multiple

process parameters p,,i=1...n, should be adjusted. The
adjusting value of Ap, is affected most by the degree of

defect and the current process parameters of last molding
trial process. Therefore current value of process
parameters and defect levels are used as inputs in fuzzy
inference system, adjustment of process parameters as
the output. Thus all adjustment of all process parameters
can be obtained.

Designing fuzzy rules is based on if-then rules:if x is
X and Yis Y then Z isZ . Xis language variable,

representing “defect level” , and X is characterization of
defect levels, which is divided into { No defects, Slight,
Moderate, Serious },and scaled into the interval
[1,4]; Y is the characterization of the current process
parameters, and it is divided into {Tiny, Middle, Big},
and scaled into the interval [1,3]; Z is characterization of
the adjustment of the process parameters, and it is
divided into { Smaller, Slightly Smaller, Constant,
Slightly Larger, Larger }, and scaled into the interval [-
1,1]. Conventional triangular membership functions are
used for fuzzification of inputs.

The Max - min Composition operation from Mamdani
reasoning is used for fuzzy reasoning, and the method of
gravity center is used for parameter revision’s reverse
justification processing. The center of the area enclosed
by the membership function curve and the abscissa is
used as the value of the final output of the fuzzy
inference.

V. SYSTEM IMPLEMENTATION

Based on the above-mentioned model and
methodology, an intelligent recommending system for
process parameters, which is built on the platform of
Microsoft VisualC++, is thus developed. Taking
advantage of standard communication interface protocol-
TCP/IP, the communication between the proposed
system and the controller of the master
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machine can be realized. The developed system is mainly
composed of these functional modules: the module of
extracting information, the module of managing database,
the module of CBR, the model of NNR, the model of
AMR, the module of FBR, the module of reasoning and
explanation, the module of user interaction and the
module of communication with controller, shown in Fig.
6.

-I Module of extracting information |

-I Module of user interaction |

-I Module of communication with controller |

Module of CBR

Hybrid Intelligent

. Module of NNR
recommendation System

Module of AMR

Module of FI

-I Module of managing database |

-IModule of reasoning and explanati0n|

Figure 6 The functional modules of the system

(1) Module of extracting information: based on the STL
file, obtain the geometrical characteristic from the
mould cave;

(2) Module of user interaction: after having obtained the

#% Process Intelligent Decisian
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similar case through searching, the user can perform
the operation of judging and selection;

(3) Module of communication with controller: pass the
reasoning result to the controller through
communication protocol for mould trial;

(4) Module of CBR: through the retrieving, matching
and revising process, intelligently recommend
process parameters;

(5) Module of NNR: by learning cases with the same
material from the case library, establish the
prediction model between characteristic of the
product and process parameters for intelligent
recommending;

(6) Module of AMR: combining the knowledge library
with MPI, the relation model between process
parameters and the quality of the product can be
established for intelligent recommending;

(7) Module of FI: through the feedback and model of
fuzzy inference reasoning process, adjust the
corresponding the value of the process parameters;

(8) Module of managing database: manage the database,
including case library, rule and knowledge library,
to make the operation easy for the users, and extend
the case library and realize the self-learning function
for the system by saving the successful cases;

(9) Module of reasoning and explanation: explain the
procedures and result of reasoning process
parameters to the technicians for the judgment;

The system interface is shown in Fig 7.

Sratm Dattern Dutebase Habp
A ' [ ] F I
1 Material Volume{m®*3) Average wall thickness(mm)  Complex degree  Difference P {Mpa) Mold T £°C) Material T (*
FX245 oo 0,100 0200 0,037 70.000 25,000
? P45 0.100 0.100 0.300 0074 75.000
i PX245 oo 0,100 oann 211 75.000
b PX245 0100 0.100 0500 0,148 80000
< 0100 0,100 0600 0185 75 000
e e W Fagel ]
CBR GRMM — Agent Modle Optimization Fuzzy Inference
Material: Feees Material; Material: Shart shat >
Volume(m*3): 0.12 Open training sample Warpage ]
Average wall thickness (mm): " " Open test sample Air trap -
Complex degree: 0,08 SR Vs teiC A Train | Errer Fuzzy Infsrance I
similar degree detection = Optimization | Modification process parameters:
Reference process paramestars: process p 0 process D P (Mpa}
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Fig. 7 Interface of intelligent recommending system for process parameters

V1. SYSTEM APPLICATION

In order to test the performance of the proposed
recommending system, the cover of headlight of a certain
brand of motorcycle and one kind of shoe are employed

©2014 ACADEMY PUBLISHER

herein. The product prototypes and corresponding
moulds are shown in Fig. 8 and Fig. 9. The experiment is
conducted in V450N-VD vacuum casting machine,
designed and manufactured solely by Rapid
Manufacturing Engineering Center, Shanghai University,
China.
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Fig. 9 Prototype and mould of the shoes

Through retrieving the already existing cases, the
overall similarity of the shoe is 0.73 which is less than
0.80. This indicates that CBR fails. Through NNR for
reasoning process parameters, we can obtain the set of
process parameters: difference pressure is 0.0075Mpa,
mold temperature 70 °C and material temperature 20 °C.
After manufacturing using these parameters, the quality
of the shoe is shown in Fig.10.

Figure 10. The initial process parameters molding trial

We find that the defects of insufficient casting and air
bubble exist. Using fuzzy inference for revising defects
and optimizing process parameters, the adjusted process
parameters are: difference pressure is 0.009 Mpa, mold
temperature75 °C, and material temperature 30 °C. After
manufacturing using these parameters, the quality effect
of shoe is shown in Fig.11 which shows defects of
insufficient casting have disappeared and air bubble have
decreased, suggesting good product quality.
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Fig. 11 The initial process parameters molding trial

For the cover of headlight, technologists have tried
molding trial three times, but the final product still have
obvious air bubble and insufficient casting defects, as
shown in Fig.12. Because similar case with the same
material UP5170 can’t be found in the case, so case
reasoning and neural network reasoning strategies fails.

Figure 12.molded by molding personnel

Therefore, AMR for optimizing process parameters
recommending strategy is used to obtain initial process
parameters where difference pressure is 0.008 Mpa, mold
temperature 70 °C and material temperature 25 °C.
During the first mould trial process, the final product
doesn’t exhibit defects of insufficient casting and air
bubble, shown in Fig.13. The product quality is
obviously better than before.

Figure 13.molded by molding personnel
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VII. CONCLUSION

The traditional determination method for process
parameters in DPVC depends on technologists’
experience through repeated molding trial and repair
process to obtain the optimized ones. However, this may
give rise to the problem of prolonging production period
and thus increasing the cost in actual production process.
Therefore, a hybrid intelligent model is constructed
herein, employing CBR, NNR, AMR and Fl, to
intelligently recommend process parameters for DPVC.
The actual production cases show that, compared with
traditional method, this intelligent recommending system
can shorten the production period, reduce the cost and
improve the stability of product quality. Besides, it can
provide a new thought for solving similar problems in
other occasions.
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Abstract—UDDI is a universal description, discovery and
integration protocol. As a public registry of Web service, it
is designed to store information about each company and its
service. Traditional centralized service discovery structure
of UDDI service registration center does not apply to large-
scale service discovery. When all the services register to a
center, the service bottleneck, failure of single point and the
poor scalability defects will occur. In addition, traditional
service matching mechanisms are mainly based on
keywords method which lacks of semantic description and
makes the service publisher and demanders cannot reach a
common semantic understanding. This will lead to the
problems of semantic conflicts and low accuracy that
seriously affects the precision and recall of service matching.
To address these shortcomings of the centralized service
discovery structure of UDDI, we propose a distributed
semantic service registration center which is in the
construction of loosely coupled P2P network enabled the
progressive massive search. In the P2P distributed network,
there can be a large number of nodes to store the
registration information which is suitable for large-scale
service because of the adaptivity, scalability and good fault
tolerance characteristics. In order to reduce the number of
concurrent transmitted packets, the advanced ant colony
algorithm is introduced to forward packets by probabilistic
choice. The results comparison with the traditional
algorithm is given through the simulation experiments and
it has shown that the proposed method has good
performance for the distributed service discovery

Index Terms—UDDI, P2P distributed network, Semantic,
Ant colony algorithm

l. INTRODUCTION

The emergence of e-commerce is an important change
of combining business and the information technology
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together. At the same time, the service-oriented is another
breakthrough which provides a variety of opportunities to
find new customers, supply flow and new service for
business entities [1-3]. Web service architecture is
accomplished through a series of open protocols and
specifications. The most important three protocols are
SOAP (service-oriented architecture), WSDL (Web
Service Definition Language) and UDDI (universal
description, discovery and integration). UDDI is the key
technologies for service publishing. It provides universal
description, discovery and integration of Web service and
the Web service lookup operation can be implemented
with the combination of UDDI and WSDL. The core
components of UDDI is the UDDI business
registry,which describe the business entities and their
Web service in XML file. The information provided by
the UDDI business registration consists of three parts of
the white, yellow and green pages respectively [4-7].

Traditional UDDI service registry center utilizes the
centralized service discovery model where all service is
concentrated in one server. The lookup method of this
structure is simple and the speed is relative fast. However,
the drawbacks are the existence of a single point of
failure, performance bottlenecks, and not suitable for
large-scale service discovery [8-11]. On the other hand,
UDDI service description is commonly in form of the
WSDL documents that does not support non-functional
semantic description and attributes of service quality,
which is not suitable for the semantic extension of service
description [12-16]. Requirements of service demanders
cannot be well described in the WSDL documents and it
only supports simple keyword comparison for the
technical details as well.
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To overcome the disadvantages of the centralized
structure of UDDI, the P2P distributed network is
proposed in many researches [17, 18]. In the P2P network,
there can be a large number of nodes storing the
registration information and it is suitable for large-scale
service due to the adaptivity, scalability and good fault
tolerance characteristics. However, information searching
algorithm of the fully distributed unstructured P2P
network has certain blindness due to the low routing
efficiency and poor scalability. For large-scale distributed
service, the service discovery efficiency is not very high.
The current solutions are of the following aspects.
METEOR-S proposed the creation of a shared ontology
[19]. Each UDDI service registration center in the P2P
network maps the registered service on it to one or more
ontology concepts and then use the shared ontology to
organize the P2P topology. Chen etc. proposed to use
DNS to manage P2P nodes[20]. However, these proposed
methods are mostly tightly coupled.

As a capable language that can express the service
capabilities, adopting semantic description for service
registry architecture can provide good intelligence [21,
22]. Registration center of UDDI service introduces
semantic annotations so that services and ontology
concepts can be associated together. Utilizing ontology
concept identifications which are already associated with
Web service in the semantic routing table so that it is not
to deal with the UDDI server but the service on UDDI
server when conducting the route searching processes. At
the same time, the concept ID and server ID are bundled
in the routing table can solve the problem of mapping
between service and servers.

In this paper, an improved distributed service
discovery algorithm based on agent and the ant colony
algorithm was proposed for the Internet on the basis of
constructing the semantic routing. For the service
discovery mechanisms in the P2P network, ontology-
based knowledge was introduced for publishing and
discovering the web services in the service registry.
Concepts and relations in ontology were superimposed to
the network to construct the service request routing to
improve the service discovery and query capabilities.
Through the analysis of Comparative experiments with
the Spay and Wait protocol, the proposed algorithm has
shown better performance in many aspects.

The article is organized as follows. Section 2 provides
the main theory of the advanced semantic routing method
based on ant colony algorithm. The evaluation results are
illustrated in section 3 by comparing the proposed
algorithm with the Spay and Wait protocol. Section 4 is
our concluding remarks.

1. Algorithms

A. Figures and Tables

The basis of the algorithm is to construct the semantic
routing table. The identifications of a routing table on the
regular network are constituted by IP addresses, while the
semantic routing table consists of the identifications of
the concepts from the ontology knowledge base.
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Semantic routing table is shown in Table 1. Concept
represents the concept in the ontology which is associated
with the specific service. Next hop represents the next
server of the local server which leads to reach the server
where the concept Ci is located. Hop count is on behalf of
the total number of the hops to the destination server
when node Nj serves as the next hop. Pheromone
represents the pheromone left by the ants.
TABLE 1:

THE SEMANTIC ROUTING TABLE

Next Hop
Concept Pheromone
hop  count
Ci Nj m phi
Ci Nk n phj
Cj Ni k phk
Ck Nj

B. Improve the Ant Colony Algorithm

It has the advantage of high convergence rate and has
attracted a lot of scholars engaged in the study of the
theory and application of it.

Ant colony algorithm is a kind of modern swarm
intelligence algorithm inspired by the behavior of ants
foraging process. It has the advantage of high
convergence rate. In the ant colony algorithm, each path
has the distribution of ant pheromone. Note that the
pheromone is a kind of special chemical odor left on the
path in the process of ants moving.

P2P service discovery is not to find a target node, but
to find all nodes where the target services locate as much
as possible. Therefore, this paper proposed an advanced
protocol algorithm (ASW) based on the Spray and Wait
protocol and ant colony algorithm.

In the proposed algorithm, packets transmitted by the
P2P service discovery agent are corresponding to the ants.
The agent searches for the appropriate service agent
based on semantic routing table, which means to search
for the ontology concepts associated with the appropriate
services. The concepts of qualifying the searching
conditions in the routing table may be multiple and the
pheromone will be the basis for probability of selecting.
When found the appropriate service, the agent will update
the routing tables and pheromone along the path, through
which the semantic routing table can be dynamically
maintained. A service may correspond to more than one
ontology concept and the searching algorithm is
applicable.

C. Routing

The delivery of messages is represented by the ant
walking. First, the agent queries the ontology concept ID
associated with the services to be searched in the routing
table. If there is no appropriate ID, k nodes will be
randomly selected for packet forwarding. If multiple
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concept IDs are filtered out, the probability of reaching
the target node according to the routing list will be
calculated according to the pheromone. The probability
selection formula is as follows.

[Tij O/ dij g
P 5: Z [z O] [1/dis]ﬁ

scallowed,

jeallowed, (i) D
0 Others

k

Pijis the probability value under the condition that the
k-th ant at the i-th node sets the j-th node as the
Tij (t)

destination; is the pheromone dispersed on the

allowed, (i
path of the i-th and j-th node at time t; k( ) is

the non-visited nodes when the k-th ant is at the i-th node;

the distribution of & and B represents the degree of
importance for pheromone and visibility.

The greater 7 (1) is and the shorter the distance
between node i and node j is, the probability of the path ij
being selected will be greater.

K nodes around will be selected to transmit the

Pi

package according to the value of

D. Update of the Pheromone

After finding the target service, the agent needs to
update the density of the pheromone on the passing paths

. . (1)
as the routing basis of other agents. ”() will be
updated at each iteration, as shown in the formula below.

7y (t+at) < Zm: AT:; (2)

k=1

k
. AT .

M is the number of antsand " is the incremental of

the pheromone at the k-th interation. The calucation

AT
formular of " is as follows.

Q
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E. Life Time Control

In order to control the packets (ants) roaming around
network, a life cycle TTL is set for every packet. When a
packet is produced, TTL of it is set to an initial value and
it decreases byl when forwarded once only if the next
node is not the destination. If the next node is the target
node, then TTL stays unchanged. These measures are
conducive to the messages (ants) to search more service.
When TTL is 0, the ants automatically die.

F. Maintaining the Semantics Routing Table

In the beginning, when each server node is registered
to the P2P network, the ontology concepts which are
associated with the local server should be broadcasted to
the neighbors to construct the initiate routing table. Every
concept forms a routing entry. The next hop is the local
server and the number of the hop is 1. The pheromone is
set to the initiate pheromone value. After the ants
roaming and finding the target node where target service
located, the update process including the hops, next hop
and the pheromone will be adopted.

I1l. EXPERIMENT

The simulator ONE is utilized to provide the
opportunity network environment. The parameter settings
for the ant colony algorithm are as follows. Alpha which
stands for the importance degree of pheromone is 1. Beta
which stands for the importance degree of the heuristic
factor is 5. Q which is the pheromone increasing strength
coefficient is 100. Rho which is the pheromone
evaporation coefficient is 0.5. The Simulation duration is
set to 200s, 300s and 500s.

For the protocol need to select k rounding nodes as the
next hop target nodes, we set k=1, k=3 and k=6 to during
the experimental measures respectively. The comparative
experiment was done by comparing with the Spay and
Wait protocol (SW) marked as SW.

The results analysis was done by collecting the
simulation performance reports. The number of the
sending packets is shown in Table2.

TABLE 2:

CONFLUENCE OF THE ARRIVING RATES FOR THE SENDING PACKAGES

L if (i, j) etour done by ant k (3

aty =1 L time 0.2 0.3 0.5
0 otherwise k=6 8 23 73
Lk is the total length of paths after the k-th ant gy 6 10 17
completing travelling around. Q is a constant to control
- k=3 26 38 65
the increasing speed of ~ i .
k=1 1 1 3

At the same time, pheromone on each route of the

routing table regularly volatilizes. The pheromone wifl
volatile to none if haven’t been update for a long time
which means the services associated with ontology
concepts of the target node may be canceled or the target
node has exited the network. The pheromone evaporation
formula is as follows.

7 (t+at) < o (1) , Where p € (0,1). “)
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According to Table 2, Figure 1 can be made. From the
figure, the number of the sending packets increases in
turn of k=1, k=3 and k=6 when utilizing the proposed
routing algorithm based on ant colony algorithm, While
the number of packets produced by the SW algorithm is
between the number of k =1 and k = 3.
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Figure 3 is made according to Table 4. It can be found

80
g /" that the arrival rates of the sending packets increases in
g 80 — turn of k=1, k=3 and k=6 when utilizing the proposed
S a0 // DR routing algorithm based on ant colony algorithm. The
2 £ 20 | —-—SW arrival rate of the sending packets produced by the SW
5 M e algorithm is the greatest.
E 0 o . I i [ = 12
£ 0.2 0.3 0.5 : z
3 5 1 m; m, {
Simulation time (ks) ] .
g é 0.6 e S — ——k=6
Figure 1: Confluence of the arriving rates for the sending packages @ E ’ = ———W
The number of messages reaching the destination is ,_E 04 k=3
shown in Table 3. 2 02 )
TABLE 3: = ———— | ——r=l
CONFLUENCE OF THE NUMBER OF MESSAGES REACHING THE
DESTINATION 0.2 03 0.5
time 0.2 0.3 05 Simulation time (ks)
k=6 3 7 11 Figure 3: Confluence of the arrival rates of the sending packets
SW 6 10 17
k=3 3 5 8 The average delay is shown in Table 5.
k=1 1 1 3 TABLE 5
CONFLUENCE OF THE AVERAGE DELAY
Figure 2 can be made according to Table 3. From the -
figure, the number of the messages reaching the time 0.2 0.3 0.5
destination increases in turn of k=1, k=3 and k=6 when k=6 85333 123857 16
utilizing the proposed routing algorithm based on ant ' '
colony algorithm. The number of packets reaching the SW 4.2667 3.83 3.4824
destinations produced by the SW algorithm is the most.
" k=3 7.2333 8.38 7.2625
= / k=1 2.7 2.7 2.6333
§ 14 /
S g i b
2F 10 /" ——k=6
£% 8 ./ s — S Figure 4 can be made according to Table 5. It can be
o _~ . found that the average delay increases in turn of k=1, k=3
o= j 4= — = and k=6 for the proposed routing algorithm based on ant
'§ 5 = =kl colony algorithm. The average delay produced by the SW
= 03 03 05 algorithm is between the results of k=1 and k=3.

Simulation time (ks)

18

Figure 2: Confluence of the number of messages reaching the 12
destination &
The arrival rates of the packets are shown in Table 4. ﬁ 10 — ——k=6
g 8 T —m-sw
TABLE 4: 5 ° k=3
CONFLUENCE OF THE ARRIVAL RATES OF THE SENDING PACKETS z ¢ I —i ——lI -
2 T ‘ T —=k=1
time 0.2 0.3 0.5 0 | |
0.2 03 0.5
k=6 0.5 0.7 0.6471
Simulation time (ks
SW 1 1 1
k=3 05 05 0.4706 Figure 4: Confluence of the average delay
k=1 0.1667 0.1 0.1765

The return rate is shown in Table 6.
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TABLE 6:
CONFLUENCE OF THE RETURN RATE

time 0.2 0.3 0.5
k=6 0.2 0.8 0.8
k=3 0 0.2 0.8
k=1 0 0.2 0.2
SW 0.6 0.6 0.6

Figure 5 can be made according to the Table 6. It can
be found that the return rate increases in turn of k=1, k=3
and k=6 for the proposed routing algorithm based on ant
colony algorithm. The return rate produced by the SW
algorithm mostly does not change with the simulation
time.

09
0.8
0.7 /
w 0.6 g ik il
® /
= 0.5 / ——k=6
3 04
] / —-—sw
€ 03
k=3
0.2 —————
———k=1
0.1
(1]
0.2 03 0.5
Simulation time Cks)

Figure 5: Confluence of the return rate

IV. CONCLUSIONS

On the basis of the semantic routing algorithms, this
study proposes a novel distributed service discovery
algorithm based on the ant colony algorithm by
introducing the probability selection mechanism. The
messages choose the next hop by the probabilistic choice
in accordance with the distribution of the pheromone.
Through the simulation procedures, the proposed
algorithm has shown the superiority at the return rate of
messages and so on, compared with traditional SW
protocol.
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Abstract—Software systems are critical assets to
organisations as they support important business processes
and workflow. To maintain the value of these assets, the
requirements of software systems must evolve whenever
there are changes in business needs. A key problem to
organisations is implementing requirements change to the
existing software systems. Such initiatives need proper
analyses so that their effects could be determined before
resources are spent. Impact analysis is therefore an
important step in requirements change management. As a
project, any change implementation involves risks. It is thus
necessary for impact analysis to consider risk factors for
implementing requirements change. However to date, the
risk factors concerning requirement change are not much
explored. This paper aims to identify the risk factors for
implementing requirements change. The risk factors were
identified through two qualitative approaches, namely a
review of related work and a focus group study. The former
involved fifty published articles and the latter concerned
five domain experts. The collected risk factors from both
studies were analysed by using content analysis. The risk
factors form a risk model for analysing impacts of
implementing requirements change. The model helps
practitioners to assess the viability of requirements change
requests.

Index Terms—requirements change management, risk
factor, impact analysis

I. INTRODUCTION

Software is dynamic and changes rapidly in order to
respond to various business needs. There are many causes
of software changes. One of them is due to addition and
modification of requirements. Requirements change takes
place in both development and maintenance phases [1].
One fourth of requirements change occur during
maintenance phase [2]. As compared to development,
requirements change that happens during maintenance is
more costly since the software has been put into operation
and used by its users [3].

Users issue requirements change through change
request forms, which information is used during impact
analysis. Impact analysis analyses current environment
and foresees the possible effects on the existing software
when implementing the requested change. The results of
impact analysis guide the Change Control Board (CCB)
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to decide whether the requested change should be
implemented. Any approved change request is indeed a
software project where its scope, cost and schedule for
implementation are defined. Impact analysis therefore
needs to be accurate in order to avoid the failure of such
projects.

As a software project, it is necessary for CCB to assess
risks during impact analysis for requirements change [3].
Risk is an event that triggers unwanted conditions that
could bring harm and loss to a project. Risks are managed
through a set of action plans [4]. Risk assessment in
particular involves risk identification, risk analysis and
risk prioritisation [5]. Despite its importance, it is
uncertain how to incorporate risk assessment during
impact analysis for requirements change.

The key aspect of risk assessment is the categorisation
of risk factors. The aim of this paper is to explore the risk
factors that should be analysed during impact analysis
concerning projects involving requirements change. The
individual risks are collated from theoretical and
empirical work as a conceptual model that shows the
interrelationships among several categories of risk factors.
The model acts as a guide for assessing risks in
implementing requirements change. The paper is
organised as follows: Section 2 provides the related work
on the subject matter. Section 3 briefly explains the
methodology used. Section 4 presents and elaborates the
proposed model. Finally, Section 5 concludes the paper
with a summary that outlines the main findings and future
work.

Il. RELATED WORK

Requirements change has been a critical issue in
software development projects. One particular issue in
requirements change is how to deal with the requirements
change before implementing them. A proper process of
managing requirements change can ensure the successful
implementation of the change. The critical step in
managing requirements change is to decide either to
accept or reject the requested change [6,7]. Such a
difficult decision has to be made by a dedicated technical
committee, namely Change Control Board (CCB) through
impact analysis [8,9]. During impact analysis, the
affected elements will be analysed [10]. To date, it is
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uncertain how CCB should analyse the impacts of those
elements and subsequently decide the way forward [11].

Users issue changes in requirements through change
request forms. A change request form contains change
attributes such as reasons, types and sources of change,
which are necessary for project team to understand the
request [12]. Requirements change normally affects
software and hardware of the current system. When
considering a change request, source code [13,14],
documentation [15], tools [16] and architecture [14] of
the existing software are examined to assess the impacts.
The change in software normally causes some changes in
hardware and vice-versa. The changes in hardware
include memory usage [17], performance [3] and
platform [18]. The change is complex if it involves a new
software or hardware technology that has not been used
in prior projects [19,20].

Requirements change also concerns human aspects.
Project team is responsible to analyse the change request
forms received from users. To ensure the feasibility of the
change, assessing the project team’s capability such as
skill, knowledge, experience and motivation during
impact analysis is important [21]. On the other hand, user
involvement is necessary so that the users are aware of
the systems’ operations after the change [22].
Furthermore, the users can also provide information
about the current system and clarify the change that they
requested [23].

Although requirements change provides an opportunity
for a software system to improve its value, it triggers risk.
Improper implementation of requirements change can
cause late delivery, cost overrun, low product quality and
sometimes failure to the entire software project [24].
Therefore, it is important to analyse the risk factors in
implementing the requirements change through impact
analysis [3]. The risk factors are indeed the affected and
affecting elements of the change. The analysis of the
these elements helps to reduce the ripple effects and
unforeseen outcomes before the change is implemented
[3].

Requirements change initiatives are considered as
software projects and thus, risk factors concerning
projects also apply to them. Inexperienced, lack of
knowledge and skill among project team members are
widely known project risks [19]. In addition, lack of
commitment from team members towards the project and
ineffective communication between team members and
users also impede project success [20]. Besides project
team and users, a project is also risky if it fails to gain
support and commitment from the top management [20];
[25]. Furthermore, the number of third party involved [20]
and degree of dependency on them also contribute to
project risks [25].

Both technical and non-technical elements mentioned
above influence the schedule and cost to implement a
requirements change. A study shows that optimising the
schedule can result in significant time saving to
implement the change [26]. There are four factors related
to cost in requirements change, namely the number of
project team members and consultants as well as project
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duration, size and scope [27]. Inaccurate judgment of the
affected and affecting elements may cause in inadequate
allocation of time and cost for implementing the change
[19,20].

The review above indicates that there are various
elements that are deemed necessary when managing
requirements change. As the elements contribute to the
success or failure of a requirements change project, they
are considered as risks. The identified risk however are
scattered and treated discretely. It is unclear how these
risks influence each other and can be classified as risk
factors of implementing requirements change.

I1l. METHODOLOGY

The purpose of this study was to identify the risk
factors of implementing requirements change. The
identified risk factors could help CCB to assess the
impacts of the requested requirements change and decide
whether the project team should implement it. In order to
ensure the identified risk factors are holistic and practical,
the study employed both theoretical and empirical
approaches. The former concerned a review of previous
studies whereas the latter involved a focus group
interview with practitioners from software industry. Fig.
1 illustrates the research design, which contains the main
activities involved in the study.

Research Questions

Formulation
A 4 y
Data Collection Data Collection
(Theoretical) g (Empirical)
v v
Data Analysis

Model Development

Figure 1. Research design
The following paragraphs explain each activity briefly:
e Formulate Research Questions

In general, the study aimed to answer the following
research questions. The questions were generated based
on a preliminary study made on the subject matter.

What are the risk factors involved in implementing
requirements change? How do these factors relate to
each other during impact analysis of requirements
change implementation?
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e Collect Theoretical Data — A Review

The objective of the review was to determine the risk
elements concerning requirements change
implementation as a software development project, which
should be analysed during impact analysis. The keywords
used in searching the articles therefore included “change
impact analysis”, “software change impact analysis”,
“requirements change impact analysis”, “requirements
change”, *“software change”, “software risk” and
“software development risk”. There was about one
hundred articles found but only fifty were selected for
further analysis. The other fifty articles were rejected, as
they are not relevant to the study. The searching was
performed on several prominent online databases. The
articles were from year 1995 until 2012 that covered both
journals and conference proceedings. The findings of the
review can be found in the earlier study [28].

e Collect Empirical Data
Interview

— A Focus Group

In order to confirm the risk elements found in the
literature, a focus group interview with several domain

experts and practitioners from the industry was conducted.

Focus group is a planned discussion to gather information
of interest in a permissive and non-threatening
environment [29]. The approach was selected because it
captures ideas and background regarding process and
product through first degree contact and direct access to
participants [30].

The focus group employed the approach suggested by
[31]. The interview used semi-structured questions,
which were constructed based on the risk elements found
in the review. The questions also adopted the factors
proposed by [32,33]. Prior to the real session, a pilot
study was conducted with five software developers. The
purpose of the pilot study was to validate the accuracy
and completeness of the questions as well as the
feasibility of the session. The feedback received from the
pilot study was used to improve the planning of the real
session.

Predefined selection criteria of informants were set in
order to ensure the gathered data would be meaningful.
The potential informants must possess more than ten
years of experience in software development and must be
involved in requirements change management process.
To fulfill this requirement, the study employed purposive
sampling [34]. The study identified and invited eight
informants to the session. A formal invitation letter was
sent to them, which contains information regarding the
focus group session such as purpose, impact of the study,
date, time and venue. Only five informants agreed to
attend and thus the response rate was 62%. All of them
were government servants. Table 1 provides brief
background information about the informants.

The focus group session took about two hours and was
video-recorded. Before the session commenced, the
author explained the procedure and acquired participation
agreement from the informants through consent forms.
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TABLE I.
INFORMANTS’ BACKGROUND

Agency System Informant Designation
A Al 11 Head of project

A2 12 Head of unit
B B1 13 Head of project

B2 14 Head of unit

Cc C1 15 Head of unit

e Analyse Data and Construct the Model

The collected data from both theoretical and empirical
work were transcribed and analysed by using content
analysis. Content analysis is a research technique for
making replicable and valid inferences from text to the
contexts of their use, in a way of providing knowledge,
new insights, a presentation of facts and a practical guide
to action [35]. The first step was to identify the
significant risk elements based on frequency analysis.
The elements were grouped into several distinct risk
factors. Table 2 tabulates the significant risk factors
concerning requirements change management found in
the review and the focus group interview respectively.
Each risk factor constitutes the corresponding risk
elements. Most elements were present in both work
(marked with /). Nine elements (marked with X in
“Theoretical-Review” column) emerged only from the
empirical work. Since the experts in the focus group
strongly advocated these items, they therefore were
included in the model. The numbers in brackets represent
the number of informants mentioned about the elements.
For example, 4/5 means four out of five informants
agreed on the element. In terms of importance, the
informants ranked the risk factors from the most
important to the least as follows: Project Team,
Identification of Change, Software, Hardware, User, Top
Management, Planning of Change Implementation,
Strategic Planning, Technology Standard and Third Party.
The risk factors were categorised into four main
components, namely People, Process, Product (EXisting)
and Organisation. The second step was to connect the risk
factors systematically and conceptualise them as a model.
The detailed description of the model is included in the
next section.

IV. THE MODEL

Figure 2 below illustrates a risk model of requirements
change impact analysis. The model contains four
essential components: People, Process, Product (Existing)
and Organisation. Each component consists of several
risk factors and the corresponding risk elements that need
to be considered holistically during impact analysis for
implementing requirements change. The risk factors are
interconnected during the process. The arrows between
the risk factors in the model indicate the relationships that
they have on each other.
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TABLE II.
RISK ELEMENTS AND FACTORS FOR REQUIREMENTS CHANGE
Component Risk Factors and Theoritical ~ Empirical
Elements -Review -Focus
Group
(Frequency)
People User
Involvement / 1 (5/5)
Knowledge / / (5/5)
Commitment / / (4/5)
Communication / / (5/5)
Readiness X / (3/5)
Cooperation / / (3/5)
Project Team
Skill / / (5/5)
Knowledge / / (5/5)
Experience / 1 (2/5)
Motivation / / (2/5)
Commitment / / (5/5)
Communication / / (5/5)
Top Management
Support / / (5/5)
Commitment / / (5/5)
Third Party
Number of third / / (2/5)
party involved
Dependency to / / (4/5)
external agents
Process Identification of
Change
Reasons / / (5/5)
Type / / (3/5)
Source / / (4/5)
Planning
Effort / / (5/5)
Scheduling / / (5/5)
Cost / / (3/5)
Product Software
(Existing) Source code / / (3/5)
Software / / (5/5)
architecture
Tools / / (4/5)
Documentation / / (2/5)
Integration X 1 (3/5)
Interface X / (3/5)
Hardware
Memory space / 1 (3/5)
CPU / 1 (2/5)
Performance
Platform / / (2/5)
Integration X / (3/5)
Interface X / (3/5)
Organisation Technology Standard
Software X / (4/5)
Hardware X / (4/5)
Strategic Planning
Policy X / (4/5)
Goal X / (4/5)

The People component consists of user, project team,
top management and third party. Normally, the user
issues a change request through a change request form.
The project team is responsible to review and analyse the
change request and estimate the change. To ensure
comprehensive analysis and estimation, the project team
should possess appropriate skills, knowledge and
experience about the system. In addition, the project
team’s motivation and commitment during impact
analysis are also essential. The project team also needs to
communicate effectively with the user. Due to incomplete
and ambiguous information in the change request form,
the project team often requires further elaboration from
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the user. User involvement is therefore important. The
user must understand the change that he or she raises. He
or she also must cooperate and commit when analysing
the impacts. Changes normally cause resistance among
users. Consequently, it is necessary to measure users’
readiness before implementing the change.

After identifying and understanding the requested
change from the user, the project team has to estimate the
change. When estimating the effort, cost and schedule of
the change, the project team requires commitment and
support from the top management. The effort may need to
be adjusted based on the approved cost and permitted
schedule by the top management. The number of third
party involved in the project and the degree of
dependency towards them also influence the planning of
change implementation.

The Process component contains two main activities
concerning impact analysis, namely identification of
change and planning of change implementation. The
identification of change is based on the information
included in the change request form. It is important to
identify the reason, type and source of the change in order
to analyse the urgency and impacts that they would bring
to the existing product. On the other hand, the latter
concerns the planning of effort, schedule and cost based
on the involvement of third party and top management,
project team’s capability, existing hardware and software
capacity as well as organisational settings.

The Product component encompasses the existing
hardware and software. Software comprises source code,
software architecture, tools and documentation. Based on
the information stated in the change request form, source
code is analysed to determine the possible affected parts
by the change. Changes to source code normally require
software architecture and current documentation to be
updated. Moreover, changes in a particular software
component can affect the hardware especially the
memory space, CPU performance and platform.

Subsequently, changes to hardware may entail certain
software configuration. A large system may integrate and
interface with other systems. The integration and
interface happen at the software and hardware levels. Any
changes made to these components require modification
to their dependencies. Through the product analysis, the
estimation of the affected elements can be determined.

The  Organisation  component  contains  the
organisational technology standards and strategic
planning. Technology standards refer to specific
hardware and software criterion specified by the
organisation, which have to be adhered to in any software
development and maintenance  projects. Each
organisation possesses strategic plans such as policies
that outline its roadmap and strategies to be taken in order
to fulfil its vision and mission. To ensure software
development strategies align with organisational
strategies, any change implementation must be checked
against both the technology standards and strategic plans
set by the organisation. These requirements are
considered when planning the effort, cost and schedule of
change implementation.
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V. CONCLUSION AND FUTURE WORK

This paper has discussed the risk factors together with
the corresponding risk elements concerning requirements
change, which should be considered during impact
analysis. They were gathered through a literature review
and a focus group interview involving experts. The risk
elements and factors form a risk model that could guide
practitioners in assessing the risks of implementing
requirements change. Rather than relying on conventional
wisdom, practitioners could currently execute the impact
analysis more guided and systematically.

The study was broad-brush and qualitative. The
findings should therefore be refined and strengthen
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further by confirming the risk elements and factors
guantitatively through a large scale survey. In addition,
the quantitative analysis enables the generation of
specific metrics for measuring the risk elements and
factors. The model could then be extended as a risk
measurement model for requirements change initiatives.
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Figure 2. A Risk Model of Requirements Change Impact Analysis
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Abstract—JAPROSIM is a well designed library, free and
open source that adopts the popular process-interaction
worldview. It is implemented in Java programming
language allowing deep access to its powerful features and
can serve as a basis for the development of dedicated object-
oriented simulation environments. The paper presents
architecture and major components of the library. The
process-interaction world view adopted by JAPROSIM is
discussed. A modeling example is given in order to highlight
JAPROSIM capabilities. Important features of JAPROSIM
are summarized and suggestions for improving our work
are given.
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Simulation, JAPROSIM, Process-Interaction Worldview,
Java-based modeling and simulation.

|. INTRODUCTION

The formalism used by a simulation language to
conceptualize a domain or system is called its
“worldview”. Three worldviews are commonly used to
model the dynamics of discrete-event systems: Event-
Scheduling, Process-Interaction and Activity Scanning.
The process-interaction worldview is often convenient for
describing the queuing nature of higher-level stochastic
systems. Simulation models can be implemented in a
variety of languages. From an external point of view, the
principal component of simulation software is the
simulation language (SL) which allows description of
simulation models and their dynamic behavior [1].

Today, Object Oriented Modeling (OOM) is largely
recognized as an excellent approach that deals with large
and complex systems through abstraction, modularity,
encapsulation, layering and reuse. A conceptual model is
obtained by decomposing a real system in a set of objects
in interaction. Each object represents a real world entity
that encapsulates state and behavior. A class is a template
for creating objects that share common related
characteristics.  Object-Oriented  Simulation (OOS)
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benefits from all the powerful features of the OOM
especially model conceptualization which is one of the
early steps in a simulation study.

JAPROSIM is an object-oriented simulation library,
free and open source that adopts the popular process-
interaction worldview. The library is implemented in Java
programming language allowing deep access to its
powerful features. The library is divided into packages to
organize the collection of classes into important
functional areas. It is easy to build discrete event
simulation models using JAPROSIM, either for
experimented programmers in Java or for simulation
experts with elementary programming knowledge.
JAPROSIM can serve as a basis for the development of
dedicated object-oriented simulation environments.
Furthermore, since Java has been commonly adopted as a
teaching language in Computer Science area, JAPROSIM
may also serves as an academic material for teaching
discrete event modeling and simulation [2].

The rest of the paper is organized as follows: In section
2, we present an overview of related work. Architecture
and major components of the library are presented in
section 3. In section 4 we discuss the process-interaction
worldview adopted by JAPROSIM. A modeling example
is given in section 5 in order to highlight JAPROSIM
capabilities. In Sections 6 and 7 we summarize important
features of JAPROSIM and provide suggestions for
future improvements of our work.

Il. RELATED WORK

A large research effort has been devoted to enrich
mainstream languages as C, C++, Java, Python with
simulation capabilities [3]. The most common choice is to
provide the additional simulation functionality through a
software library. Independently of the architectural level
at which they are provided (application, library,
language), the simulation capabilities embody a world
view for their users. The world view is essentially the set
of concepts that constitute the basic elements available to
the modeler to compose and to specify the simulation.
The diverse world views are functionally equivalent, but
differ in expressive power and in terms of computational
efficiency. The idea of building process-oriented
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simulations using a general purpose object-oriented
programming language is not original and several tools
were developed in this way. For example, both of
CSIM++ [4] and YANSL [5] are based on C++, while
PsimJ [6], JSIM [7] are based on Java. Discrete Event
Simulation tools written in Java, like PsimJ and SSJ [8]
are well designed and freeware libraries but not open
source. Silk [9] is also well designed but is a commercial
tool.

There is also a large collection of free open source
libraries, we may consider for instance:

e JavaSim [10] is a set of Java packages for building
discrete event process-based simulation, similar to
that in Simula and C++SIM.

e Simjava [11] is a process based discrete event
simulation package for Java, similar to Jade's
Sim++, with animation facilities.

e jDisco [12] is a Java package for the simulation of
sys-tems that contains both continuous and
discrete-event processes.

e DESMO-J [13] is a framework which supports
both event and process worldviews.

e SimKit [14] is a component framework for
discrete event simulation, influenced by MODSIM
I and based on the event graph modeling.

SimJava and JSim are among the first implementations
of the thread-based class of simulators. These early
efforts pay particular attention to web-based simulation
and to the Java Applet deployment model. Many
simulators aim at replicating the functionality and design
of Simula in Java. For example, DesmoJ supports
advanced process-oriented modeling features. These
include capacity-constrained resources, conditional
waiting and special process relationships  as
producer/consumer and asymmetric master/slave. SSJ is
designed for performance, flexibility and extensibility. It
offers its users the possibility to choose between many
alternatives for most of the internal algorithms and data
structures of the simulator [3].

JAPROSIM is not a java version of any existing
simulation language as Simjava or JavaSim. There are,
however, unique aspects in JAPROSIM that lead to
fundamental distinctions between our work and others.
For example, JAPROSIM embeds a hidden mechanism
for automatic collection of statistics. This approach
enables a clean separation between implementing the
dynamics of the model and gathering data, so traditional
performance measurements are automatically computed.
The model can thus be created without any concern over
which statistics are to be estimated, and the model classes
themselves will not contain any code involved with
statistics. This leads in more code source clarity.
Nevertheless, users could, if needed, implement specific
statistics collection using different classes offered by the
JAPROSIM statistics package. This feature makes the
key difference between JAPROSIM and the other discrete
event simulation libraries written in Java. Exception is
made for SimKit which already offers this possibility, but
which uses a different modeling approach based on event
graphs [2].
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I11.THE JAPROSIM LIBRARY

The JAva PRocess Oriented SIMulation (JAPROSIM)
library is part of an ongoing project that aims at providing
an advanced visual interactive simulation and modeling
environment for Discrete Event Systems (DES) [2]. The
library is currently divided into six main packages:

o kernel: a set of classes dealing with active entities,
scheduler, queues and resources.

e random: contains classes for uniform random
stream generation.

o (distributions: contains a rich set of classes for
useful probability distributions.

e statistics: contains classes representing intelligent
statistical variables.

e gui: a set of graphical user interface classes to use
for project parameterization, trace and simulation
results presentation.

e Ultilities: a set of useful classes for express model
development.

We will focus on the simulation kernel and the random
and statistics.

A. The Kernel Package

The kernel package is at the heart of JAPROSIM. It is
made up of classes dealing with active entities, scheduler,
queues and resources. A UML class diagram of the kernel
is given below.

Resource SimProcess Queue

+ availability : TimelntStatyar
-~ resourcesList : Vector

+ seizef) : void
+releasel) -vaid

EntityCompare

+ compared :int

#lock: Ohject

- mainLock : Ohject

+ sched : Scheduler

# entitiesList: Hashhap
+time : double

- capacity : int
- length : TimelntStatvar
~gueuesList: Yector

+ body) - vaid

# processResumed)  void
# mainResumed : vaoid
#disposed :void

+insert : void

+ removed) : void

+ getlengthd : int
+ getCapacity) : int

StalicEntity
Entity
+ arrivalTime : double : ﬁ?ndgo\;;ﬂd Scheduler
+usedQueuss :Hashiap | M | seizeb vaid

+ inserty) :void + released : void - g : RandomStraarm
+ remove() - waid

+ runid :woid

+ passivated : void
+hold( : void

+ hodyi) : vaid
+ runi) : void

Figure 1. The Kernel class diagram.

The coroutine like mechanism is implemented trough
SimProcess, Scheduler, StaticEntity and Entity classes. A
coroutine program is a collection of coroutines which run
in quasi-parallel with one another. Each coroutine is an
object with its own execution state, so that it may be
suspended and resumed. Our aim in the design of
JAPROSIM was putting a great emphasis into following
the semantic of SIMULA but the design itself is not close
to it. The advantage of this approach is that design is
simpler without explicit coroutine class support and the
semantics of facilities that are well-known and
thoroughly tested through many years use of SIMULA
are completely supported. Native support for
multithreaded execution is a fundamental aspect to the
implementation of a natural process-oriented modeling
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capability in Java. Every active entity’s life cycle is
executed in a single separate thread.

B. The Random and Statistics Packages

Random number generators (RNGSs) are the basic tools
of stochastic modeling. The random package provides the
RandomStream interface which represents a base
reference for creating Random Number Generators. Each
RNG must rewrite the RandU01() method which
normally returns a uniformly distributed number (a Java
double) in the interval [0, 1]. JAPROSIM provides a set
of well known good RNGs see [15] and [16], as Park-
Miller, McLaren-Marsaglia and RandMrg in which the
backbone generator is the combined multiple recursive
generator (CMRG) proposed in [17]. The setSeed(long[]
seed) method is used to specify seeds instead of default
values.

The user can define its own RNG by implementing the
RandomStream interface. To be used with JAPROSIM,
an instance of the user-defined RNG must be assigned to
the Scheduler’s static public attribute rng. A prosperous
set of discrete and continuous Random Variate
Generators (RVGs) is offered by the distribution sub-
package. This set covers typically most practical
distributions to be used in discrete event simulation.
However, the user could supply it with additional RVGs.

uoeb.japresim.random.distributions |

Uniform

+ Uniform (a:double, b:double)
+ sample ():double

+ getUpper ():double

+ setUpper (u:double)

+ getLower ():double

+ setLower (l:double)

Triangular

+ Triangular (a:double, bidouble, ¢:double)
+ sample ():.double

+ getLower ().double

+ setLower (l.double)

+ getUpper ():double

+ setUpper (up:double)

+ getMedian ().double

+ setMedian (m:double)

Figure 2. The distribution sub-package.

The statistics package provides two useful classes.
DoubleStatVar class dealing with time-independent
statistical variables (having double values) as response
time and waiting time in a queue. It implements the
mechanisms for keeping track of observational-based
statistics and must be updated every time its value change
using the update() method. TimelntStatVar class is used
for time-dependent statistics (with integer values) such as
a queue length or number of customers in a system.
Typically, the user instantiates the desired class, then puts
and updates it in the appropriate code locations. The
placement of statistical variables and their update is a
source of several pitfalls. For this reason we have
enhanced automatic placement and update of those
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variables for the most known and useful performance
measures.

IV. PROCESS-INTERACTION WORLDVIEW IN JAPROSIM

The origins of the process-interaction worldview can
be traced to the authors of SIMULA. It provides a way to
represent a system's behavior from the active entities
point of view. A system is modeled as a set of active
entities in interaction. Interaction is a consequence of
competition and/or cooperation for the acquisition of
critical resources. A process-oriented model is a
description of the sequence of processing steps these
entities experience as they flow through the system. Each
active entity’s life cycle consists of a sequence of events,
activities and delays. A routine implementing an active
entity requires special mechanisms for interrupting,
suspending and resuming its execution at a later
simulated time under the control of an internal event
scheduler. This can be achieved using special
programming languages that offer at least a SIMULA’s
coroutine like mechanism, thus programming languages
offering multithreading like Java are suitable.

In JAPROSIM, active entities are transient entities
moving through the system (dynamic entities). An
entity’s life cycle is a sequence of active and passive
phases. On one hand, an active phase is characterized by
the execution of the relevant process. Normally this
corresponds to the events during which system state
changes without progression of simulation time. On the
other hand, passive phases are characterized by activities
and delays. So the relevant process is suspended while
simulation time advances. Events are the criterion of
scheduling which explain the use of a future event list
(FEL). After a process is suspended, the scheduler
resumes and decides of which is the next process to
reactivate according to the system state and the FEL. The
scheduler is a special process that coordinates the
execution of a simulation model. Processes are executed
in pseudo-parallel and only one (which has the imminent
simulation time) is running at any instance of real time.
Simulation processes may execute concurrently at any
instance of simulation time. Hence the scheduler executes
in alternation with other simulation processes.

This shared behavior is modeled through the
SimProcess abstract class which extends the Java Thread
class. The method processResume(Entity €) is called by
the scheduler to reactivate a simulation process and
mainResume() is called by a simulation process to
reactivate the scheduler. Each simulation process has its
own lock object. Locks are used in combination with
wait() and notify() to synchronize implementation threads
instead of the Java deprecated methods suspend() and
resume(). A thread which calls any of the previous
methods will block on its own lock after notifying the
appropriate one. Schedule(Entity €) is a synchronized
method offered by the SimProcess class which could be
called by the scheduler or by a newly created simulation
process for an appropriate insertion into the FEL. At the
end of its life cycle, a simulation process calls
automatically the dispose() method to reactivate the
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scheduler without blocking itself. So the corresponding
thread could be terminated. This leads to free occupied
memory and improve simulation performance. Otherwise
this may cause a Java runtime error as we experienced

with an academic version of the commercial package Silk.

Specific behavior of a simulation process is normally
described using the dedicated abstract method body(). It
must be rewritten to be an ordered sequence of method
invocations terminated by an implicit automatic call to
dispose(). The behavior of the scheduler is also described
using this method. Since SimProcess is abstract, it is
intended to be extended. A new class is created to model
simulation processes. The Entity class provides the basis
for defining classes that obey to the process-oriented
simulation worldview. This class is declared to be
abstract, so instances of Entity can not be created directly.
Instead, modelers define their own classes that extend
Entity and describe the dynamic behavior of the
corresponding system components in terms of the
process-oriented methods inherited in particular from
those classes.

Each class derived from Entity runs in its own thread
of execution, a capability inherited from SimProcess. The
Entity class provides the implementation of the run()
method which in turn invokes body(). The user is
required to supply the body() method. Four remarkable
methods are offered: insert(), remove(), seize(), hold()
and release(). They could be used to model familiar
queuing scenarios. The passivate() method is used to wait
until a specific system state is reached (ex: waiting for a
resource to be free). Since the thread will be suspended
and inserted into the passive list (PL) after a call to
passivate(), this call is typically used within a while()
loop. Each time the scheduler takes control; it starts
reactivating suspended threads in the PL first, then
dealing with the FEL. So such a reactivated thread would
have the opportunity to return back to the PL, if there is
no expected evolution in the system state.

The abstract class StaticEntity is used to model the
behavior of active entities that have not the ability to
move. Typical examples of those entities are “intelligent
resources”. StaticEntity derives directly from SimProcess.
Since The Entity class is used to model dynamic entities,
it derives from StaticEntity and defines two new methods
insert() and remove(). The other methods: seize(), hold(),
release() and passivate() discussed previously are defined
in the StaticEntity and hence inherited by Entity.

The scheduler proceeds in two phases. First, it
reactivates each thread in the PL. So the reactivated
thread checks for expected changes in the system state
and may return back to the PL as it may continue
executing the rest of its operations. Secondly, the
scheduler picks the imminent simulation process from the
FEL and reactivates the corresponding thread. These two
phases are repeated as long as the simulation experiment
termination condition isn’t verified. The Scheduler class
has an attribute rng which is an instance of a random
number generator and could be customized by the user.
The EntityCompare class implements the Java
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Comparator interface and is used to implement priority
gueuing mechanism.

The Resource class represents a passive entity
characterized by a capacity. Generally, a simulation
process seizes some units of a resource to accomplish a
service and releases them later. The hold() method of the
StaticEntity class is used to specify the service duration.
The Queue class models a space for waiting which may
be limited. It provides an ordered list where entities (or
other user-defined types) can reside. Typically, an entity
is inserted into a queue by having it activate the
insert(Queue g) method of the Entity class. There is no
implicit conditional status delay logic associated with
gueues, which means that the entity's thread of execution
is not suspended pending some system status evolution.

Modeling conditional status delays is the realm of the
while() and passivate() constructs. As a consequence, an
entity can reside simultaneously in any number of queues.
This feature can be particularly convenient in collecting
certain types of system statistics related to waiting times
or queue lengths. Another important distinction is that the
removal of an entity from a queue could be independent
of the ordering of the queue at the time of removal. Users
are required to explicitly identify the entity to be removed
at the time of removal. Typically this is accomplished by
having the corresponding entity activate the
remove(Queue q) method of the Entity class. While
entities are generally inserted and removed from queues
using the insert(Queue q) and remove(Queue q) methods
of the Entity class, the same tasks can be accomplished
using the insert(Entity e) and remove(Entity e) methods
defined in the Queue class.

V. USING THE JAPROSIM LIBRARY

In order to promote understanding JAPROSIM
capabilities, we present an example which illustrates a
simplified simulation model of a TV inspection and
adjustment process as described in [18]. It gives a good
impression of the wide applicability of simulation in
production and logistics.

In this model, an arriving TV is first inspected at an
inspection station. If a TV is found to be functioning
improperly, it is routed to an adjustment station. After
adjustment, the TV is sent back to the inspection station
where it is again inspected. TVs passing inspection,
whether to the first time or after one or more routings
through the adjustment station, are sent to a packing area.
A probabilistic branching is used when a TV passes the
inspection station. It specifies that 15% of the TVs
inspected are sent to the adjustment station and 85% are
sent to the packing area. The inter-arrival time between
TVs to the system, the inspection delay and the
adjustment delay are all modeled as uniform variates.
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Figure 3. TVs Inspection and Adjustment.

From the description given, we can easily identify two
resources which represent the two stations of the system
modeled. The first resource represents the inspector and
has a capacity of two units. The second resource
represents the adjustor and has a capacity of one unit.
Since we have one input arrivals, we distinguish one
active entity in the model. A class diagram of the
JAPROSIM simulation model for this example is shown
below:

woeh japrasim kernel

SimProcess L5
Ere—

1
winalence () + avaitstitty : TemaintStatvar

= wasting Time : DoubleStatvar
= Guoue [}

* Queue (rStrng)
- o 8.

eapcint)
- 0. capoint, discinti{]

T

= aerival ; Unitoem
= Sealinason | Unitoem

Figure 4. A class diagram of the simulation model.

It is important to note that with JAPROSIM, a
simulation model is simply a Java source program which
merges process interaction modeling features provided by
the library simulation packages with powerful features of
the Java programming language. From the class diagram
given in Figure 11, it appears that the JAPROSIM
simulation model uses two classes named respectively
TV1 and TVInspection.

The java source code of TV1 class is given below:
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10.  static Recource serverd = new Recource("Adpstment”, 1) 38, Intolnspection();
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15 )
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Figure 5. Source code of The TV1 class.

We can easily distinguish four parts in this source code.
The first part (from line 4 to line 11) serves to set the
parameters of the model. We can see that the inspection
delay, the adjustment delay and the inter-arrival time are
defined as uniform variates with specific arguments. We
have also to define the inspector and adjustor resources
and their associated queues. The variable destination is
defined as a uniform variate and is used to decide if a TV
just inspected is to be routed to the adjustment station or
to exit the system.

The second part (from line 12 to line 15) serves to
route the active entity to the inspection station and to
create next TVs arrivals with respect to the inter-arrival
time between TVs. The third part (from line 16 to line 28)
represents the classical scheme of resource allocation. A
TV arriving at the inspection station is inserted in the
associated queue. When a resource unit is free, it is
allocated to a waiting TV with respect to the queue
priority. An inspection delay associated to this TV is
sampled, and the TV will hold the resource unit seized
until the associated delay is elapsed. The resource unit is
then released and can be allocated to other waiting TVs.
Line 28 serves to decide if the TV just inspected is to be
routed to the adjustment station or to exit the system.

The fourth part (from line 29 to line 39) models the
adjustor resource allocation scheme. A TV arriving at the
adjustment station is inserted in the associated queue.
When the adjustor resource is free, it is allocated to a
waiting TV with respect to the queue priority. An
adjustment delay associated to this TV is sampled, and
the TV will hold the adjustor resource seized until the
associated delay is elapsed. The adjustor resource is then
released and the TV is sent back to the inspection station.

To run the simulation model, we need another class
which contains the main() method. This class is called
TVInspection and its java source code is:

1  import uoebjaprosim kemel *;

2 import uoeb japrosim random distributions.*;
3 public class TVInspection {

4 public static void main{String[] args) {
5 SimProcess time = 0.0;

6 SimProcess.sched stant();

7 new TVI1()beginAfter(0.0);

8 }

o 3

Figure 6. Source code of the TVInspection class.
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When running the simulation model, the JAPROSIM
window is first displayed. It consists of an
experimentation frame where simulation parameters are
to be set. Parameters like the number of replications, the
simulation duration, the RNG used must be specified here
by the user. A button Run/Stop allows user to start
simulation, stop and resume it at any time during
execution. Two other buttons are used for presentation of
simulation results and trace execution.

SIE|

ﬁ_ JAPROSIM Version 1.3.142

Ny 35
' Ex 35000.00
W fa Park and Miller (1) |+ |
(— 50.16%
Cui B
W' Simulation timy [17000.6171955209 |
1}
- siop @ Results )1 Trace

Figure 7. JAPROSIM experimentation frame.

At the end of each simulation run, the simulation
results can be viewed in a textual form or in a graphical
one. Textual simulation results are expressed as statistical
quantities which resume resources and queues utilization
during a run. On the other hand, the graphical form uses
plots, bar charts or pie charts.

100 x|

435 rorr

Figure 8. Statistical results.

In addition to statistical results, JAPROSIM allows
graphical presentation of selected performance measures.

Figure 9. Graphical Simulation results.

Example of such a presentation is given in Fig. 9. It
shows the utilization of the resources used in the
simulation model during each replication.
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VI. SUMMARY OF JAPROSIM IMPORTANT FEATURES

The example presented reveal many advantages of the
object-orientation of JAPROSIM and the process-
interaction worldview adopted. The relationship between
the simulation model and the real system is more obvious
and therefore easier to teach and to understand. The java
source code of the simulation model is easy to understand
and users can learn far more than if they have to
experiment with sophisticated commercial simulation
packages in which important details of the simulation
implementation are hidden and thus never understood.

Furthermore, we can observe in the source code of the
classes used in the JAPROSIM simulation models, that
no class of the statistics package is explicitly used. In
addition, no Java constructs are clearly used to do so.
This is the key feature of JAPROSIM that all well known
and useful performance measures are implicitly and
automatically handled. The user doesn’t worry about how
many, or what kind of statistical variables to use, nor
where to place and update them. Explicit statistical
variable handling by the user may lead to undetectable
programming errors and pitfalls. This is why JAPROSIM
is said to be easy and safe to use for all users, including
those who aren’t qualified Java programmers.

The automatic handling mechanism of statistical
variables is embedded in the library. The SimProcess
class declares a protected static entitiesList which is a
Java HashMap to collect the residence time of each
simulation entity class (a Java class that extends the
JAPROSIM Entity class). The key for the HashMap is the
class name and values are DoubleStatVar. In the Entity
constructor, each time a new entity class is created, the
above HashMap is updated. In the run() method of the
Entity Class and after the call to the body() method, the
residence time is updated using the simulation time and
the arrivalTime attributes.

Each Queue object possesses a statistical variable to
hold waiting time. This variable is updated trough
insert()/remove() methods. The number of entities in a
queue is handled by a length time-dependent statistical
variable. The resource availability is also a time-
dependant variable. It is used to compute resource
utilization. The Queue class has a static Java Vector to
register all queues used in the simulation model. In the
same way, the Resource class also has an analogous list
to keep track of all used resources. Those lists have a
package visibility; hence they could be accessed by all
the simulation processes. They are updated each time a
new resource or queue instance is created.

VIl. CONCLUSION

In this paper we have presented the JAPROSIM
simulation library. It is written in Java and was
deliberately kept simple, easy to use and extensible. From
the example presented, many advantages of the object-
orientation of JAPROSIM and the process-interaction
worldview adopted have been exhibited. Today,
JAPROSIM is a fully functional library which has been
tested thoroughly. At the time of writing, major
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enhancements made from the previous versions are:
automatic detection of the steady state of the system
modeled and graphical viewing of simulation outputs.
JAPROSIM is distributed since several years as an Open
Source project. The source code is available freely
(http://sourceforge.net/projects/japrosim/)  along  with
some documentation. Future improvements will focus on
increasing the JAPROSIM performances, integrating a
graphical model building facility, providing animations of
simulation models and using xml standards for web-based
simulation and interoperability with other tools.
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Abstract—Community structure analysis is a hot research
spot in social networks and complex networks. In order to
summarize recent research progress, this paper reviews the
background, the motivation, the advantages and
disadvantages of existing works related to community
structure discovering. A comprehensive outline was
obtained by analysis of different clustering algorithms.

Index Terms—Social
Segmentation analysis

networks, Community structure,

. INTRODUCTION

Social network is to reflect the relationship between
the nodes which are in the intra-group or in the inter-
group. It uses nodes to represent individuals in the
network, and attachment between nodes to represent the
relationship among individuals, the community to
represent groups which share the same characteristic.
Thus, what we define for social network is that to project
the complex relationship in society to nodes and
attachment in network.

In the past decade, there has been a surge of interest in
both empirical studies of networks [1], and development
of mathematical and computational tools for extracting
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insight from network data [2-5]. The best-studied form of
large-scale structure in networks is modular or
community structure [6, 7]. The main reason is that
community structure may correspond to functional units
within a networked system. An example of this kind of
link between structure and function drives much of the
present excitement about networks: In a metabolic
network, a community might correspond to a circuit. In a
social network, a community might correspond to a group
of people brought together by a common interest.
Discovery of communities also has great significance in
recognition terrorist organization or prevention infectious
diseases and so on.

Although, scholars have made outstanding
achievements in the past years, the existing research
results are still not enough to discover the relationship
between the function and structure in complex network.
Besides, there are no uniform optimal community
concept and measurement criteria on dividing the
community, so it is difficult to have a recognized measure
to identify the quality of the discovered communities.

1. CLASSIFICATION ALGORITHMS

At present, the complex network clustering algorithms
can be divided into the following 3 types:

The first type: Based on optimization methods, it
transforms the complex network clustering problem into a
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quadratic optimization problem, through the calculation
of the matrix characteristic vector to optimize the
predefined "cut" function, such as: spectrum divide
method, etc.

The second type: Based on heuristic methods, it
transforms the complex network clustering problem into
predefined heuristic planning design problems, such as:
GN algorithm, CPM algorithm, and so on.

The third type: other clustering methods, such as: the
method based on similarity, etc.

I11. BASED ON THE OPTIMIZATION CLUSTERING METHOD

The two principal methods based on optimization
clustering method are Spectrum method and local optimal
method. Spectrum method is the application of "cut"
function which is minimizing predefined by quadratic
optimization technology. The lowest "cut" division is
considered to be the best network division. Local optimal
algorithm includes three basic parts: the objective
function, the optimal solution and the candidate search
strategy. The differences existing in the different
algorithm are the objective function and the search
strategy of the optimum solution.

(1) Traditional spectrum divide method [8] based on
the Laplace matrix. This algorithm based on the node that
is in the same club is approximately equal to division the
structure of community in each element that is in the
eigenvectors of non-zero eigenvalues. In most cases, the
actual Laplace matrix is a sparse matrix, so it can be fast
calculated the characteristic vector though the Lanczos
method, which has advantage of high speed and accuracy.

The biggest disadvantage of traditional spectrum
method is that it only divides the community into two
communities once. To have a network divided into more
communities, one has to repeat the algorithm many times.
As to this problem, Wu and Huberman put forward the
rapid resistance spectrum segmentation method [9] based
on the network voltage spectrum. The basic idea is: if one
treats two nodes which are not in the same club
considered as source nodes (voltage is 1) and the end
node (whose voltage is 0), treats each side as a resistance
whose value is 1,then, they will have a similar voltage
value in the same community. This algorithm has low
complexity (© (m +n) ) but it needs to know the
number of the communities in advance.

In order to overcome the defects, Capocci proposed
another spectrum divide algorithm [10] on the foundation
of traditional spectrum method and on standard

matrix N = KA Using standardized transformation
conversion, the maximum eigenvalue of the matrix N is
always more than 1, and the corresponding feature vector
is called the first the ordinary characteristic vector. In a
community structure with obvious network, if the number
of community is K, then the first ordinary eigenvalue of
the matrix N will be K-1 which is very close to 1, while
the other values are obviously different from 1. Besides,
in this K-1 eigenvalue vector, the nodes in the same club
will be much closed. Therefore, in the network with
obvious structure, the elements distribution in the vector
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is the obvious form of steps, and the level of the ladder is
equal to the number of community K, so the spectrum
divide algorithm can get a good effect.

(2) K-L algorithm [11], fast Newman algorithm [12]
and GA algorithm [13] in chapter 3 is typical clustering
algorithm methods which based on local search
optimization technology. This kind of algorithm includes
three basic parts: the objective function, the candidate of
the search strategy and optimal solution search strategy.
Almost all of them have the same candidate solution
search strategy, but the target function and the optimal
solution search strategy are different.

In the process of K-L algorithm, it only accepts better
candidate solution, so the solution that finds can always
be the local optimal but not the global. The biggest
limitation of K-L algorithm is that it needs prior
experience to produce good initial cluster structure,
otherwise the bad initial solution may lead to slow
convergence speed and the worse of the final solution.

In order to improve the algorithm rate, in 2004,
Newman put forward the FN [12] algorithm, which is
mainly realized by maximizations module degrees Q. The
function Q is defined as follows:

— S s d_s 2 (1)
Q = ;l[ - (Zm) 1
The complexity of the algorithm iSO(mn)’ m, n is

representing the all number edges and nodes in network
respectively, but FN algorithm compared with GN
algorithm has less accuracy.

Through the same goal with FN, Guimera and Amaral
put forward clustering algorithm GA [13] based on the
simulated annealing algorithm. This algorithm has
jumped out local optimal solution, and has the ability of
finding optimal solutions, so its cluster precision is high.
However, because of its sensitive to input parameter,
different parameter setting often leads to bigger
difference clustering results and running time.

Take optimization method to identify the network
structure totally depends on optimizing targets, so
"biased" goal function will cause "biased" solution. But,
the vast majority of optimization algorithm is based on
the maximized Q value to do cluster analysis. However,
the research found that Q function is biased itself. It can’t
characterize the optimal cluster structure accurately,
which means this algorithm may not find all network
cluster structures which are real properly.

IV. HEURISTIC CLUSTERING METHODS

GN algorithm [6], improved GN algorithm [4, 14],
CPM algorithm [15] and PAK algorithm [16] are classic
heuristic complex network clustering algorithm. The
common characteristics of this kind is: for most network,
to design heuristic algorithm on certain intuitive
hypothesis, they can find the optimal solution or time
optimal solution quickly, but they can't ensure that it can
get satisfactory solution to all input network from theory.

In 2002, Girvan and Newman put forward GN
algorithm, using repeatedly recognition and cluster
strategy clustering complex network which delete the
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connections in between [6]. It mainly base on the theory
that the intra-group’s betweenness should be bigger than
inter-group eventually once can build a hierarchical
clustering tree to realize community division. The biggest
drawback of GN algorithm is the low calculation speed,
which is suitable for small and medium-sized network.
But, it doesn’t need prior conditions, and possess high
accuracy.

In 2003, Tyler introduced the basic statistical methods
into GN algorithm, and put forward approximate
algorithm GN [4]. The monte carlo algorithm estimates
part of the approximate number of node betweenness,
rather than calculates all the exact number of node
betweenness. Obviously, this algorithm improves the
speed, but reduces the cluster precision.

Considering that the GN algorithm’s low efficiency is
caused by excessive spending count edge betweenness,
Radicchi propose connection clustering coefficient to
replace the edge betweenness [14] in 2004. Based on the
theory that cluster of connections between connected
clustering coefficients should be less than that in
connected clustering coefficient to divide community.

The complexity of the algorithm is o(m*/n®) i
which m is an iteration time, and n is total node. The
biggest limitation of this algorithm is that it is not suitable
for network with little processing circuit or no circuit.

At present, overlap community structure is not
considered in most algorithms, however, has more
practical significance in most applications. For example,
in the semantic web, polysemous are allow to be
appeared in network cluster with different meaning. In
2005, Palla put forward CPM algorithm [15] which can
identify overlap network structure. The fundamental
assumption of the algorithm is: network constituted by
more neighbor cluster of k-group, and the next-to two k
groups share k-1 nodes at least, with each k group only
belonging to a cluster, but the k-groups belonging to
different network may share some nodes. This algorithm
is the first one which can calculate the overlap
community structure. In actual application, parameter k is
difficult to be determined, the selection of different k
value often gets greater difference between network
cluster structure, so it difficult to judge quality.

In order to solve the problem of excavation overlap
community structure, Gregory, put forward PAK
algorithm [16] in 2010 to find overlapping community.
This method is based on the advanced modular design
and use the professional label algorithm as its basic
theory. It is the best overlap community found algorithm
at present, as it can recover the overlap community
effectively and is suit for large-scale and intensive
network, but it also has higher complexity.

V . OTHER CLUSTERING METHOD

Besides the two principal methods mentioned above,
there are other complex network clustering methods, for
example: hierarchical clustering method based on
similarity, in which the similarity of nodes is defined
based on the structure of network topology, similar
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coefficient based on structure congruent [17], similarity
based on the random walk [18], joint center [19] and node
number based on the sharing neighbor [20], etc.

VI. THE COMPARISON BETWEEN THE CLUSTERING

ALGORITHMS
TABLE I.
HEURISTIC CLUSTERING ALGORITHM
Algorithm Complexity Accuracy Applicable
condition
GN high high Medium and
algorithm small network
Akin-GN low low Complex
algorithm network
Improve GN low high More contour
algorithm network
CPM low low Network have
algorithm obvious
hierarchical
structure
PAK low high Mass and
algorithm intensive
network

The heuristic algorithm it is generally to designing
algorithm rules based on the intuitive assumption, so
from the table 2, it can generally draw an ideal accuracy,
and its algorithm complexity is also improved compared
with optimization algorithm. But, it is because the
intuitive assumption that its usable range is reduced and
optimization algorithm present the conditions more
obviously. Hence, seeking for universal characteristics of
the complexity of network or the nature of community is
also a challenge to heuristic algorithm.

TABLE II.
BASED ON THE OPTIMIZATION CLUSTERING ALGORITHM

Algorithm Complexity  Accuracy Applicable condition
Laplace low high Two community
Matrix network

algorithm
Resistance - low high known the number of
voltage community
spectrum
segmentation
method
The standard low high Network have obvious
of the hierarchical structure
spectrum

matrix method

K-L algorithm high high Good initial cluster

structure

FN algorithm low low Complex network

GA algorithm high high Network have obvious

hierarchical structure

Table 1 show when the complexity and the accuracy of
the algorithm are assured, the usable range will greatly
cut or need more prior experience. But for a wide useable
algorithm, its complexity and accuracy will become a pair
of contradictory. The reason may be that optimization
algorithms are not able to fully understand the
relationship between community structure and the
complex network itself, thus leading to the "deviation"
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for the objective function, which eventually leads to the
restrictions of the accuracy and applicability. So, how to
find the reasonable target function is a challenge to
optimize clustering algorithms.

VIl . COMPARISON OF ACCURACY AND STABILITY

Algorithm performance comparison
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Figure 1. Algorithm performance comparisons..

Most of the existing algorithm of complex network
clustering can be divided into two categories:
Optimization based methods and heuristic methods. This
paper shows their advantages and disadvantages
respectively through the analysis of two kinds of social
networks community partition algorithm. In this
experiment, we use the network which is put forward by
Newman and Girvan. This network is regarded as a
standard network when testing the performance of the
algorithm. Each graph was constructed with 128 vertices,
which divided into four communities of 32 vertices each,
and the node degree can be adjusted freely. Change of the
node degrees would affect the artificial networks
hierarchy structure, thus the networks can test the
performance of community partition algorithm better. In
the experiment, we compared the performance by testing
GN, FN, N-Cut and ERS algorithm.

At first, it is a truth for a community that the nodes
internal degree is larger than the nodes external degree
necessarily in the networks, which means that out-degree
can reflect the close degree of internal nodes in the
networks. Thus it is concluded that the entire network
was of the degree of obvious of hierarchy. The larger of
the out-degree of the network, the less obvious structure
of the network was. This paper uses Z-out as a variable to
divide community. We can see it clearly in Fig.1 that the
bigger the value of Z-out, the less accuracy it will be.
Also, it shows all algorithms perform high accuracy when
Z-out is less than 0.3, but the accuracy of the algorithms
begins to fall as the Z-out grows. When the Z-out is less
than 0.3, GN algorithm drops faster than any other
algorithms, while ERS and N-Cut algorithm still perform
high accuracy. As we can see that Z-out=0.5 is a turning
point. All algorithms perform a lower accuracy when Z-
out is bigger than 0.5, but the ERS algorithm still keeps
stable relatively. So ERS has a high stability than other
algorithms, and it is more suitable for complex network.
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VIl . CONCLUSION

The complex network clustering is one of the most
important complex network analysis methods, and has a
broad prospect of application. This paper mainly focuses
on the existing complex network clustering algorithms.
According to the basic solution strategy, the existing
complex network clustering algorithms are divided into
two categories: optimization-based method and heuristic-
based method; From analyzing the basic principles and
relative merits of the existing methods, it shows that
encouraging results have been achieved in decade years,
but the complex network clustering problem is far from
been well resolved. It is embodied in the following
respects:

The first problem is that what is the inevitable
relationship between the network cluster structure and the
else complex phenomenon of the network? Namely, from
the network "inner" attributes, can we promote an
optimization objective function, an objective reflect and
characterizations of the cluster structure.

Secondly, most of the existing discover algorithm for
complex networks consider the complexity and precision,
or due to the needs of transcendental experience, its scope
of application is greatly limited. Therefore, how to design
a clustering algorithm which is fast, high precision and no
supervision is also a burning question.

Lastly, along with the development of social
development and expansion in application field, network
clustering problem are diversified. The existing algorithm
has been difficult to satisfy present demand, so
developing the new clustering algorithm for the special
network is necessary. The typical problem during the
process includes the division of the overlapped
community, dynamic complex network of clustering,
distributed network clustering and so on [21-25]. In
addition, the unmetered theory and technology has also
become one of the major problems in current complex
network clustering.

It is believed that these three aspects will be the
developing direction of the complex network research in
future.
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Abstract— In this paper, we present a new method to build
public-key Cryptosystem. The method is based on the state
explosion problem occurred in the computing of average
number of tokens in the places of Stochastic Petri Net
(SPN). The reachable markings in the coverability tree of
SPN are used as the encryption keys. Accordingly, multiple
encryption keys can be generated, thus we can perform
multiple encryption to get as strong security as we expect.
The decryption is realized through solving a group of
ordinary differential equations from Continuous Petri Net
(CPN), which has the same underlying Petri net as that
of SPN. The decipherment difficulty for attackers is in
exponential order. The contribution of this paper is that
we can use continuous mathematics to design cryptosystems
besides discrete mathematics.

Index Terms— Public-key cryptosystem, Stochastic Petri net,
Continuous Petri net, Multiple encryption.

I. INTRODUCTION

The Internet has become so widespread that any one
can obtain and provide information easily through the
public network. To guarantee the safe communications,
the utilization of cryptography becomes very important in
order to avoid the leak of secret information or dishonest
alternation of the information.

There are two types of cryptography: private-key and
public-key cryptosystems. Private-key cryptosystem uses
a common private key to encrypt and decrypt messages,
and can process encryption and decryption very fast, but
it faces a problem to distribute the private key through the
public network without leaking of the secrecy [22] [23].
Public-key cryptosystem successfully solves this problem
by preparing a pair of keys (public and private keys) in
the way that it opens the public key to the public and
keeps the private key in secret [19].

Currently, there are a few public-key cryptosystems,
such as RSA [21], ElGamal [4], and the elliptic curve
cryptography [18]. Since the security(encryption or de-
cryption) of RSA is O(exp(c(logn)(loglogn))'/?) (c is
a constant, and n is a large factoring number), which
is subexponential order rather than an exponential order,
we may classify these crytosystems as subexponential
cryptosystems.

This work is partially supported by the NSF under Grant No.
61170015 and No.61210004.
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Recently, Ge and Okamoto [7] proposed a new public-
key cryptography, namely PNPKC, and Ge et al. [8] pro-
posed a Multiple-Encryption Public-Key Cryptography,
namely MEPKC. Both Cryptography use elementary T-
invariants of Petri nets as the public keys. The security
is ™, where m is the number of transitions of the Petri
net. If the encryption is performed in k stages, then the
security will be (e™)*. Such kind of crytosystems can be
called exponential cryptosystems.

So far, the public-key cryptosystems are designed with
discrete mathematics. In this paper we propose a new
public-key cryptography by using continuous mathemat-
ics. The encryption part is based on the well known
state explosion problem of stochastic Petri nets(SPN),
i.e. the state space will increase exponentially as the
number of places or the number of initial marking values
increases, even through many reduction skills have been
proposed to combat this problem such as [13] [26]. The
decryption part is based on a group of ordinary differential
equations, which can be easily solved by using Runge-
Kutta algorithm [9].

The encryption key is composed of a reachable marking
in the coverability tree of SPN and the average number
of tokens in the places of SPN. A brief description is
in the following: The sender randomly select a group of
initial markings from a well designed range to generate
the coverability tree of a SPN, and compute the average
number of tokens of SPN by some software such as SPNP
and GreatSPN. By combing this reachable marking and
the average number of tokens together in some way, we
will get the encryption key. This key is a number that has
integral part and decimal fraction part.

The uniqueness of reachable markings guarantee that
the encryption key is unique. The key is hidden in
a knapsack problem, which is NP-complete. Multiple
encryption keys can be generated, thus we can perform
multiple encryption to get as strong security as we expect.
Hence, we open a key generator to the public.

For the attacker to decrypt, he/she has three difficulties:
1) To compute all the average numbers of tokens of
the Petri nets that have initial marking from the given
range. If we carefully design the maximum value of the
range, then it is hard for attackers to solve all the average
number of tokens even using some software. 2) From
these average numbers of tokens, the attacker needs to
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determine which one matches the decimal fraction, and
thus to determine the initial marking value selected by the
sender. 3) The attacker needs to generate the coverability
tree based on this initial marking value, and to determine
which reachable marking in the tree has been selected by
the sender, in other words, to determine the integral part
of of the key.

For the receiver to decrypt the ciphertext, he/she also
needs to solve all the average number of tokens of
the Petri nets that have initial marking values in the
given range. However, the receiver can get these average
numbers of tokens by solving a set of ordinary differential
equations, which is simple. In the equations, the initial
values correspond to the initial markings. The set of
equations comes from Continuous Petri Net (CPN), of
which the underlying Petri net is the same as that of
SPN. CPN is defined recently by David and Alla [2] [3]
attempting to deal with the state explosion problem of
discrete Petri net by removing the integrality constraints.
The solutions of the equations are called state measures
in the places. In this paper, we have proved that the
state measures in the places equal the average numbers
of tokens in the places.

Analysis shows that the security for our method is
v O(na®mMpQEn)) g > 1,6 > 1, where v is the
length of the range of initial marking values, [ is the
number of places that can be set the initial markings
from the range, n is the number of places of the Petri
net, k£ is the maximum number of tokens in the initial
markings, and P(k,n),Q(k,n) are two polynomials of
k, and n. If applying r-stage encryption, the security can
reach ,U2ITO(nrarP(k,n)er(k,n)).

We are not claiming that our public-key encryptosystem
is superior to the existing encryptosystems. It is our
attempt to design the public-key encryptosystem from a
different angle, and give some suggestions in this field.

The rest of the paper is organized as the following:
Section 2 briefly introduces the method to compute the
average number of tokens of SPN and gives the com-
putational complexity. Section 3 presents a method to
compute the state measures of CPN and analyzes the com-
putational complexity. Section 4 proves that the average
numbers of tokens of SPN equal the state measures of
CPN. Section 5 discusses the security of our SPN based
public-key cryptograph. In Section 6, we use a concrete
example to illustrate how to use our method to design
a public-key cryptograph. Section 7 discusses a related
work. The last section, section 8 concludes the paper by
simply describing how to combine our system with other
encryption system for digital signature, and indicating our
future work.

II. THE METHOD TO COMPUTE THE AVERAGE
NUMBER OF TOKENS OF SPN AND ITS
COMPUTATIONAL COMPLEXITY

A. Stochastic Petri Nets(SPN)

The following definition comes from [14].
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Definition 2.1: A continuous stochastic Petri net is
a tuple SPN = (P, T, A, My, \), where (P, T, A, My)
is a underlying untimed Petri net: P = {p1,p2,...,pn}
is the set of places, T = {t1,%2,...,tm} is the set of
transitions, A C (P x T)U (T x P) is the set of arcs, and
My is the initial marking. A = {A1, Aa, ..., A} is a set
of average firing rates of transitions satisfying exponential
distributions:

VteT, Fi(z) = P{X; <x}=1—¢e®

where z represents time, X; is a continuous random
variable representing the time delay for transition ¢, A\;
is the average firing rate associated with transition ¢.

A Markov process is a stochastic process that satisfies
the Markovian property

P{X(r) <x|X(1),t € [0,0]} = P{X(7) < 2[X() = y}

for any 7 > 6. Markov processes with a discrete state
space are called Markov chains. If the parameter ¢ is
continuous, the process is a continuous-time Markov
chain (CTMC). The time spent in states of a CTMC is a
random variable with nonnegative exponential probability
density function(pdf).

In practice, a CTMC is described through either a
state transition rate diagram or a transition rate matrix,
denoted by Q. The state transition rate diagram is a
labelled directed graph whose vertices are labelled with
the CTMC states, and whose arcs are labelled with the
rate of the exponential distribution associated with the
transition from a state to another.

If we have the reachable graph (or coverability tree)
of SPN, then replacing the firing transition ¢ associated
with the arc by average firing rate \; (or marking related
A¢), we will get the CTMC that is isomorphic to SPN.
Actually we have the following result [15].

Theorem 2.2: Any SPN with finite places and finite
transitions is isomorphic to a Continuous Time Markov
Chain.

This result enables us to compute average number of
tokens in places of SPN.

B. Method To Compute The Average Number of Tokens
In Places of SPN

Average number of tokens in places is an important
parameter in system performance analysis. It can be
solved through the following steps [15].

(1) Constructing transition rate matrix Q = [g;;]

The transition rate matrix can be constructed from the
coverability tree of SPN. For the elements a;; outside the
main diagonal: if there is an arc from state M; to state M,
then the value is the rate of the exponential distribution
associated with the transition from M; to Mj; if there is
no arc connected, then this element is 0. For the element
a;; on the main diagonal, its value is the opposite of the
sum of firing rates outputted from state M;.

(2) Finding the steady state probability X =
(x1,x2,...,2;7), where [ is the number of all reachable
markings in the coverability tree of SPN.
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This can be obtained by solving the equation group

XQ =0,
{ Zi Ti = 17
where (@ is a [ dimension square matrix.

(3) Constructing place state table

Based on the coverability tree of SPN, we list all the
reachable markings. Every reachable marking is a n-
dimension vector, which is a row in the table. Thus the
table has [ rows and n columns.

(4) Obtaining the token probability density function
(pdf)

That is to find in the steady state the probability of
the number of tokens contained in a place. For a p € P,
letting P[M (p) = i] denote the probability of i tokens
contained in place p, then the token pdf can be obtained
as

1< <L

PM(p) = i) = 3 P,

where M; € R(My) and M;(p) = i.
(5) Finding the average number of tokens in places
For any p € P, in the steady state, u; = Zj j X
P[M (p;) = j] is the average number of tokens in place
p for any reachable marking.

C. The complexity of finding the average number of
tokens in the places

Currently, the best algorithm to solve the equation

group
XQ =0,
2t =1,

is from Harrow et al. [10] and the complexity is O(l).
depends on n, k and can be estimated as the following. Let
k be the maximum number of tokens in the initial mark-
ings. Since the size of the reachability graph increases
exponentially with both the number of places and the
number of tokens in the initial marking, we may assume
that [ = a?*™ a > 1, where p(k,n) is a polynomial
of k£ and n. Thus, the complexity to solve this equation
group is O(aPF™),

From step (3) of Section 2.2, the complexity to find the
average number of tokens in a single place is O(ap(k’”))+
O(aP®*™)) = O(aP®™)). Hence to find average number
of tokens in 7 places, the complexity is n x (O(aP(%)) +
O(ap(knn))) = O(nap(’f’”)).

1< <L

III. THE METHOD TO COMPUTE THE STATE
MEASURES OF CPN AND ITS COMPUTATIONAL
COMPLEXITY

Since the size of reachable markings in the coverability
tree increases exponentially with both the number of
places and the number of tokens in the initial marking.
As a result, we will not be able to compute the steady
state probability for very large models. We will use
some relaxation technique to overcome this difficulty.
This relaxation leads to a continuous-time formalism:
Continuous Petri Net (CPN).

©2014 ACADEMY PUBLISHER
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A. Continuous Petri Net

Definition 3.1: A Continuous Petri Net is a tuple
CPN =< P,T, A, My, A >, where (P,T,A) is a un-
derlying Petri net MP: P = {p1,po,...,pn} is the set
of places, T' = {t1,ta,...,t;n} is the set of transitions,
A C (PxT)U(T x P) is the set of arcs, and M is the
initial marking. A = {1, Aa,..., A} is a set of average
firing rates of transitions.

In the definition, the average firing rate \; is actually
the reciprocal of firing delay of transition ¢. In a CPN,
the marking of a place is no longer an integer but a
nonnegative real number.

Definition 3.2: Let I = [0, 00) be the time interval and
let m; : I — [0,00),7=1,2,...,n be a set of mappings
that associated with place p;. A marking of a Continuous
Petri Net CPN =< P,T, A,v > is a mapping

m: I —[0,00)",

m(7) = (m1(7), ma(7),...,mu(7)).

Definition 3.3: (State Measure) Given any time mo-
ment ¢ € [0,00), the marking value in a place is called
the State Measure of this place, denoted as m(t). State
measures take nonnegative real numbers as their values.

A transition is enabled if all the input places have
nonzero markings. Only enabled transitions can be fired.
So, if some marking is moved into a place, we say that the
state measure in this place is increasing; if some marking
is moved out from a place, we say that the state measure in
this place is decreasing. The change rate of state measure
can be calculated as the following.

Let p; and p, be the input places of a transition ¢ and
their markings are mq(7) and mo(7), respectively. Let
A+ be the firing rate associated with ¢, then following the
definition of Continuous Petri net defined by David and
Alla [2] [3], the marking moving out from p; and py is
defined by Ay x min{mq (), ma(7)}. If ¢ has only one
input pp, then marking A; x my(7) will be moved out
from p;.

We consider the following type of Petri net as the
underlying Petri net of SPN and CPN. It is a subclass
of normal Petri net net, namely Message Passing Petri
net, or MP for short.

Definition 3.4: A Petri net P is MP if

- P has finitely many places;

- the places of P are partitioned into two disjoint
partitions C and B;

- each place from C has one or two input transitions
and one or two output transitions, but can not have
two input transitions and two output transitions at
the same time;

- each place from B has one input transition and one
output transition;

- each transition has one input place from C and one
output place from C; and

- each transition has either

1) no input places from B and no output places
from B;

2) no input places from B and one output place
from B;
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3) one input place from B and no output places
from B; or

4) one input place from B and one output place
from B.

Here C stands for “Internal States”, while B stands
for “Buffer”.

In a MP, the Internal States and the directly connected
transitions form one or several place/transition cycles,
namely process net. Hence a MP can also be described
as process nets that interact to each other through Buffer
B.

With such kind of Petri net structure, the state space
still increases exponentially as the number of tokens in
the Internal States or Buffer increases.

B. Solving State Measures From Ordinary Differential
Equation Model

Based on the semantics defined above, the state mea-
sure at each place can be calculated from a differential
equation. We have the following cases.

1) One place to one place. As Fig.1 shows, place p will
get marking from place p;. Let the marking at place p and
p1 be m and m, respectively. Assume that the firing rates
at transition ¢; and ¢ are d; and d, respectively. Then the
state measure m can be represented as

m/ (1) = dy x mi(1) —d x m(1). (1)

If at least one of ¢; and ¢ is not enabled, then m; (1) =
0 or/and m(t) = 0. Hence the above equation is still true
in these situations.

p1©m1

dl tl

&

v

dl:lt

Figure 1. One place to one place model.

2) Two place to one place. As Fig. 2 shows, place p
will get marking from place p; and po. Let the markings
at place p;, p2 and p be my, mo and m, respectively.
Assume that the firing rates at transition ¢; and ¢ are d;
and d, respectively. Then the state measure m can be
represented as

m/ (1) = dy x min{my(7),ma2(7)} —d x m(7). (2

If t1 is not enabled, then m4 (7) = 0 or/and my(7) = 0.
If ¢ is not enabled, then m(7) = 0. Hence the above
equation also covers these situations.

3) One place to two places. As Fig. 3 shows, place
p will get marking from place p;, but will send some
marking out together with place ps. Let the markings
at place p;, p2 and p be my, ms and m, respectively.
Assume that the firing rates at transition ¢; and ¢ are d;

©2014 ACADEMY PUBLISHER
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Figure 2. Two places to one place model.

and d, respectively. Then the state measure m can be
represented as

m/ (1) = dy x mi(7) —d x min{m(7),ma(7)}. (3)

my
b1 O

dl tl

y /) P2

d ——= ¢t

Figure 3. One place to two places model.

If ¢ is not enabled, then either m(7) = 0 or mo(7) = 0,
or both. Hence the above equation is still true.

4) Two places to two places. As Fig. 4 shows, transition
t1 has two input places m; and my and transition ¢ has
two input places m and mg. Assume the firing rates at
transition ¢; and t are d; and d, respectively. Then the
marking m can be represented as

m/ (1) = di x min{ms (1), ma(7)}
—d x min{m(7),mz(7)}. 4

Figure 4. Two places to two places model.

From the differential equation model, we see that state
measures are uniquely determined by the system structure
and the firing rates.

C. The Computational Complexity

To get the state measures of all the places, we need
to solve the initial value problem of ordinary differential
equations.

Generally speaking, it is hard to find explicit analytic
solutions for nonlinear ordinary differential equations,
thus most of the time, we turn to find numerical solutions
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instead. We may use function ode45 in Matlab to solve
our equations. Function ode45 is the implementation of
combined fourth and fifth-order Runge-Kutta method.
oded5b is designed to handle the following general prob-
lem i

x

dt - (t,.’I}),
where ¢ is the independent variable and x is a vector of
dependent variables to be found.

Numerical solutions may give us computational errors
due to the algorithm and the machine. In our situation, the
computation error can come from two sources: truncation
error (because a truncated Taylor Series is used in the
computation), and rounding error (because a finite number
of binary digits is used inside the machine).

For the truncation error, since the fourth-order Runge-
Kutta method has local truncation error O(h°) and the
fifth-order Runge-Kutta method has local truncation error
O(h%), where h is the step size, thus the global truncation
error of oded5 is O(h®) [9]. Noticing that the fifth-order
Runge-Kutta method can automatically adjust the step
size, thus ode45 can approximate to the given accuracy by
setting opts with command odeset. For the rounding er-
ror, since implicit Runge-Kutta method has stable area [9],
and the algorithm is guaranteed to converge in the stable
area. Thus the rounding error of the perturbation can not
increase and will decrease to O in the iteration process [1].

For the complexity of Runge-Kutta method, if the
accuracy is lower than 0.00001, then Runge-Kutta method
is more efficient than Newton method. We know that the
complexity for Newton method in general is O(mn?),
where n is the number of variables and m is the iteration,
which is usually O(n) and never exceeds O(n?) [25].
Hence, the complexity for Runge-Kutta method in general
is O(n*) and never exceeds O(n®).

Thus solving the state measure needs time O(n®),
where n is the number of places.

x(to) = X,

IV. AVERAGE NUMBERS OF TOKENS OF SPN = STATE
MEASURES OF CPN

SPN and CPN describe the events of the system,
execution time of events, and the relations between events.
In both models, the average execution time of events
represent the firing rates of the corresponding transitions.
The difference is located in: 1) In SPN, the average
number of tokens are obtained by computing Markov
chain, while in CPN, the state measures are obtained
by solving ordinary differential equations; 2) The com-
putational complexity for SPN is exponential while the
computational complexity for CPN is polynomial.

The following result gives us the relation of SPN and
CPN.

Theorem 4.1: If SPN and CPN are modeling the same
system, then the average number of tokens in places of
SPN equal the state measures in places of CPN.

Proof 4.2: Our proof is on the basis of [12]. We
consider three situations.

(1) Net with single input

©2014 ACADEMY PUBLISHER
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Figure 5. A transition with single input.

Fig. 5 shows a transition with a single input. In the
figure, p is the input place of transition tt, m(t) represents
the state measure of p at time ¢, d is the average firing
rate of tt, W is the time delay of ¢f. Assume that p has
initial value kq at time £y. In SPN, a transition needs time
from enabled to firing, and this time is represented by a
random variable W, which is subjected to an exponential
distribution function: Fy(At) = P[W < At] = 1 —
e~ @At At > 0. Assume that after At time, the average
number of tokens of p is k7, then

k) = E[m(p)] = k1 P[W > At] = ke 98t

In CPN, for this net, we have equation ' = —dz and
x(to) = k1. Solving this equation, we get m(to + At) =
klefdAt .

Thus in this case, our result is correct.

(2) Net with two inputs

mq (t) ma(t)

Figure 6. A transition with two inputs.

Fig. 6 shows a transition with two input places. In the
figure, p; and p, are two input places of transition tt,
m1(t) and mo(t) represent state measures of p; and po
at time ¢, respectively. d is the average firing rate of ¢,
W is the delay of ¢¢. Assume that p; has initial value k;
at time ¢y and po has initial value ko at time %.

In SPN, let k} and k7, be the new average numbers of
tokens of p; and po after time At, respectively. Then

ki = Em(p)]
= ky —min{ky, ko } P[W < At]
= k1 —min{ky, k2}(1 — P[W > At))
= k1 —min{ky, ko}(1 — e” A%,

In CPN, for this net, we have equations:
Ty = —d x min{zy, 12}, 25 = —d x min{xy,x2}

with the initial values: 1 (tg) = k1, x2(to) = ko. Since
min{x1, x>} is nondeterministic at every time ¢, it is hard
to give analytic solution. With numerical solution, we
may partition At into several small intervals At;, such
that on each such interval, min{x1, zo} will take a fixed
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value. Now we solve the equations on interval At; as the
follows.
1) If Jil(t()) < l’g(to), or ki < ko, then CCll =

—dmin{xl,xg} = —dzy, and kll = Z‘l(to + Atl) =
kleidAtl.

11) If .Tl(to) Z xg(to), or kl Z kg, then ‘I/l = —dl‘g,
rh = —dxo, then xo(ty + Aty) = ke @1, Since in

the steady state, the output markings from p; and p, are
equal, and the output marking from ps is ky —koe =921 =
ko(1— =A%), 5o the output marking from p; should be
ko(1 — e9A1) Thus k} = ky — ko(1 — e~ %A%),

Combining i) and ii), we get ki = k5 -—
min{ky, ko}(1 — e~ @) which is the same as the
average marking of SPN. We will get similar results
on other intervals. Hence in this case, our result is also
correct.

(3) Now consider the general cases for Fig. 1, Fig.2,
Fig.3, and Fig.4. In SPN, for V¢t € T, its marking flow
rate, i.e. average marking moving to the output place in
unit time, is R(t,s) = W (t,s)x3 ;e 5 P(M)x X, where
E is the set of all reachable markings that make ¢ enable,
A is the average firing rate of ¢, W (¢, s) is the weight
attached to the arc from transition ¢ to place s. From the
proof of (1) and (2), we know that R(t,s) = d X m, or
R(t,s) = d x min{mi, ms}, where m, my, mo are the
input places of tt, and d is the average firing rate.

Hence for the place m in Fig. 1, Fig.2, Fig.3, and
Fig.4, at time t, the average number of markings of
a place = average number of markings to this place
- average number of markings t0ut this place, i.e.,
Jo(dymy — dm)dt for Fig. 1; [ (dymin{my, my} —
dm)dt for Fig.2; [5(dimy —dmin{ms, m})dt for Fig.3;
fot(dlmin{ml, ma } —dmin{ms, m})dt for Fig.4. These
expressions are actually the solutions of Equation (1),
Equation (2), Equation (3), and Equation (4) in Section
3.2, respectively. Hence, the average number of tokens of
m in SPN = state measure value of m in CPN.

Hence, we complete the proof.

V. PUBLIC-KEY CRYPTOSYSTEM
A. Public Key and Private Key

1) Public Key: Let (>, H) be a public key, where
> = (P,T, A, My, ) is a bounded Stochastic Petri Net
that has an MP as the underlying Petri net. H is a Hash
fucntion which will be defined in the following.

For any p; € P, let My(p;) represent the initial marking
value for place p; with the range ny < My(p;) <
ng, ni,me € N7, 4 =1,...,n. Assume that the sender
randomly selects the initial markings M (p;) from these
range. Define

QL) Molp) £ 0
Mo@i)—{ S Mo(p) 0.

Here H; is usually a linear function depending on the
size of SPN, the maximum number of tokens in the
initial markings, and the memory size. Let CT' (3 (M)
be the coverability tree of the net. Define V by V =
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H(M (pi), Ji,U) = Vo + V3 = RiJT + 107PRyUT,
where

- J; is the row vector of n dimension of CT' (> (M|));
JiT is the transpose of J;; R; is a n dimension vector
with positive integers; Vo = Ha(J;) = Ry Jf , where
Hy is 1-1 mapping; Ro is a randomly selected n
dimension vector with positive integers.

- Vs = H3(U) = 107PRUT, where U =
(u1,us,...,uy), u; is the average number of tokens
in place p; of SPN, that can be solved by the sender.
p(€ N) is an integer depending on the selection
of Ry and My(p;),n1 < My(p;) < ng, which can
determine as the following. The receiver calculates
the maximum value of all RyUT by solving the
equation groups as discussed in Section 3.3. Let
M be the maximum. Then take p = min{q €
N|109 > M}. This p can guarantee that the number
10~Pmaz{RUT} is a decimal fraction, thus the
number V3 = H3(U) = 107 PRUT = g from the
sender is also a decimal fraction. The receiver then
computes all the Vi, and finds which V3 is the most
closest one to this g. The initial markings for this
closest V3 are exactly the initial markings selected by
the sender. Howeyver, the attacker does not know how
to generate p. In order to get p, the attacker has to has
to try every possible initial marking, and calculate all
possible V3 from CT'(>"(M])). The complexity for
the attacker will be in multiple exponential.

2) Private Key: The private key is designed as <
E,H, >, where F is a set of equations consisting of
the following six types of ordinary differential equations
generated from Petri net MP:

° Type 1 [Internal]. m; = Czi,lmi,l —(L‘mi. Here m;
and m;_; are the states of the same process net.

e Type 2 [Input-before]. m} = d;_ymin{m;_1,zr}—
czimi. Here m; and m;_ are the states of the same
process net. my, is the input to this process net from
buffer. ~

e Type 3 [Input-after]. m; = diymi1 —
d;min{m;, my}. Here m; and m;_; are the states of
the same process net. my, is the input to this process
net from buffer.

e Type 4  [Input-before-after].  m; =
di—ymin{m;_1,mi} — Jimin{mi,ml}. Here
m; and m;_q are the states of the same process net.
my and m; are the inputs to this process net from
buffer. R

e Type 5 [Asynchronous]. mj = dim; —
dimin{m; ,my}. Here m; and m; are the states
of two different service nets respectively. my, is the
message between these two service nets.

e Type 6 [Synchronous]. m), = d;min{m;,m;} —
czi/min{mi/,mk}. Here m; and m; are the states
of two different service nets respectively. my and
m; are the messages between these two service nets,
where m; is usually indicates the request that can be
calculated by Type 5 and my, is the reply.
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Hj : Vo — J; is a mapping which can be determined
based on the reachable marking set of coverability tree
through the formula Vo = Ry JI.

We claim that it is almost impossible to derive private
key from public key. The reason is as the following. If we
design the k( the maximum number of tokens in the initial
markings) and the range of H; big enough, the attacker
needs to try all possible initial markings to determine
My (p;), and then further to determine CT'(>"(M})) and
all the J;, and finally to determine the .J; in the private
key. The whole process is multiple exponentially hard.

B. Encryption and Decryption

1) Steps of Encryption: There are five steps in the
encryption.

(1) For a plaintext P, the sender generates cipertext C]
using symmetric cryptosystems such as AES and 3DES.

(2) Randomly select the initial value M, (p;) of p;,i =
1,2,...,I from the range ny; < My(p;) < na, ni,ns €
NT. Following the method to calculate the average num-
ber of tokens of SPN in the steady state and using some
software such as SPNP or GreatSPN, we can compute
U= (u1,ug,...,up).

(3) Compute M{(p;), and then get the coverability
tree CT (D> (M])) of SPN > (M]). Randomly select
a row vector J; which corresponds to the node ¢ in
CT(> (M])). Based on the function Vo = Hy(J;) =
Ry J} in the public key, we compute V5 and thus obtain
the value of V = V5 + V3, which is a number with integral
part and decimal part.

(4) The cipertext C; = (C},V) is obtained which can
be regarded as the result of the first stage encryption.

(5) Multiple encryption: Regarding C as the plaintext,
randomly choose a row vector different from the first time
vector from the coverability tree C'T'(>_(M])). Repeating
the steps (1)-(4), eventually after r stages, we will get the
cipertext C,. = (C/., V,.).

2) Steps of Decryption: There are four steps in the
decryption.

(1) After receiving the cipertext C, = (C/,V,.), based
on the initial marking range n; < My(p;) < ng, ny,ng €
N7 and the semantics of CPN, we can build an ordi-
nary differential equation group. Applying Runge-Kutta
algorithm, we calculate many values of V3 = H3(U) =
107PRoUT at different initial marking values. Then we
find the most closest V3 to the decimal fraction from the
sender. The initial markings Mj(p;) for this most closest
V35 are the initial markings selected by the sender.

(2) Based on the value of M (p;), and

ooy HU(MG (p), Mo(pi) # 0;
Mo(pi) = { 57 Moo =0

in the public key, we can determine the coverability tree
CT(> (M) of SPN Y (M]) from the sender.

(3) Building the mapping Ho : Vo — .J;, where
Vo = Ho(J;) = RyJI, and J; is the row vector of
CT (> (MY])). Find the V, that matches the integral part
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of V., thus from mapping H», we can determine the row
vector J; selected by sender.

(4) Using J; for the decryption to C}, we will get the
r — 1 stage cipertext C,_1; = (Cl._;,V,_1). Repeat the
above steps until we get the plaintext P.

C. Security Measure

1) The Decryption Complexities For The Attacker and
For The Receiver: In order to decipher the text, the
attacker must know the initial marking values selected
by the sender. Normally people will use the method in
section 2.2 to compute average number of tokens for
SPN. The time complexity to compute one time average
number of tokens is O(na”*™) a > 1, here k is
the maximum number of tokens in the initial markings,
P(k,n) is a polynomial of k and n. Since each of
those places p;,© = 1,2,..., I that can be assigned the
initial markings from the range n; < My(p;) < no
has ny — n1 + 1 possibilities to take the initial values,
thus the computing complexity to get all possible vg is
(ng —ny +1)10(na”*m™), a > 1. Since the number of
states will increase exponentially as the number of places
and the number of initial markings of places increase, we
assume time to calculate the states is O(b?*™)), where
Q(k,n) is a polynomial of k£ and n, and b > 1. There
are (no —ny + 1)1 possibilities for the sender to select
the initial markings. Since every selected initial marking
Mg (p;) corresponds a coverable tree CT (> (MY)), thus
there are also (ny —ng + 1)7 possibilities to select trees.
Hence, for one time decryption, the complexity is (ns —
ny+1)1 x O(bLE™) x (ng —ng +1)! x O(na?*m) =
(ng —n1 + 121 x O(na”®mpREn)) ¢ > 1,b > 1.

However, the receiver only needs to solve a group of
ordinary differential equation group and the complexity is
O(n®). When the initial markings are changed, the initial
values to the ordinary differential equation group will be
changed, but the complexity to solve the equation group
still stays the same. Thus to determine the initial marking
of places selected by sender, the receiver at most needs
to solve the equation group (ny —ng + 1)! times, so the
complexity for the decryption is (ny —ny + 1)70(n?).

2) The Complexity for Multiple Encryption: In order
to increase the decryption difficulty, we may adopt multi-
stage encryption. The corresponding complexity is as the
following.

(1) Since in every stage the selected row vectors J;
are different, then the complexity to decipher r-stage
encryption plain text is (ng — ny + 1)2"1 O(n"a"P(k:7)
prREm) g > 1,b> 1.

(2) We may increase the process nets in the Petri net,
i.e. to increase the index [ in the expression (ns —ni +
DIO(na?®mpRE:n)) " then as the number of process
nets increase, the complexity will increase exponentially.

(3) We may increase the the maximum number k of
tokens in the initial marking, accordingly, the state space
will expand quickly and attackers can not compress this
expanding state space caused by the increasing number
of tokens.
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In summary, the computing time for an attacker to
compute the average number of tokens is exponential, thus
it is hard to get the coverability tree selected by sender. On
the other hand, in our public key, based on the knapsack
problem (NP-complete problem [6]), we have designed a
Hash function Vo = Hy(J;) = Ry JI'. Thus the attacking
to our encryption is also a NP-complete problem.

VI. AN EXAMPLE To DESIGN A PUBLIC-KEY
CRYPTOSYSTEM

A. Preparing Public Key and Private Key

(1) Choose a bounded Petri net as shown in Fig. 7.
Fig. 8(a)(b) can be used for multiple encryption, where
(a) is to increase the number of process nets and (b)
is to increase the Internal States in the process net. In
Fig. 7, Mo(p2) = Mo(ps) = Mo(ps) = Mo(ps) = O,
and the firing rates for the transitions t1,t2,t3 and ¢4 are
1. My(p1) and My(ps) are in the range: 1 < My(p;) <
Mo(pg) < 10,M0(p1),M0(p3) e Nt.

—(On
i

Figure 7. Petri net for encryption.

FIRE
1
F /%@ 9

(@) ()

Figure 8. Extended Petri net for multiple encryption.

(2) Design Hash function H.
i) Define new initial markings:

vy v HU(MG (p),  Mo(pi) # 0;
M0<pi)vl{ 8’ P Mg(]p;i):()
_ { 2(Mo(pi)),  Mo(ps) # 0;

Oa MO(pz) =0.

Note that here we design Hy (M (p;)) = 2(My(p;)) only
for the convenience, and H; in the real time is designed
based on the ability to decipher the text, memory and the
calculation speed.

ii) Randomly select Ry =
Ho(J;) = RyJY.

(1,5,13,17,7,23) for Vo =
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iii) Randomly select Ry = (1,2,3,4,5,6). Based on
the formula V3 = H3(U) = 107PRyUT, we deter-
mine p by calculating the maximum value of RoU7”.

Let Mo(p1) = Mo(ps) = 10, Mo(p2) = Mo(ps) =
Moy(ps) = Mo(ps) = 0, we build the following set of
equations:

my = min{ms, mg} —mq,
mbh = my — min{mz, mg},
mhs = min{my, ms} —ms,
mly = mg — min{my, ms},

=my — min{mg, ms},

mg = min{mg, ms} — min{mz, mg},
with the initial values: m4(0) = m3(0) = 10, m2(0) =
m4(0) = m5(0) = mg(0) = 0. Using Matlab, we get
U = (3.3333,6.6667,3.3325,6.6675, 3.3342, 3.3325).
Thus, RoUT = 90.0002. Since p = min{q € N|10¢ >
90.0002} 2, we get V3 = H3(U) = 1072 x
(1,2,3,4,5,6)UT.

Thus the Hash function H would be
V. = H(M (pi), J;,U) = Vo + Vs

= Ry JI +107PRUT

= (1,5,13,17,7,23)JF +1072 x (1,2,3,4,5,6)U".
3

(3) Private key. First to determine E, which is a set of
ordinary differential equations as the following:

my = min{ms, me¢} — my,
mh = my — min{ms, mg},
mhs = min{my, ms} — ms,
mly = mg — min{myg, ms},

mg = my — min{my, ms},

mg = min{maq, ms} — min{ma, mg},

with the initial values: 1 < m4(0), m3(0) < 10, my(0) =
m4(0) = m5(0) = mg(0) = 0. Next to determine Ho,
which is to determine J;.

We need to solve the above differential equations
covering all the cases that m; and mg take values from
1 to 10. Without loss of generality, we only calculate the
solutions of the differential equation group for the range
1 < Mo(p1), Mo(ps) < 2. If Mo(p1) = Mo(p3) = 1,
V3 ~ 009, If MO(pl) = 1,M0(p3) = 2, ‘/3 ~ 013,
If Mo(p1) = 2, Mo(ps) = 1, V3 = 0.16; If Mo(p1) =
2, My(ps) = 2, V3 =~ 0.18. Since the decimal fraction of
V3 from sender is 0.092, by comparing with all the cases
of V3 here, we choose the most closest one V3 =~ 0.09.
From this value, we imply that the sender uses My(p1) =
My(ps) = 1 as the initial markings.

Since

t(s.
My(si) = V1= { 2(M00,(52)),

we determine the coverability tree in the situation
My(s1) = My(s3) = 2, which is shown in Fig. 9.

Since there are 18 reachable markings in the tree, we
will have 18 row vectors. Based on the formula Vo =

Mo(s;) # 0;
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202000

022020 111110 111110 20(?)1)

021120 021120 110210 112001 110210

020220 02/)& 020220 W 111101

021111 112010 021111 021111 201100 110201
11/110 020211 0220 111110 2()()%

021120 110210 112001 110210 021102 112001 021102 110210

Figure 9. Part of the coverability tree.

Hy(J;) = RyJT = (1,5,13,17,7,23).J], we define the
mapping Ho : Vo — J; by Table L.

TABLE 1.
INVERSE FUNCTION Ho : Vo — J;

[ 15[ i]

&

b
o| o o o| o of =| —=| | =| o| S| =| —=| =] o 1| 1o [ S
L = o o] = o] o] =| ] of =| | | =| o | —=| ©
o| o| of =| =| —=| o o | Of o] | =| =| —| o| | o | S
S S N o e e e e R e B R R RS RS RS RS Y

O =] O =[N O = O] —| | O = 19| O| —| D

1| 19| 19 1| 13| 1| = = 19| = 1o 1| = | = | —=| o] o ©

B. Encryption

The encryption contains the following steps:

(1) With AES, the sender transforms plaintext P to
cipertext C1.

(2) Randomly select My(p1) = My(ps) = 1.
By using the method in Section 2.2 and software
SPNP or GreatSPN to calculate the average number
of tokens of SPN, we get U = (uj,us,...,Upy) =
(0.3077,0.6922,0.3076, 0.6923,0.3846,0.3076).  Thus
Vs = H3(U) = 1072 x (1,2,3,4,5,6)UT ~ 0.092.

(3) Since

v [ 2(MG (pi)), Mo (pi) # 0;
Mo(ps) = Vi = { o My(pr) 20
_ { 2, Mo(p:) # 0;

10, My(pi) =0

we build the the coverability tree of SPN > (M) as
shown in Fig. 9. In the figure we only given part of the
tree. In the tree, the sender randomly choose row vector
(0,2,2,0,1,1) as the encryption vector J;. Since V5 =

©2014 ACADEMY PUBLISHER

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

Hy(J;) = RiJT = (1,5,13,17,7,23)(0,2,2,0,1,1)T =
66, we get V = V5 + V3 = 66 + 0.092 = 66.092.

(4) Finally, we get the cipertext (C{,V) =
(C1,66.092).

Note: For the computing convenience, we only choose
Mo(p1) = Mp(ps) = 1, and only perform one time
encryption.

C. Decryption

After getting the cipertext Cy = (C1,66.092), the
receiver knows that the integral part of V' is 66. By
checking the table of function Ho, we find that the
sender has chosen the vector J13 = (0,2,2,0,1,1) for
encryption. Using .Ji3 as the decryption key of AES, we
will get the plaintext P.

VII. RELATED WORK

RSA [21] is the most extensively used public-key
crytosystem, and its security relies on the difficulty
of factoring the large integer problem. Its complexities
of encryption, decryption and attacking are the same:
O(exp(c(logn)(loglogn))'/?), ¢ is a constant and n is a
large factoring number. This expression is subexponential,
not exponential. In our public-key crytosystem, we first
use private key cryptosystem such as AES or 3DES to en-
crypt the plaintext, which belongs to a NP-problem [22].
Then based on the knapsack problem, we design a Hash
function: V = H(My (p;), J;,U) = Vo + V3 = Ry JT +
10PRyUT, where the computing of J; from V, Ry, and
R also belongs to a NP-complete problem [6]. Thus the
security of our method is higher than that of RSA after
one time encryption. If applying r-stage encryption, the
security can reach (ng—n;+1)2"1O(n"a" P k) prakn)y,

PGP [5] is a protocol for email text encryption. Its core
part is RSA. When encrypting, PGP first compresses plain
text, and then encrypts the compressed plaintext with
session key, finally encrypts the session key with RSA.
Our technique is also based on session key. However,
PGP is based on RSA, while ours is based on NP-
complete problem, thus our security is higher than PGP.
Also because PGP is based on RSA, the encryption is
slow. Since our encryption requires computing average
number of tokens in places of SPN, and decryption is to
solve a group of differential equations, our encryption and
decryption are comparably faster.

MEPKC [8] is designed based on elementary T-
invariants of the Petri net. Petri nets are used as a key-
generator and elementary T-invariants are used as the
encryption keys. After r-stage encryption, the security
is (e™)", which is still an exponential expression. In
MEPKC, the sender needs to construct a small Petri net
such that the net contains as many as possible elementary
T-invariants, where elementary T-invariants are used as the
entryption keys. In our technique, we use the reachable
markings of coverability tree to generate key, and the
coverability tree is comparably easy to get from SPN,
so our encryption is faster than MEPKC.
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VIII. CONCLUSION

We have developed a new public-key cryptosystm
based on the difficulty to solve average number of tokens
in places of SPN for a given range of initial marking
values, and used CPN to perform the decryption. The
reachable markings in coverability tree of SPN are used as
the encryption key, and the plaintext can be encrypted in
multiple stages. Comparing with the traditional public-key
cryptosystms such as RSA, PGP, our technique has higher
security. Moreover, the encryption and the decryption are
easier.

Usually both the public key and the private key in the
public-key cryptosystem can be used to encrypt plaintext,
such as RSA, ECC, etc. However, in our technique, only
public key can be used for the encryption, so our tech-
nique can not be used for digital signature. To overcome
this shortcoming, we may combine our system with those
public-key cryptosystems that are qualified for digital
signature. Now we use DSA as the example to illustrate
the encryption and decryption process. Assume that the
sender A(with DSA) sends the plaintext P to the receiver
B(with our technique). The public key and private key of
A are K.4 and K 4, and public key and private key of
B are K.p and K,p, respectively. A first uses its own
private key K4 to encrypt the plaintext P, and the result
is S = E(P,K44); then A uses the public key K.p of B
to encrypt S, and the result is C' = E(S, K.p); finally A
sends C'to B. After B receives C', B uses its own private
key Kyp to decrypt C, and obtain S = D(C, Kyp);
then uses the public key K.4 of A to decrypt S, and
obtain P = D(S, K.4). Thus the secret and the reality
are promised. In this way, our technique can also be used
for digital signature.

In order to increase the attack difficulty, we may
design more complicated hash function H in the public
key. We may also combine our cryptosystem with other
cryptosystems to increase the security. One may notice
that while our technique increase the decryption difficulty
for attackers, it also increase the computing work for the
receivers. Two issues will be solved in the future: 1) How
to store all reachable markings in the coverability tree of
SPN; 2) How to estimate security if the key itself gets
brute force attack.
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Abstract—Estimation of distribution algorithms ( EDAs ) is
a new kind of evolution algorithm. In EDAs , through the
statistics of the information of selected individuals in
current group, the probability of the individual distribution
in next generation is given and the next generation of group
is formed by random sampling. A wide range of
mathematical model of the knapsack problem are proposed.
In this paper, the EDAs is applied to solve the knapsack
problem. The influence of several strategies, such as
numbers of population and better population selection
proportions are analyzed. Simulation results show that the
EDAs is reliable and effective for solving the knapsack
problem. The Maltab code is given also. It can easily be
modified for any combinatorial problem for which we have
no good specialized algorithm.

Index Terms—estimation distribution algorithm, knapsack
problem, genetic algorithm

1. INTRODUCTION

The knapsack problem or rucksack problem is a
problem in combinatorial optimization: Given a set of
items, each with a weight and a value, determine the
number of each item to include in a collection so that the
total weight is less than or equal to a given limit and the
total value is as large as possible. It derives its name from
the problem faced by someone who is constrained by a
fixed-size knapsack and must fill it with the most
valuable items. The 0/1 knapsack problem is proven to be
NP-complete. It is traditionally solved by the dynamic
programming algorithm, which is accepted as the most
practical way to solve this problem. With the advent of
parallel processors, many researchers concentrated their
efforts on development of approximation algorithms for
NP-complete problems based on the application of
parallel processors. For the 0/1 Knapsack problem, such
works were reported by Peters and Rudolf [1], and
Gopalakrishnan et al. [2]. Another relevant branch of
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research was related to design of systolic arrays for
dynamic programming problems. This approach was
considered in works of Li et al. [3], Lipton et al. [4] and
others. A different model for the parallel computation of
the Knapsack problem with weights given by real
numbers was considered by A. Yao [5]. Currently, the
method solving knapsack problem are accurate methods
(such as dynamic programming, the recursive method,
backtracking, branch and bound method [6]),
approximation algorithms (such as the greedy method [6],
Lagrange method, etc.) and intelligent optimization
algorithms (such as simulated annealing algorithm[7],
genetic algorithms [7] genetic annealing evolutionary
algorithm [8], ant colony algorithm [9, 10]), particle
swarm optimization algorithm [11], DNA [12]) . A new
version of MOEA/D with uniform design for solving
multiobjective 0/1 knapsack problems is proposed in
reference [13].

Estimation of distribution algorithms (EDAs) are
stochastic optimization techniques that explore the space
of potential solutions by building and sampling explicit
probabilistic models of promising candidate solutions.
This explicit use of probablistic models in optimization
offers some significant advantages over other types of
metaheuristics. EDAs were successfully applied to
optimization of large spin glass instances in two-
dimensional and three-dimensional lattices, military
antenna design, multiobjective knapsack, groundwater
remediation design, aminoacid alphabet reduction for
protein structure prediction, identification of clusters of
genes with similar expression profiles, economic dispatch,
forest management, portfolio management, cancer
chemotherapy optimization, environmental monitoring
network design, and others. In this paper, a new method
for knapsack problem is put forward based on estimation
of distribution algorithms and better population selection
proportions are analyzed. Estimation of distribution
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algorithms (EDAs) is a new area of evolutionary
computation. In EDAs there is neither crossover nor
mutation operator. New population is generated by
sampling the probability distribution, which is estimated
from a database containing selected individuals of
previous generation.

Since Estimation of distribution algorithms (EDAs)
were proposed by Baluja in 1994 [14], EDAs quickly
become an important branch of evolutionary algorithms
because they have better mathematical foundation than
other evolutionary algorithms. On the basis of statistical
learning theory, EDAs use some individuals selected
from the population at the current evolutionary generation
to build a probability model and then produces offspring
for the next generation by sampling the probability model
in a probabilistic way. A lot of investigations in [15-22]
show that EDAs have good optimization performance in
both combinatorial problems and numeric optimization
problems. Until now there are many studies about EDAs,
but EDAs mainly consist of several types: Population
based incremental learning (PBIL) [14], univariate
marginal distribution algorithm (UMDA), compact
genetic algorithm (CGA), mutual-information-
maximizing input clustering algorithm (MIMIC) ,
bivariate marginal distribution algorithm (BMDA),
factorized distribution algorithm (FDA), Bayesian
optimization algorithm (BOA), extended compact genetic
algorithm (ECGA) and estimation of Bayesian network
algorithm (EBNA). UMDA works well only in the
solution of linear problems with independent variables, so
it requires extension as well as application of local
heuristics for combinatorial optimizations. PBIL uses
vector probabilities instead of population and has good
performance for solving problems with independent
variables in binary search space. CGA independently
deals with each variable and needs less memory than
simple genetic algorithm. MIMIC searches the best
permutation of the variables at each generation to find the
probability distribution through using Kullback-Leibler
distance. BMDA is mainly based on the construction of a
dependency graph, which is acyclic but does not
necessarily have to be a connected graph. FDA integrates
evolutionary algorithms with simulated annealing. This
method requires additively decomposed function and the
factorization of the joint probability distribution remains
same for all iterations. BOA applies Bayesian network
and Bayesian Dirichlet metric to estimate joint
probability distributions, thus, it can take advantage of
the prior information about the problem. ECGA
factorizes the joint probability distribution as a product of
marginal distributions of variable size. EBNA employs
Bayesian network for the factorization of the joint
probability distribution and BIC score.

II. THE MODE OF KNAPSACK PROBLEM

The most common problem being solved is the 0-1
knapsack problem, which restricts the number X; of

copies of each kind of item to zero or one.
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Let there be N items, X, to X, where X; has a value
P; and weight C; . The maximum weight that we can

carry in the bag is C . It is common to assume that all
values and weights are nonnegative. To simplify the
representation, we also assume that the items are listed in
increasing order of weight.

maxzn: P; X;

i=1
st. Doex <C (1)

Xi € {051},0 = 1a2a”'an)

Maximize the sum of the values of the items in the
knapsack so that the sum of the weights must be less than
the knapsack's capacity.

The knapsack problem is one of the most studied
problems in combinatorial optimization, with many real-
life applications. For this reason, many special cases and
generalizations have been examined.

One common variant is that each item can be chosen
multiple times. The bounded knapsack problem

specifies, for each item I, an upper bound U; (which

may be a positive integer, or infinity) on the number of
times item | can be selected:

maxzn: P; X;

—_

s.t. cx, <C )

M-

0

IA

IA

X <u.

1
X; integral for all 1.

The unbounded knapsack problem (sometimes
called the integer knapsack problem) does not put any
upper bounds on the number of times an item may be
selected:

maxzn: P, X
i=1
st. Y cx <C 3)

i
i=1

X 20
X; integral for all 1.

The unbounded variant was shown to be NP-complete
in 1975 by Lueker.



106

If the items are subdivided into k classes denoted N,

and exactly one item must be taken from each class, we
get the multiple-choice knapsack problem:

k
max ) > PyX;

i=l jeN;
k
st. c.X. <C
Z‘JEZN: e 4)
dox; =1 1<i<k
jeN;
x; €{0,1}

If for each item the profits and weights are identical,
we get the subset sum problem (often the corresponding
decision problem is given instead):

n
max »_ p;X;
i=1

st. D px <C (5)
i1
Xi € {Oal}a(l = 1a2a"'7n)

If we have n items and m knapsacks with capacities
C,, we get the multiple knapsack problem:

max > > Py,

i=l j=I;

n
st. Doc;x; <C;  1<i<m
i=1

(©)
Dy <1 1<j<n
i=1

X € {0,1}

As a special case of the multiple knapsack problem,
when the profits are equal to weights and all bins have the
same capacity, we can have multiple subset sum
problem: Quadratic knapsack problem:

n n-1 n
max ) piX; + . > PyXiX
i=1 i=1 j=i+l
n
st. > ex <C 7
i=1
X, € {0,1}
If there is more than one constraint (for example, both
a volume limit and a weight limit, where the volume and
weight of each item are not related), we get the multiply

constrained knapsack problem, multi-dimensional
knapsack problem, or m-dimensional knapsack
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problem. (Note, "dimension" here does not refer to the
shape of any items.) This has 0-1, bounded, and
unbounded variants; the unbounded one is shown below.

I1<i<m 8)

X; integral for all i

If all the profits are 1, we can try to minimize the
number of items which exactly fill the knapsack:

min Zn: X;
i=1

n
st. D cx =C ©)
i=1
X; €{0,1},(1=1,2,---,n)
We call these problems Knapsack-like problems.

If we have a number of containers (of the same size),
and we wish to pack all n items in as few containers as
possible, we get the bin packing problem, which is

modeled by having indicator variables Y, =1 <

container i is being used:

mini Y,
i=1
Zn:xijzl 1<j<n (10)

The cutting stock problem is identical to the bin packing
problem, but since practical instances usually have far
fewer types of items, another formulation is often used.

Item | is needed B j times, each "pattern" of items
which fit into a single knapsack have a variable, X;

(there are m patterns), and pattern | uses item | bij

times:
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j <N
i-1 (11)

X; €{0,1,---,n}  1<i<m
If, to the multiple choice knapsack problem, we add
the constraint that each subset is of size n and remove the
restriction on total weight, we get the assignment problem,
which is also the problem of finding a maximal bipartite
matching:

: B (12)

X; {01} 1<i<k,jeN;
In the Maximum Density Knapsack variant there is an
initial weight C, , and we maximize the density of

selected of items which do not violate the capacity
constraint:

n

2 PiX

=

n
C, +Zcixi
i=1

st. Zn:ci X, <C
i=1

X; €{0,1}

max

(13)

II1. BASIC ESTIMATION OF DISTRIBUTION ALGORITHMS

Estimation of distribution algorithms (EDAs),
sometimes called probabilistic model-building genetic
algorithms (PMBGASs), are stochastic optimization
methods that guide the search for the optimum by
building and sampling explicit probabilistic models of
promising candidate solutions[12]. Optimization is
viewed as a series of incremental updates of a
probabilistic model, starting with the model encoding the
uniform distribution over admissible solutions and ending
with the model that generates only the global optima [13].

EDAs belong to the class of evolutionary algorithms.
The main difference between EDAs and most
conventional evolutionary algorithms is that evolutionary
algorithms generate new candidate solutions using an
implicit distribution defined by one or more variation
operators, whereas EDAs use an explicit probability
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distribution encoded by a Bayesian network, a
multivariate normal distribution, or another model class.
In EDAs the new population of individuals is generated
without using neither crossover nor mutation operators.
Instead, the new individuals are sampled starting from a
probability distribution estimated from the database
containing only selected individuals from the previous
generation. Figure 1 illustrates the flowchart of EDA.

Randomly generate an initial
individual

Select the number of
individuals

Y

Estimate the probability
distribution among the
selected individuals

| |
| |
| |
| |
| |
| v |
| Move the particles in the I
| |
| |
| |
| |
| |
| |

search space and evaluate
their fitness

v

Generate the next generation
by probabilistically selecting
particles to produce offspring

Maximum number of
iteration?

Output the optimal individual

Figure 1. Illustrates the flowchart of EDA.
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The general procedure of an EDA is outlined in the
following[16]:
Step1t=0;
Step 2 initialize model M(0) to represent uniform
distribution over admissible solutions
Step 3 while (termination criteria not met)
Step 3.1 P = generate N>0 candidate solutions by
sampling M(t)
Step 3.2 F = evaluate all candidate solutions in P
Step 3.3 M(t+1) = adjust_model(P,F,M(t))
Step3.4t=t+1
Using explicit probabilistic models in optimization
allowed EDAs to feasibly solve optimization problems
that were notoriously difficult for most conventional
evolutionary algorithms and traditional optimization

techniques, such as problems with high levels of epistasis.

Nonetheless, the advantage of EDAs is also that these
algorithms provide an optimization practitioner with a
series of probabilistic models that reveal a lot of
information about the problem being solved. This
information can in turn be used to design problem-
specific neighborhood operators for local search, to bias
future runs of EDAs on a similar problem, or to create an
efficient computational model of the problem.

IV. SOLVING 0/1 KNAPSACK PROBLEM BY EDAS

Firstly, we transform (1)(constrained problem) into a
single unconstrained problem.

min f :—Zn: P X +
i=l

fminfofc - $ox |

where M > Ois a large number.

2

(14)

The other knapsack problem models can also transform.

For example, we transform (13)(constrained problem)
into a single unconstrained problem.

Z Pi X
i=1
Co+ Y .CiX;

i=1

+M min{O, {C - iznl:CiXi }}

The estimation of distribution algorithms for
0/1knapsack problem is as follows:

Step 1 Using the uniform design technique, for each
variable are the probability of random values within

(Pys Pys» P,)" =(0.5,0.5,---,0.5)" . Generate N

individuals constitute the initial population.

Step 2 Assess the fitness of all individuals in the
initial population, and retain the best solution.

Step 3 Order the population by fitness in descending
sorting, and choose the optimal m individuals (m < N).

min f =—

(15)

2
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Step 4 Build a  probability

(P> Py>++» P,)" based on the statistical information

vector

extracted from the selected m solutions in the current
population.
Step 5 Sample N new solutions from this build

probability models (p1 > Poseees Py )T .

Step 6 If the given stopping condition (up to the
required number of iterations nmax) is not met, go to step
2.

The estimation of distribution algorithms’ time
complexity is estimated as follows: The time to calculate
the fitness operation is the longest, so the time
complexity of algorithm is about O(N.Ny)-

The estimation of distribution algorithms for other
knapsack problem models is similar to above algorithm.

V. NUMERICAL EXAMPLE

We solve a typical knapsack problem of literature
9. n = 10, C = 269 g {p1, P2 ---
Pi0}={55,10,47,5,4,50,8,61,85,87}, and {C;, Cy, ...,
C10}={95,4,60,32,23,72,80,62,65,46}.

The program of EDAs is implemented by
MATLAB. The MATLAB implementation is given
below:

%EDA_Knapsack.m
%EDAs for Knapsack Problem
clear all
n=10;
p=[551047 54508 61 85 87]';
c=[95 4 60 32 23 72 80 62 65 46]';
G=269;
M=1;
N=1000;
m=0.4*N;
r=[0.50.50.50.50.50.50.50.50.50.5]}
for nn=1:20
for j=1:N
X(j,:)=Xrand(r,n);
end
for j=1:N
fknapsack(j)=objknapsack(n,c,p,X(j,:),G,M);
ftknapsack(G)=X(,:)*p;
end
SX=X;
SX(:,n+1)=tknapsack’;
B=sortrows(SX,n+1);
fmin=B(1,n+1);
xmin=B(1,1:n);
for k=1:m
SelectX(k,1:n)= B(k,1:n);
end
r=sum(SelectX)/m;
for i=1:N
if ffknapsack(i)>295
ffknapsack(i)=0;
end
end
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opf(nn)=max(ftknapsack);
meanf(nn)=mean(ffknapsack);
end
opf
meanf
plot(1:20,0pf,'-.",1:20,meanf'-")
legend('Best values','Average values');
xlabel('The time of iteration')
ylabel('The value of knapsack')

Xrand.m is is given below:

function y=Xrand(r,n)
for i=1:n
if rand<=r(i)
y()=1;
else
y(i)=0;
end
end

Objknapsack.m is is given below:

function f=objknapsack(n,c,p,x,G,M)
f=-x*p+M*(min(0,G-x*c))"2;

When N =100, m = 0.4 * N, the procession of value
is shown in Figure 1. The main parameters affecting the
performance of the EDA are the number N of the
population and selected population number m.

30— —
//
//
/
S 2501 / —
% — - Best values
< Awerage values
B 200t / il
° -
=]
©
>
()
£ 150| ]
100 L L L
0 5 10 15 20

The time of iteration

Figure 2. Figure2. The iterative process of the best values and the
average values

When m=N/2, it test 100 times, and the statistics are
shown in Table 1. When N = 100, sometimes the
algorithm goes into the local optimal solution and not to
reach the global optimum value 295, so we can’t give
statistics. Seen from Table 1, N is smaller, the effect is
not good. N is greater, the effect is better. Of course, the
greater the time is needed. We set N to moderate, such as
N of 800.

TABLE I.
COMPARISON RESULTS OF N
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N Average Minimum Maximum

number of number of number of
iterations iterations iterations

100 - - -

200 33 1 10

300 2.82 1 6

400 2.53 1 6

500 2.13 1 5

600 1.99 1 5

700 1.71 1 5

800 1.69 1 5

900 1.59 1 4

1000 1.56 1 4

When N = 800, it test 100 times, and the statistics
are shown in Table 2. From Table 2, if the ratio of m/N is
the greater, the effect is the worse. Of course, the ratio
m/N is too small, it is easy to fall into local minima. So
the ratio of m/ N is 10% -30%, the results were quite
good.

TABLE II.

COMPARISON RESULTS OF M/N

N Average Minimum Maximum
number of number of number of
iterations iterations iterations
2.5% — — —
5% 1.42 1 2
10% 1.37 1 2
20% 1.53 1 3
30% 1.56 1 3
40% 1.60 1 4
50% 1.69 1 5
60% 1.71 1 5

VI. CONCLUSIONS

The estimation of distribution algorithms can not only
solve the knapsack problem, but also the algorithm can be
applied for integer programming problem. Estimation of
distribution algorithms can be slightly modified to solve
similar nonlinear mixed integer programming problem.
The estimation of distribution algorithms can be further
improved, such as adding the crossover operators and
mutation operators, so the performance may be better.
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Abstract—Enterprise organizations require flexible software
systems that can handle emerging market needs from time
to time, chiefly to ensure the organization has a competitive
edge in the market. On the other hand, several
organizations still possess legacy software systems, which
have definite functionalities but may limit their development
progress to comply with emerging e-business needs. Off-the-
shelf systems might be one possible option if a decision for
replacement is made. Equally, improving the architecture of
a legacy system can be a valid option to consider as well.
The decision on which approach to follow when dealing with
a legacy software system must be made based on a thorough
investigation of the nature of the system. This paper
develops a conceptual framework to analyse legacy software
systems in order to support CEOs in making informed
decisions about the appropriate approaches to follow in
order to keep their organizations functional and
competitive.

Index Terms—Ilegacy system, software architecture, decision
making

I. INTRODUCTION

Legacy software systems still represent valuable assets
to many organizations, even with the pioneering of new
technologies and wisdom. One of the main aspects that
forces an organization to maintain its legacy system in
business is the highly customized functionality provided
by the system, which cannot be easily implemented in
many brand-new enterprise solutions. However, such
reluctance to put new systems in place might negatively
affect the evolution of the organization in terms of its
compliance with the latest business needs (e.g. e-
commerce models). Therefore, CEOs must be able to
make informed decisions on how their organizations can
proceed towards satisfying new business requirements.
This paper presents our analysis of the Student
Information System (SIS) at Umm Al-Qura University
(UQU) [1] in order to identify its appropriateness to stay
in business and to subsequently help the CEOs at UQU to
make a decision about the most suitable strategy to follow
in order to keep the organization functional in a business
context.

The remainder of this paper is organized as follows:
section 2 describes the key background work in the field
of assessing legacy systems. Section 3 presents the
proposed framework for assessing legacy systems.
Section 4 describes the case study with which we
conducted the experimentations. Section 5 presents the
application of our framework to assess the legacy system

©2014 ACADEMY PUBLISHER
doi:10.4304/jsw.9.1.111-115

we selected as the case study. A discussion about the
results obtained from analysing the legacy system and the
implications of these results are given in section 6.
Finally, section 7 presents the conclusions of the paper
and suggests avenues for future work.

1. BACKGROUND WORK

The term “legacy system” in this paper refers to a
running system that still meets a considerable percentage
of an organization’s business needs in terms of functional
aspects but does not comply with emerging architectural
standards. Although this view might somewhat differ
from common definitions in the literature, such as that of
McGee [2], our definition considers more specifically the
architectural aspects of the legacy system, in addition to
other factors such as support, functionality, and
technology. Based on the architectural style adopted by
an organization, we can classify the system in terms of
whether it is a legacy system or not regardless of the
functional aspects, as we assume that all systems
available in an organization are being utilized; otherwise,
they would be shut down. For example, desktop
applications that are based on a client—server architectural
pattern can be considered legacy systems if they are still
in use among large enterprise organizations such as
universities. The reason for this is that client—server
solutions have many limitations with respect to
extensibility and the adaptation of new emerging e-
business requirements. Thus, a system can be considered
a legacy system in one context but not in another smaller
one (e.g. for student projects).

Summerville [4] identifies two main dimensions for
assessing legacy systems, namely environment and
application. Environment assessment is concerned with
certain vendor- and technology-related aspects.
Application assessment, however, examines the internal
non-functional attributes of the system itself. A more
refined version of this assessment framework is proposed
by Ransom et al. [5], who consider the technical,
business, and organizational infrastructure aspects of the
system. Grace et al. [6] established the SMART
methodology for analysing legacy software systems in
order to migrate to an SOA-compatible [6] environment.
Their analysis is mainly concerned with identifying
potential business logics from legacy systems in order to
refactor and expose these as service components. Seacord
et al. [7] identified three main dimensions for assessing
legacy systems, namely technical, programmatical, and
organizational considerations, which must be thoroughly
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investigated before modernizing any legacy system.
Bennett et al. [8] established a two-phased decision
model for assisting organizations in making informed
decisions about their legacy systems. Their model is
concerned with the business strategy and the technical
aspects of the legacy system.

We observe that the above-described work focuses
mainly on the business aspects of legacy systems in order
to support CEOs in making informed decisions on
whether to replace the entire system with a brand new
one or to keep the legacy system functional and maintain
it over time. However, none of the extant research
describes an assessment for the purpose of re-architecting
an organization’s legacy system, as described in our prior
work [9], apart from the work by Grace et al. [6], who
identified the requirements to migrate into an SOA-
compatible environment. Thus, the aim of this work is to
assess legacy systems from the perspective of modifying
their architectural styles to comply with new ones that
can easily accommodate newly emerging e-business
needs. Our assessment is built on combining the previous
work described above and considering the key factors of
it as a baseline with some modifications to fit the context
of our study.

1. ASSESSMENT FRAMEWORK

Generally, there are four conceptual strategies that
might be followed to identify the most appropriate
solution for systems evolutions, including:

e Replacing the legacy system with a new enterprise

solution;

¢ Maintaining the legacy system in order to proceed
with the organization’s business with limited
evolution;

e Re-architecting the legacy system to comply with
modern architectural styles, while keeping the
functionality untouched; and

e Extending the legacy system by wrapping it as a
black box and exposing its standard interfaces to
interact with new systems.

Each one of these strategies incurs some limitations
and possibly a number of benefits, if implemented
carefully. However, the decision to proceed with one
strategy or another is relatively challenging and requires
thorough investigation of the business value and the
quality of the legacy system at hand. We identify a
number of dimensions for this assessment, as follows:

e Support: This dimension is concerned with the
hardware and software support provided to the
legacy system. In addition, this dimension
examines the availability of source code and the
team that supports it.

e Business: The business requirement is the key
aspect by which an organization can decide
whether a system should be kept functional,
replaced with a new system that satisfies their
needs, or simply shut down completely. Therefore,
this dimension covers the requirements of an
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organization in addition to the modelling
technique used and the documentation of the
business in the legacy system.

e Architecture: The building blocks of the system
are defined in this dimension through the style
used in the legacy system and the integration
pattern between the different entities of that
system and with external systems. It also relates to
the way in which the functionality can be
consumed by clients.

e Technology: This dimension discusses the type of
technology adopted by the legacy system and
whether the technology is still appropriate or not
compared to emerging business needs.

This framework is abstract in nature and therefore is
not exhaustive. However, it can be utilized as the basis
for analysing the underlying environment of an
organization, as will be seen in section 5.

IV. CASE STUDY

UQU is a typical Saudi organization in that it runs a
legacy system and thus is in need of an urgent update.
UQU was therefore selected as the case study for the
proposed model with the purpose of creating a fully
integrated environment that supports e-government
business. The institution needs a fundamental solution to
cope with the changing environment without interrupting
the routine working activities. Funding is also a major
consideration that influences any decision regarding
major development plans.

From a historical perspective, UQU launched its
information systems in early 2001 to serve around 3,600
employees and just over 40,000 students. The system
runs an outdated code procedure based on Oracle 6i for
forms and reports, which are built entirely on a client—
server pattern [3]. The major in-house subsidiaries
include Enterprise Resource Planning (ERP), Student
Information System (SIS), Library Information System
(LIS), and Healthcare Information System (HIS). Twelve
years later, the system has started to struggle with the
new environment because of an increase in the number of
users and the pressure to support e-government models.
Today, the system serves around 75,000 students and
more than 7,000 employees: an almost two-fold increase
compared to 2001, although there have been only minor
changes to the original core functionality. Moreover,
outmoded software systems lack many capabilities that
are, these days, considered core requirements, including
compatibility with different environments (e.g. mobile
devices) and other services provided to students and
faculty members in the university. Additionally, due to
the emerging e-government movements in Saudi Arabia,
organizations need to apply major changes to their core
systems in order to accommodate new requirements. One
such requirement is process automation, which solely
requires the splitting of the functional aspects of an
application from the business aspects.
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V. ASSESSMENT OF LEGACY SYSTEM IN UQU

We utilized the framework described earlier to assess
SIS at UQU in order to build a conceptual understanding
of the current state of that system. The different
dimensions, together with their corresponding factors and
the status of SIS at UQU, are described in Table I.

It is apparent from table | that UQU does not have
many problems with the current support provided to their
SIS, as its servers are up to date and the source code is
completely owned and managed by the UQU team in the
IT deanship. With respect to business, it seems that SIS is
currently used by the university and hence constitutes
part of their active systems. This is why the system is
highly necessary for the university, even though it may
lack some functionality that seems to be available in a
number of competitive solutions in the market. However,
the availability of a dedicated IT team does help in terms
of adding extra functionality as per the emerging
functional requirements of the business owner, and this
seems to be a great advantage to the university in a
business sense. We can identify a slight concern with
respect to the modelling and documentation of the SIS
business logic, which seem to be lacking at the moment.
When we investigated this further, we observed that the
system is dependent mainly on personnel who are
working in the environment, including the business
owner and senior developers. This might represent a real
threat to the university business, as it could suspend the
operational continuity of the system in the case of
unforeseen circumstances.

Regarding architecture, the system complies with a
client-server architectural pattern that we believe is
somewhat outdated. Thus, extending the university
business to satisfy some of the emerging e-business
requirements might be very minimal. Our deep analysis
of the current environment has identified that SIS is split
into a front end, which is available on the web, and a
back end. The front end is programmed purely in Java
Server Faces (JSF), which can be considered a fairly
modern technology. However, the current building blocks
of JSF applications built for UQU are based mainly on
object, rather than web-service, interaction. This might
limit any potential utilization by different types of
environments (e.g. mobile phone applications), as all
objects need to be exposed as services beforehand. The
back-end system, on the other hand, seems to be very old
as it is programmed using Oracle 6i for forms and reports.
One common problem in the current back-end system
that may hinder its potential extendibility is that business
logics are embedded inside Oracle forms. Hence, no
application-to-application interaction is possible at the
moment without embedding glue code inside the
corresponding forms. With respect to data integration, it
seems that UQU owns a unified database for most of its
applications. However, we observed minor cases where
the same data were presented differently on different
screens, which can indicate the unnecessary availability
of redundant data sources.

Moreover, report generation is a very time-consuming
task as it requires manual intervention for creating views
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and queries. We observed that a considerable amount of
IT time is consumed in responding to daily requests for
reports due to the lack of a sophisticated tool that end
users can utilize for report generation.

TABLE I.
ASSESSMENT DIMENSIONS OF SIS LEGACY SYSTEM

Dimension Factors Status at UQU
Support
Application server Web-logiccurrently supported by
Oracle
Currently fully supported by
Oracle
Business

Modeling No business modeling technique
used at the moment

Ad-hoc interaction between
applications using mainly glue-
code

Architecture | Application
integration

Extensibility The system cannot be extended
by adding plug-ins to it. Extension
must be done in the core

functional classes.

Data integration Currently no data-centralized
warehouse, and reports are
generated manually by writing

queries

ey [Vendor — Jouce |

Yearly Subscription for support
only
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From a technology point of view, UQU seems to be in
good shape as it currently has many modern
environments, such as Oracle 11g for databases and JSF
2.0. However, its back-end systems technology is almost
obsolete and may shortly lose support from Oracle.
Licences do not seem to be an issue as the IT department
only pays yearly subscription fees for support during
high-traffic seasons such as registration and admission.
Apart from this, no other licences are paid as SIS is
completely owned by the university. All the applications
in the university are hosted in a centralized data centre
that fully supports virtualization.

V1. DISCUSSION

Based on the analysis described in the previous
section, we have identified some strong points and
weaknesses that the CEO must be aware of in order to
make a decision regarding the system. The system’s
strong points can be summarized as follows:

e The current SIS satisfies most of the functional
requirements of the UQU business owner, and the
system is used frequently and effectively during
the academic year.

e UQU currently has full control over the system. It
can add new features or even disable unnecessary
ones without the need to report back to any
vendor.

e The UQU team fully understands the business
logic of the system and can deal with any
business-related modifications required by the
business owner. Moreover, the team is skilled
enough to modify and build new features
smoothly.

e UQU owns a state-of-the-art environment in
which to host different applications. Moreover, the
current SIS complies with the new application of
the server’s technologies, as the university is using
a WebLogic application server at the moment.

e The database technology is up to date and fully
supported by Oracle.

e No costly licences need to be paid by UQU, as the
system is fully owned by the university.

On the other hand, weaknesses in the current SIS
environment are derived mainly from shortcomings in the
overall environment with respect to emerging e-business
needs, as described in [9]. We observed that these
characteristics might significantly influence the CEO’s
decisions. The weaknesses can be summarized as
follows:

e There is a lack of web-service capabilities for the

back-end systems.

o The look and feel of the system is somewhat basic,
as Oracle 6i forms do not support user-friendly
interfaces.

e Report generation is difficult and time consuming
as it involves specifically requesting that the IT
department generates a report, due to the lack of
tools and environments to support report
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generation. Consequently, some of the university’s
business processes might be negatively affected by
this delay.

e The functional screens are not integrated properly
into the workflow of the business process.

e The architectural style that is used by the
university is somewhat out of date, and this type
of client-server style is only normally used
nowadays in small organizations. Currently, most
of the enterprise solutions on the market have
moved towards service-based architecture such as
SOA [10] in order to ensure that their
environments are extensible to accommodate
future development; thus, UQU seems to be
lagging behind in this dimension.

e Business logic is embedded inside Oracle forms.
This can hinder flexible integration patterns with
other applications or environments. Moreover,
extending functionality might be an extremely
time-consuming task, as the entire application
must be put offline for full recompilation.

We used a simplified version of the weighted decision-
making grid (WDMG) to help derive a more accurate
decision in light of the strong and weak points identified.
The weights given for each dimension were generated
based on the importance of that dimension to
stakeholders, including the business owner (with a 40%
overall score weight), the IT team (with 35%), the
university administration team (with 15%), and key users
(with 10%). Table Il lists the different dimensions and
their assigned weights, out of 5, for each aspect.

TABLE II.
WEIGHTED DECISION-MAKING GRID
Pros Score Cons Score
System functionality 5 Lack of web-services 3
Modification delivery 5 Usability problems 3
time

Team support 4 Report generation 3
Technical 2 Architectural Style 2

Requirements
DB technology 3 Oracle 6i problems 3
License 3| Business process problem 5
Overall 22 19

The table shows that the advantages of the current
system outweigh its potential disadvantages by about 3.
There is an interesting trade-off between “system
functionality” and “business process problem”, as both
recorded a score of 5. The former is concerned with the
basic functionality that the system can provide in terms of
screens, while the latter relates to placing a functional
screen into context via a pre-defined workflow. Both
dimensions are significant and complement each other.
However, we believe that the implementation of
functionality is a prerequisite for implementing
workflows. Thus, satisfying functional requirements is
more significant at this stage than integrating applications
with workflows, as the integration is currently done at the
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database level and seems sufficient to fulfil
requirements during high seasons.

In general, although the difference in the overall scores
seems tiny, the advantages have more weight. This might
give a good indication that the current system should be
kept in business and that the CEO needs to start a number
of projects to address the disadvantages of the system. In
doing this, UQU would be able to obtain not only a fully
functional system but also an enterprise environment that
can accommodate emerging business needs.

uQu

VIl. CONCLUSION AND FUTURE WORK

This paper has described our research work and
experimentation for evaluating the legacy system at
UQU. The key outcomes of this study should be useful to
help the CEO of the university to make an informed
decision about the ability of the current SIS to serve its
mission and subsequent objectives. The provisional
evaluation of SIS at UQU was in favour of re-architecting
the system rather than replacing it with a brand new one.
The next step in this work is to investigate a possible
model for modifying legacy systems in order to comply
with emerging architectural standards. As such, a study
could be utilized to build a more solid plan for the actions
to be taken in the development of SIS at the university.
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Abstract—With the frequent occurrence of marine oil spill
and the serious environmental pollution as well as enormous
economic losses it causes, there is a growing demand for oil
spill emergency response. It becomes a trend to research on
spatial information analysis and publishing based on GIS.
Compared with the expensive and system-huge commercial
software, open source platform which is free and small-scale
is becoming a new choice. This article develops the marine
oil spill monitoring information analysis & publishing
system based on DotSpatial, the upgrade version of the
open-source .NET development of component library. In
this system, the monitoring information of oil spill is
visualized, rendered, analyzed and finally published on the
web. However open source GIS is functionally limited and
instable. DotSpatial can not read the spatial information of
RS images well and the mapping module is unstable. This
article solves some technical problems. For example, the
spatial data is processed such as re-projected via GDAL to
match the images layers with the vector layers. Vector oil
spots data is generated and rendered, and the major axis
and minor axis are drawn. Moreover the map extent to
output can be determined by dragging a rectangle using
GDI+, and the decorating of the map to putout is also
improved. By adopting several developing methods
comprehensively, this paper researches on the marine oil
spill application oriented system development based on open
source GIS. It provides references for other similar system

researches and developments of spatial information
expression and analysis.
Index Terms—open source, GIS, oil spill, DotSpatial,

monitoring information

I. INTRODUCTION

A. Background
Marine oil spill occurs frequently in recent years, and
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it leads to serious pollution and enormous economic
losses. After the outbreak of the disaster, the managers
and the public should be informed of the degree and the
extent of the disaster, so it’s very important to publish the
monitoring information and the spatial statistical result
regularly and timely™PBI - GIS is powerful in spatial
analysis, it’s often applied to the statistics of disaster
distribution, area and some other spatial information.

GIS was being applied widely to various fields since it
came into being in the 1960s. The commercial software
which meets the demand of every industry is
comprehensive in function and high in price. So it’s not
suitable for those functional single GIS applications.

It’s just a little part of GIS to analyze and publish the
oil spill monitoring information, and the commercial
software cost much additionally. It’s a new trend to
develop systems based on the platform of open source
GIS. Open source GIS means that the developers can
release the source codes of the software according to
some protocol, and also allow others to download,
modify, apply, and release the codes on the premise of

following the protocol *1 It’s best characterized as being
free, but not so powerful in functions.

We use the platform of MapWinGIS/DotSpatial, the
open source development component library, to develop
our marine oil spill monitoring system.

This paper explores the oil information analysis and
publishing system based on open source GIS, gives the
corresponding solutions to some problems of open source
GIS software.

B. Previous Related Work

With the development of GIS, more and more scholars
and related researchers around the world choose GIS as
the platform for marine environmental monitoring and
emergency response. GIS  does well in  spatial
visualization, spatial analysis and statistical mapping. It
provides real-time information for decision-aid in marine
accident response.

Yancheng Liu from Dalian Maritime University in
China established the mathematical models of marine
spilled-oil’s transportation, spreading, evaporating and
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emulsification processes aimed at problems of marine oil
spill crisis response. It can be the scientific bases of oil
spill response decision making . Long Ye from
Shanghai Maritime University in China developed the
system of contingency resource allocation and transport
for dealing with the oil spilling accidents at sea, to
research on the integration of the contingency plan and
the resource allocation and transport [

In addition, a great number of researchers around the
world reply RS technology together with GIS to the
marine oil spill accidents, for example, to monitor,
analyze and map the oil spill extent and its moving trend.

Our maritime workers have begun to utilize RS
technology to monitor oil spill. Professor Ying Li
monitored the oil spill occurred in Mexico based on a
series remote sensing images and GIS technology. It’s
very helpful in cleaning and controlling the oil slicks .
Lei Bing, the engineer from Yantai oil spill response
technical center of China maritime safety administration,
developed a satellite remote sensing system for maritime
application based on the integration of RS and GIS®.. In
Canada, H. Assilzadeh & Y. Gao from Department of
Geomatics Engineering Schulich School of Engineering,
the University of Calgary presented a
method using SAR image and GIS technology
applications for oil spill management in coastal area  in
their paper, mainly including extracting
coastal oil-spilling information, predicting the movement
and creating map products from various analysis aspects
(% Mira MOROVIC from Croatia and Andrei IVANOV
from Russian said that SAR together with GIS can
significantly improve identification and classification of
oil spills. Their method is used to product oil spill
distribution maps ™Y,

Being aware of the advantages of open source platform,

more and more people began to research on marine GIS
based on it. Xiantao Li from Zhejiang University in
China put forward a network three-dimensional
visualization system of marine information under the
open source stack 2. Ei Fujioka et al. work on advancing
global marine biogeography research with open-source
GIS software and cloud computing 3. However, it’s hard
to find researches on marine oil spill with open source
GIS.

Il. APPLICATION ANALYSIS

This article aims at researching on the visualization,
statistics and publishing of the oil spilling monitoring
information based on open source  GIS.
MapWinGIS/DotSpatial is adopted as the development
platform, with GDAL as a complement.

A. Development Mode

MapWinGIS is an open source component which is
suitable for small and medium GIS applications. The core
is an ActiveX control named MapWinGIS, based on
which the developers can add GIS features into their own
systems . As the upgrade version of MapWinGIS,
DotSpatial is more powerful. It can support more
development environment.
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GDAL (Geospatial Data Abstraction Library) is an
open source library for reading, transforming, and editing
the raster spatial data (e Many open source software and
even commercial software are based on it. It has its own
data models and APIs, and provides a series of command
lines to process data.

B. Research Contents

The function of our system includes map viewing, data
displaying, rendering, statistic, mapping, bulletins release
and some other modules. The core is data display,
rendering and mapping.

DotSpatial supports raster data differently from vector
data when they are added into the map. Reprojection and
some other data processes should be done in order to
display them and match them well with each other. In our
system, vector oil spots data is transformed from the
raster monitoring data, then it’s rendered, numbered, and
major axis and minor axis of every spot are drawn. These
can help show the disaster and its development trend
clearly. For mapping the oil’s spilling extent with other
related information, users drag a rectangle to define the
extent. Then the result bulletin is published as a web page.
Figure 1 shows the scheme of the system.

The analysis & publishing
system of Marine oil spill
monitoring information

Map ‘
q Rendering and B
Data View ‘ Luadlng& analyzmg ‘ Publishing
Multi- temporal ‘
rendering ‘ Bulletin
search Backgroun Oil spill editing
d layers data ‘
Extracting major
attribute and minor axis ‘ Saving
search bulletin
Image Vector ‘
processing | | processing Numbermg oil spots ‘ Outputting ‘
‘ The core part. |

Figure 1.  The system scheme.

I1l. KEY PROBLEMS AND TECHNOLOGIES

While developing the analysis & publishing system of
marine oil spill monitoring information, there exist
several problems in spatial data matching, data
transforming, vector data rendering, mapping and
outputting and webpage designing and making etc. This
article gives the corresponding solutions to some of them.

A. Data Display and Manipulation

DotSpatial does well in manipulating vector data, but
weak in manipulating raster data. For example, the data
size should be limited below 40M, as larger images can
not be added into the map. DotSpatial can not read the
coordinate system information of raster data well,
because it can only read the coordinate system of proj4,
and it’s always different from that of the vector data.

Moreover, DotSpatial can not stretch the image added
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into the map automatically, thus the image can not reflect
the differences between grids if the spatial distribution of
the grid values is irregular.

The data used in this paper is an ENVISAT SAR
image, and its size is always over 100M. So we use
GDAL to resample, reproject, and stretch it before adding
it into the system. The file size is reduced to less than
40M by resampling. To match the SAR image with the
vector map layers, the projection is implemented by
GDALWARP, an APl of GDAL for image
transformation. Pixel value is stretched to statistic the
value distribution. To enhance the visual effect, the pixel
value is converted to a grey range of 0~255 in this
system.

B. Vector Information Extraction and Rendering

For the oil spill analysis, some responding algorithms
are designed to extract the spatial structure of the oil
spots, compute the attributes and render the
multi-temporal data.

IV EXTRACTION OF OIL SPOTS SPATIAL STRUCTURE

The spreading trend of oil spots can be found in its
shape. But the shape of every spot is always irregular. In
order to show the movement and the change of every oil
spot in long time series, the area, center point coordinate,
major axis and minor axis and their breakpoint
coordinates .etc should be calculated to represent the
spatial structure.

The oil data transformed from RS image is raster data,
which is unfit for spatial structure information statistic.
So we transform it into vector data that is good at
representing the spatial structure of every spot.
DotSpatial does not have this function, so we use GDAL
to transform the oil-spilling extents in the SAR image
into polygon features.

The major axis of an oil spot is the line segment
between two nodes which is the most distant from each
other in the polygon boundary. The minor axis is the line
segment perpendicular to the major axis and clipped by
the polygon boundary. The mutually perpendicular major
axis and minor axis together build the basic skeleton of
an oil spot (Fig 2, Fig 3)

The major axs Ly 4,

Figure 2. The major axis.
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Figure 3. The minor axis.

Suppose the number of the nods of an oil spot is n (P,
Pay***,Pr-). Link every nod with every other nod, we
can get the line segments as follows:

Loy Loz Loz Log L ©,n-1
Ley Laszy Lag L (1 n
L (n-2,n-1)

Suppose the longest one is the line between P (i) and P
(), then L (i, j) is the major axis (L) of the spot. Divide
the major axis line into 200 equal parts, and draw the line
segments perpendicular to the major axis at every
dividing point and clipped by the polygon boundary.
There may be more than two intersection points of every
line segment and the polygon boundary due to the
irregular shape of the polygon. In this case we draw the
line between the farthest two points. At last, we choose
the longest one from the 200 line segments as the minor
axis of the oil spot (W).

V MULTI-TEMPORAL RENDERING

Multi-temporal data reflects the characteristic of the
data in time series. The oil spots in the sea are always
moving and changing influenced by wave, wind and
some other factors. It’s important for disaster managers to
grasp the moving and changing trend of them. For this
reason the oil spots need to be multi-temporal rendered.
As the spots interpreted and transformed from RS images
have differences in confidence due to several reasons, we
should express the differences at the same time.

DotSpatial does not have the function of
multi-temporal rendering. A rendering scheme is given in
this paper which combines color filling and pattern filling
to render the spots. Oil spots at different dates are filled
with different colors and different patterns to distinguish
each level of confidence. There are four levels of
confidence including high, medium, low and
non-confidence in this paper. We mark them respectively
with vertical, backward-diagonal, horizontal, and point
styles(Fig. 4).
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Figure 4. The result of multi-temporal rendering.

V1. THEMATIC MAPPING

The mapping module of DotSpatial provides a series of
controls and APIs, such as LayoutlnsertToolStrip,
LayoutDocToolStrip and LayoutMapToolStrip etc. But
it’s still insufficient due to its instability and the spatial
needs in this paper. For example, it can not draw the
graticules, the scale bar and the legend controls do not
work some times, and it does not allow user to specify a
range by dragging the mouse etc.

Following the basic rules of mapping and decorating
18] mapping the monitoring information of oil spill is
improved based on DotSpatial and Windows GDI+.
Through Windows GDI+, the users can use the mouse to
drag a rectangle as the output extent. The system draws
the graticules by calculating the coordinate values and
then drawing line elements together with text elements as
labels. While decorating the map after determining the
output extent, the scale bar and the legend controls of
DotSpatial do not work due to the instability of open
source platform. Therefore we group different elements
to fabricate the scale bar and legend for our own needs.
This program not only compensates for the controls of
DotSpatial, but also makes the map rich and varied.

VII. CONCLUSION

This article explores the marine oil spill application
oriented system development based on open source GIS.
The system realizes data matching and displaying,
information  abstraction, rendering and attributes
calculation, the information mapping and result
publishing etc. Because of the imperfection of the open
source platform, there exist several problems and
difficulties during the development. So we make changes
and innovations in the development idea, which combine
multiple development platforms and technologies such as
GDAL and GDI+, to compensate the imperfect open
source GIS. This research may be useful to other similar
researches and developments based on open source GIS.

With the increasing popularization of the open source
technology characterized by being free, it is becoming a
favorable way to analyze and distribute the spatial
information. However the open source GIS software is
still incomplete in function. If it can get more supervision
and controls while distributed to the market, it will be a
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convenient and economical choice in the development of
spatial information system.
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Abstract—Simulation technology has been more and more
important in the military weapon system. Simulation system
has important research and application value. Flying
simulation technology plays an important role in design and
training period in the UAV (unmanned aerial vehicle)
system. The multi-agent and object-oriented technology is
adopted in the designing of the UAV flying simulator. The
flying simulation system is established through three-layer
framework which is based on delamination and
modularization method.  The  delamination  and
modularization method can provide us a new idea in
designing of the high efficiency simulator.

Index Terms— Flight simulation; Multi-agent; Simulation
system; Modularization

|. INTRODUCTION

Flight simulation is concerned on the kinetic state of
the aircraft, so we should propose the mathematical
model based on flight mechanics, aerodynamic elements
and flight control theory, and then conduct simulation
experiments and perform the analysis of experiment
results. Flight simulation is an integrate process based on
simulation model, the character and moment law of
aircraft [1]. Multi-agent technology is often adopted in
system with complex aerodynamic characters, e.g., the
formation of the aircraft flight. We can apply the multi-
agent as reference in the designing work of the UAV
flight simulation system, as UAV system is the complex
system and it can be looked as the action platform, it also
can be a reconnaissance or attack cell in the air. UAV
system includes many sub-systems, each sub-system
involves many modules. So the researching work of the
flight simulation technology and applying other field
technology have important values, as known that the
multi-agent technology and combination module design
could offer us the new idea in the design of UAV flight
simulation system.

Il. MUTLI-AGENT SIMULATION TECHNOLOGY

Now the object-oriented simulation technology is
the mainstream technology in simulation field, object-
oriented simulation adopts object-oriented modeling
method, it consider the external world is consisted of
different objects, this method can not only accord with
the human thinking mode, but also it has characteristics
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of abstract, encapsulation, initiate and multi-state, so the
object-oriented technology has advantages of modularize,
repeat utilize, maintenance and flexible [2]. In practical
application, one system could have many agents which
have complicated dynamic characters; one agent can have
manifold coupling relationships with each other. The
flight simulation system may have many agent modules,
but the object-oriented simulation technology could not
solve the problem of self-check and preview with each
subsystem, compared with tradition simulation
technology, the agent-oriented simulation technology
have many advantages in modeling, e.g., easily, flexible,
inherit and hierarchical.

So we could apply the multi-agent technology in
UAV flight simulation field, the flight simulation system
is composed of many complicated sub-systems, each
sub-system involves many modules, one module could be
considered as one agent, one agent has complicated
coupling relationships with the other agents under
definite restrict condition, one agent will be transformed
when other agents are changed, there exists some
conflicts between each agent, so the related research will
do the benefit to the researching work of multi-agent
technology in heighten its effectively.

111. DESIGN OF UAV FLIGHT DYNAMIC COMBINATION
SIMULATION MODEL

Modern simulation technology can be divided into
three parts, system modeling, simulation modeling and
simulation experiments. In the model aspect, the object-
oriented modeling method can describe the abstract
mathematics model in naturally style, it also can carry out
that model’s action through assembling and utilizing class
libraries; in the modeling aspect, it adopts apart method
in model and experiment, namely the data drive model; in
the aspect of experiment, it adopts apart method in
simulation operation control and experiment framework,
it separates the output model definition and simulation
model [3]. Agent is a new designing method in software
system [4]. Despite now the agent is used in different
fields such as computer science and artificial intelligence
field, but the basic function of agent exchanges
information from environments and receives outside
useful information. As the specifically technique adopted
in the information, one agent can be considered as a black
box, multi-agent is an independent entity, which
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apperceives the outside environment according to their
own knowledge, ability and faith by themselves, and
judgment of its target will affect other agent, one agent
can accomplish the complicated task or acquire
knowledge from outside environment through working
together with others. Agent has the characteristics of
independent, reactive, study, initiative, sociality, etc.

It is known that agent has the ability of
encapsulation thinking and decision-making ability;
therefore it can incarnate the independent of system. The
framework of agent is to describe the process from
abstract rule to idiographic realization, it is a different
describing framework of arrangement for function system,
and they are corresponding to different framework of
implement arrangement. The work of these aspects
includes how to make the system satisfy with each
identity which is put forward by experts, the structure of
software and hardware framework are perfect, and we
should compartmentalize target of the agent according to
the structure, agent generally includes cognitive agent,
response agent and composite agent[5].

The cognitive agent can realize agent’s represent and
ratiocination through artificial intelligence (Al) method
and expression by applying knowledge. Agent have the
ability of cooperation, intelligence and consciousness, it
can express inner word model and have definite
immaterial state by symbol ratiocination and modify, this
mode agent is composed of world model and layout
equipment. One basic suppose is to module the cognitive
module and research cognitive function in partial, and
then combine them to make up of cognitive agent.

The response agent depends upon symbol express but
export action is based on input, response agent is simply
and it responses by inspirit from outside, which does not
have model expression by symbol and complicated
symbol ratiocination. Agent can analyze as human being,
the behavior of agent can only be incarnated from
communication with real world and the outside
environment. The brainpower is depend on apperceive
and action. Response agent could solve problem with
high efficiency but its structure is very simple.

Composite agent has the advantages of the cognitive
agent and response agent, which has strongly flexible and
quickly response, composite system usually design two or
more than two layers framework, the high layer is a
cognitive layer which includes symbol world model, it
performs the design of layout and decision-making by
applying traditional method with symbol style, the low
layer is an response layer which could quickly response
and deal with paroxysmal matter, this layer does not
adopt symbol expression and reasoning system. Response
layer often has high preference, when it adopts
delamination structure, and the problems should be
solved are the control framework and the communicate
mechanism of each layer.

V1. DESIGN oF UAV DYNAMIC SIMULATION MODELING
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A. Analysis of Simulation Object

UAYV flight simulation system adopts the design of
flight control law and it is one part of the training system.
The fidelity of the training system and the control law
design are determined by the fidelity of simulation
system. So the fidelity of simulation system is very
important, the analysis of structure and function of UAV
system are necessary. The flight simulation system is
based on accurate model, which should reflect the
essence of system.

UAV system can be divided into three parts in
general, ground system, airplane system and task system.
The structure of the system is shown as Fig.1, ground
system involves ground assistant system, ground control
system, flight and land system in ground station,
telecontrol and distance sensing system in ground station;
airplane system involves aerocraft platform, propulsion
system, flight control system, navigation system, take
off/landing system of aerocraft, telecontrol and distance
sensing system of aerocraft; task load is the task
equipment in the aerocraft, which can accomplish
specifically assignment, e.g. recon task or attack.

The flight simulation system design in the paper is
mainly used for self-contained training system. So we can
take the task equipment in aerocraft as one module. This
module is to accomplish the simulation function of the
task equipment in aerocraft, namely to achieve the
simulation function of recon equipment or attack
equipment in the aerocraft.

Aircraft system and ground control station
communicates through the UAV data-link, which is
consisted of telecontrol and remote sensing system in
aerocraft and ground station. UAV data-link takes charge
of communication for instruction, in addition the
maintenance personnel is one part of the UAV system
which is not lacked, so it should consider the human
factor in the design, research and employ process of the
UAV system, the aerocraft system of UAV can be
divided into some independence objects, and the each
object should be modeled.

B. Design Project of the UAV Simulation System

o Ideology of the system design

In the object-oriented simulation technology, the
external world can be taken as be composed by different
objects which affects each other, the describing of the
problem is according to the solving method of the
problem, which can be easily understood, it is better to
solve the reliability, accuracy and flexible for the model,
the connection of UAV each subsystem is according to
the designing demand and based on software develop
theory, then adopt with multi-agent system and module
idea by object-oriented technique to put forward a
module and hiberarchy framework, take the multi-agent
technology into the UAV flight simulation system’s
design process, so it could accomplish adaptability,
fidelity and intelligence, the flow chart of designing idea
is shown as Fig.2.

Stepl: Make research on the function of the system,
analyzes structure and framework of the system, then
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make out the noumenon structure and function module by
reasonable based on the demand of simulation system,
and then set up the framework.

Step2:Choose whole saved or predigest management
for the system, make the appropriate management
according to the function or task requirement, some
unimportant modules should be neglected or predigested
and then make the research of important module.

UAV system

| |

Ground system

{ Assistant equipment

Control equipment
in ground

Aircraft system Task system

Telecontrol and sensing

L Recon system in aircraft
system in aircraft

| | Flightand land system in

. Attack system in aircraft
aircraft

| | Flight and land system in

ground -
Propulsion system

Fly control system

Telecontrol and sensing
system in ground

Fig.1 Structure of UAV system

Step3: Mark off the design of subsystem and module
model arithmetic, this step is the core of the system
design, in order to get the module’s framework and
operation mechanism of each subsystem, the implement
method of every idiographic ~module. Design
corresponding algorithm of the each module, and make
them satisfy with the demand of system performance and
function.

v

‘ Function analysis for system ‘

v

‘ Pick-up the demand ‘

v

‘ Design the framework of system ‘

v

‘ Model and arithmetic designing ‘

v

Assemblage and combination for
the model

‘ Debug and validate for the system ‘

Fig.2 Design process of the simulation system

Step4: Assemble each module and debug the whole
system, apply the every function module in the
combination of subsystem, and actualize the whole
function for the UAV simulation system, which is based
on structure of framework, lastly make the analysis of the
simulation results and demand design of the system,
through the related simulation system, we optimize
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framework and model algorithm, finally achieve the
optimized function of the whole system. As to some tune
UAV system implement part, it is the integrative
cooperation model for multi-agent, which has accurately
control, because the control of UAV involves aerocraft
attitude control, flight path control and task equipment
control. There exists a coupling relationship between
them.

Flight dynamic simulation model subsystem, it can
be considered as operation part of the simulation system,
some aerocraft body part includes the aerocraft physical
body or function module, its intelligence is between flight
computer model subsystem and task control system, it
can drive each model module based on real data flow and
then make each agent operate.

e Subsystem Agent design

UAYV flight simulation system could be divided into
three subsystems; each subsystem is composed of some
different agents, according to function partition and
cooperation of each agent, and performs the subsystem
function.

Flight control computer subsystem, it mainly
involves four agents, telecontrol order receive agent,
distance sensing agent, task programming agent and
flight management agent. Flight control computer
subsystem has self-control ability, the structure of this
subsystem adopts cognitive agent or composite agent, and
then combine correlative algorithm. The framework of
flight control computer subsystem is shown as Fig.4.

1.Receive agent of telecontrol order

Through decode ground telecontrol order (e.g.,flight
control order or task equipment control order) and
translate the received order to switch order signal or
continuous order signal, then put this signal into the UAV
automatic device or task implement equipment, according
to control the flight attitude or task equipment.

2.Send agent of distance sensing information

It adopts various sensor or convertor, in decoding
multi-signal (includes UAV dynamic state information or
task equipment state information) based on distance
sensing decode format through the data link. Ground
station can display the flight state parameters and recon
the information.

3Assignment agent of task programming and
resource

Task programming needs entireness task order, and
the analysis of implement target task, and it need ensure
each target location, program of each task, create task
queue, and then according to the results of flight path
programming and the information synergetic result, it
picks up information from task queue and make the
whole flight programming combine with flight
programming, after the flying of the UAV, it can collect
the environment, state information and request by other
agent in real time. When program the flight path, it
should modify in real time; the resource assignment
manages the whole resource for the system, the whole
agents are in a dynamic environment, they collaborate
with each other. This part could organize system’s task
and distribute resource for each resource, which could
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assign resource by maximum, and then avoid conflict of
software and hardware resource.
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Fig.4 Flight control subsystem

4. Agent of flight management

Flight manage agent is a complicated agent, it
mainly takes charge of tactical task, flight data
management could manage expert knowledge in flight
control field, which could improve navigation capability
by itself.

e Control and implement subsystem

It mainly includes three agents, i.e., flight path track
agent, flight attitude control agent and independence
navigation agent, its structure is shown as Fig.5, they are
group response agents, it control the flight attitude
through drive aerocraft rudder, the subsystems have
generally characteristics such as cooperation, work
together and achieve flight control under task decision-
making.

Flight path track agent is a response agent who is
based on control device, it integrate flight path track
algorithm inside and could transform the control order to
flight order or propulsion force, control flight attitude
agent, and then control UAV to fly in the set path.

Flight attitude control agent is a response agent who
based on control agent. It integrates flight attitude control
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arithmetic inside and export real time rudder running
order, then control the flight attitude of UAV.

Independence navigation agent is a response agent
which is based on control device, it can receive the UAV
current position by GPS or inertia navigation information,
and measure the error of current flight path, compute
flight path, and it can cooperate with flight path track
agent and flight attitude control agent make the UAV
flight in the set flight path.

1. Flight dynamic combination simulation model

It mainly includes four agents, flight mode switch
agent, environment apperceive agent, aircraft task mode
agent, aircraft mobile decision-marking mode. The
intelligence of this model is in middle of system, it
mainly achieved each agent harmonious operation, and
the structure of flight dynamic combined simulation
model is shown as Fig.6.

Cooperation

|
|
|( mechanism _‘ :
|
|
|
|

thhtpalhcont_rﬁl F]lghtpalhtrack_’ Flight atttude N UAV servo Lyl iy

order Agent contorl Agent system

i

Y

Sensor in
aircraft

Independence navigation |
Agent

Fig.5 Nontrol implement subsystem

2. Agent of flight mode switch

Firstly, it receive the control mode signal from the
flight operator, there are three flight operate modes,
telecontrol mode, program control mode and independent
control mode. When it selects the independent control
mode, if the current state of UAV is out of control from
the ground operator, it will be turned into independence
executive task state, i.e., the state of take off, callback,
landing, motion and mode of instancy flight operation,
etc.

3. Module agent of environment apperceive

Environment apperceive agent module is mainly to
scout enemy region information based on the sensor in
aerocraft and its recon or communication system,
includes radar, data link, GPS navigation information,
vision sensor information and so on. It can pick-up the
useful information from abundant uncertain information,
then distribute useful information to other agent.

4. Module agent of aerocraft task Aerocraft task

Mode agent mainly involves aerocraft aerodynamic
kinematics equation module and task in aerocraft module.
Aerocraft aerodynamic kinematics equation module is the
core of system. After calculate out the flight path
parameters, It offer the flight attitude parameters to the
system, in this module, it integrates every force and
moment, compute velocity and angle speed in aircraft
coordinate, using integral operation to compute
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synthetical velocity. Task of aerocraft module is mainly
to achieve the task equipment in aerocraft fidelity
simulate working. Control work of flight attitude control
and task equipment control are not isolated and there
exists coupling relationships between them.
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Order receive and manage
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Fig.6 Subsystem of dynamic simulation model

5. Module agent of Aircraft movement decision-
making
If we take the UAV formation in the future into
account, the system should also be added in the decision-
making module, when UAV is flying to the target, it can
analyze the received data in time, then obtain the
information of enemy firepower threaten, position
threaten, landform threaten and so on. It can choose the
relevant movement from movement database which can
avoid threaten or transmit radar information and visual
sensor information to aircraft’s sensor, after veracious
recognize enemy or ourselves, it can rapid locked the
object and independent accomplish the recon task or
attack task with high efficiency.

C. Communication and Coorperation Mechanism
between Subsystem

Multi-agent communication mechanism plays an
important role in multi-agent system. Each agent
transmits complicated semantic information in time and
ensure the system works effectively, when multi-agent
system works in distributing mode, how to realize the
multi-agent communicate and collaboration are very
important in the whole system, it adopts transfer
information mode in distributing multi-agent system and
adopts synchrony time mode to realize control event
synchronization. The semantic message is the core in the
solving distributed problem. In the information mode, one
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agent could inform other agent when the event will
happen or inquire agent information from other agent.
Multi-agent communication mechanism not only has
sociality characteristic as the person but also it can
distinguish the traditional intelligent system and multi-
agent system. Rational and finish intercommunion
mechanism are the base of multi-agent system
collaboration and arrangement, so the communication is
the basic problem in multi-agent system.
e Multi-agent communication mode

Multi-Agent system communication mode always
includes two kinds, blackboard mode and message mode
[6]. Blackboard mode always make use of sharing data
region or database who named blackboard with shareware
memorizer, it exchanges message and data between
different agents, which has characteristics of speediness
and high efficiency, but it make against distributing
control mode. Message mode is the direct communication
mode for each agent who utilizes protocol; establish
communication and cooperation mechanism based on
message exchange between different agents. It can realize
flexible and complicated strategy. In the message mode,
agent communication language is used for message and
knowledge exchanging. Agent communication language
(ACL) usually generally includes three parts, external
language, inner language and noumenon. External
language define the meaning of message, inner language
is used to express faith, desire and purpose, noumenon
and it offer the related vocabulary[7].

I application
: Application
| part
| Abstract structure
I Criterion Agent Agent Agent Information
I management communication transfer
| main
| body |
| Intercommunion Communication
. Language content
| protocol action
L - - =

Fig.7 Frame structure of criterion gather for system FEPA

There are two kinds agent communication language,
KQML and FIPA-ACL. In FIPA standard, the basic cell
for the agent communication is FIPA-ACL message,
generally one FIPA-ACL message include five elements,
communication behavior type, communication actor,
content of message, description of content and dialog
control. As to these elements the communication
behavior type is prerequisite element, the message sender,
the message accepter and the content of message are the
main contents. FIPA communicate actor is based on
theory of language and action, which can carry out
physical action. The corresponding actor involves
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message sender, message accepter and revert object of
message, there exists relationships between the current
environment state and message accepter, it not only can
accept request action, but also can refuse it, the message
sender only can ensure send the message correctly.

Message content express refer content language,
code and ontology. Content language is to show the
message content which using formalize semantic
description. FIPA offers optional semantic language, if
both side of communication system know the current
content language; the item can be passed over.
Semanteme is expressed by semantic language and allow
show the faith, desire and intent for one agent. Agent
communication implies notion is one part the
communication. The same notion may be described by
using different language, communication needs ontology,
the function of ontology is like vocabulary, which takes
charge to explain the ontology, namely that correspond
this ontology to popular meaning. Ontology makes up of
expert knowledge database in flight control field, and it
could make the agent comprehend by another in the
communicate process.

e Multi-agent cooperation mechanism

Agent communication can promote multi-agent
harmony and collaboration, it is an important
characteristic of multi-agent and it is one another
operation. The process of the intercommunion, this
intercourse is called positive intercommunion, which is as
in the person of agent synergic course; there exists
influencing intercourse which is called conflict, the
concerted process of multi-agent can be regarded as
conflict avoid process, because every conflict reason is
different, so the method to solve this problem is different,
in the environment of multi-agent system, conflict could
be considered as the contradiction of target, faith, purpose
between different agent, there are much associated
method to distinguish conflict, which can be separated
into several types[7]:

Cognitive conflicts because of agent have different
skill or knowledge background; there have existing
different faith, knowledge, attitude, which can be
considered as the cognitive conflict. Behavior conflict
one member’s behavior could result in others member
could not run. In the result conflict, when the colony
member is working, contrapose one problem each
subsystem maybe obtain the different conclusion. In the
target conflict, one member achieved the target result in
the other could not achieved that target. In the resource
conflict, when colony member use same resource at one
time, the system could not satisfy the demand at this time,
so it will bring on this member scramble for the same
resource.

Though the conflict representation is different, but
we could manage the conflict action and make the multi-
agent behavior toward the same target, because of each
agent in multi-agent system have independence, which
appear conflict according to their purpose and ability in
calculation process, so it should be correspond, concerted
problem which are to manage inner depend on
relationships between different agents, if there exists
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mutual action agent action, the concerted mechanism is
needed.

Multi-agent system concerted method can be
separated into showing concerted method and concealed
method. Showing concerted is that the agent is designed
to ratiocination for intercommunion and could consult
with other agents if necessary, this method has clear and
direct mechanism, when agent action is not consistent, it
could adopt it to solve the problem. However this
concerted method needs enough time for sustain, it is not
applicable in some dynamic and real time environment;
concealed method is the agent which is designed to
follow some action rule in part.

o Cooperation mechanism of subsystem Agent

’ initialization ‘

!

’ Establish Agent thread ‘

4_

Agent observing device search data from
environment

4_

’ Updata the native data from stack ‘

4..

’ Establish the native information circle thread ‘

4_

’ Manage new circle information ‘

finish

Fig. 8 Data active flow chart of each subsystem Agent

In the paper, it mainly studies on flight simulation
system. The simulation system is face to signal personal
computer, so it adopts windows operating system to
establish the simulation software. Therefore, subject
design of multi-agent system mostly complete the data in
real time and it is based on windows operating system.
The communication between process and inside process,
in the communication process it adopts share memory
pool mode, the inside communication process adopts
thread synchronous mode. They can accomplish real time
communication of inside process by share memory pool
and thread synchronization [7]. The working step of each
subsystem is as follows: 1)Initialize construct function,
accomplish agent register, make message distributing;
2)Start message working process; 3)Observed register
message, take out data from environment, then activate
the message thread, at that time message thread pop-up
message and transfer call-back function, it’s working
flow chart is showing as Fig.8.

The member of each UAV subsystem of agent
template class includes the environment name, the
environment crunode name and agent name. The member
function mainly includes, initialization, bespeak, simple
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call-back function and complicated call-back function.
Observe and message manage thread implement by
operation environment. When we empolder subsystem
agent, only need to achieve member function in template.
UAYV subsystem agent sort and layer are different,
the concerted action between them need to be analyzed
based on different layer and grade, as to different grade
agent, when superior agent concerted with inferior agent,
it adopts command, the inferior agent must perform the
order by superior agent, then return the executive result to
the superior agent; it adopts advice between the same
level agent, the other side can evaluate this advice, then it
can accept or refuse this advice based on actual status[8].
UAV flight simulation system based on multi-agent
which can be divided into some autonomic agent, each
subsystem have relative independence, when it perform
local simulations, it may bring the confliction, so it
should correspond with the decision-making of each
agent and avoid conflicts, and make each unattached
agent toward the same direction, then it will accomplish
the holistic function of flight simulation system [9-15].

V. CONCLUSION

Multi-agent technology is a new researching
direction of computer science and artifical
intelligence(Al), which have a wide foreground, construct
logical agent can fall down the complicated system, and
improve the efficiency of system, the flight simulation
system based on multi-agent and modularize idea can not
only satisfy the independence, real time and information
distributing of the simulation system, but also can expand
the system function by maximum, fall down complexity
of the system and heighten the efficiency of system.
Contrast with tradition flight simulation system, the flight
simulation system based on multi-agent could achieve
self-control and intelligence to certain extent, which have
large potential in opening and modularization aspect, and
it is the develop direction of the flight simulation system.
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Abstract—Awvailability of business-critical application
servers is an issue of paramount importance that has
received special attention from the industry and academia in
the last decade. This paper presents two stochastic reward
net based availability models for a single-server virtualized
system. The similarity in both models is that software
rejuvenation is applied at not only virtual machine monitor
(VMM) level using a time-base policy but also at virtual
machines (VMs) using a prediction-based policy. The key
difference is that the passive software replication and the
active software replication are respectively adopted at the
VM level of both models. We compare these models in terms
of steady-state system availability by numerical analysis.
Results show steady-state system availability with the active
replication style gets a bit better than that of the passive one.
Further, we study the impact of two critical parameters, the
VMM rejuvenation interval and the VM aging detection
probability, on downtime and on the number of transaction
lost by sensitivity analysis.

Index Terms—Analytic model, virtualization, availability,
stochastic reward net, software rejuvenation

I. INTRODUCTION

Software aging is the phenomenon of progressive
degradation of running software image which might lead
to performance reduction, hang ups or even crashes [1].
The primary causes are exhaustion of systems resources,
like memory-leaks, unreleased locks, non-terminated
threads, shared-memory pool latching, storage
fragmentation, or data corruption. This undesirable
phenomenon has been observed in enterprise clusters
[2,3], telecommunications systems [4,5], web servers [6]
as well as other software. It is most likely to manifest
itself in long-running or always-on applications such as
web and applications servers, components of web
services, and complex enterprise systems.

The primary method to fight aging is software
rejuvenation proposed by Huang et al. [1]. The main idea
behind software rejuvenation is to gracefully terminate an
application and periodically or adaptively restart it at a
clean internal state. Garbage collection, flushing
operating system kernel tables, reinitializing internal data
structures are some examples of what cleaning the
internal state of a software might involve. An extreme,
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but well known example of rejuvenation is a hardware
reboot. Rejuvenation has been implemented in various
types of real life systems — telecommunication systems
[4,5], transaction processing systems [7], web servers [6]
and cluster servers [2, 3]. In this paper, we focus on the
virtualized system, which is becoming more and more
important as the emergence of cloud computing.

Virtualization technology is the key element in cloud
computing[18,19], which is used for software
infrastructure of cloud computing services to provide
computing resources over the Internet. A virtual machine
monitor (VMM) or hypervisor is a thin software layer
that virtualizes machine resources to allow multiple
virtual machines (VMs) to be multiplexed on a single
physical machine and ensures VMs functionally isolated
from one another. The use of virtualization to consolidate
servers for enterprise applications is currently used
widely as a solution to improve system availability
[8-10,17]. However, both VMM and VMs in a virtualized
system are subject to software failures during their
continuous execution due to residual aging bugs.
Especially for the VMM, it plays a critical role of a
single-server virtualized system and often becomes the
single point of failure. Thus, there is an urgent need to
apply software rejuvenation to such systems to further
improve system availability.

The main contribution of this paper is to propose new
availability models for a single-server virtualized system
and to discover novel results of comparing existing
models. For a single-server virtualized system hosting
two VMs in a passive or active replication mode,
stochastic reward net (SRN) models of the virtualized
system are developed by applying a combinatory
rejuvenation technique that uses a time-based policy for a
VMM and a prediction-based policy for VMSs, which
capture aging states of VMs and the VMM as well as
their failures caused by software aging. And then we
demonstrate that the availability of the virtualized system
with an active replication mode is higher than the one
with a passive replication mode, and analyze the
combined effect of the rejuvenation interval (defined as
the time between successive rejuvenations) in the
time-based policy and the detection probability in the
prediction-based policy on the steady state expected
availability, downtime and transaction lost by numerical
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solutions. Further, comparing with the existing models
for a single-server virtualized system, we discover some
novel results.

The rest of paper is organized as follows. Section 2
presents some related work. Section 3 focuses on some
motivations for this work. Section 4 presents a considered
architecture for a single-server virtualized system with
virtualization and software rejuvenation and provides
availability models with different rejuvenation policies
using SRN. To validate the technique, the analysis results
are presented in Section 5. Finally Section 6 concludes
the paper.

Il. RELATED WORK

There are too many works to improve system
availability in the literature of software rejuvenation,
which aim at determining an appropriate rejuvenation
technique and rejuvenation schedules to minimize system
downtime or maximize system availability. These works
can be approximately divided into two categories:
periodical rejuvenation based on time or work performed,
and adaptive or proactive rejuvenation where the time to
resource depletion or performance degradation is
estimated. Countless studies have shown that the latter
approach is more efficient, resulting in higher availability
and lower cost. Our work also falls into the latter
approach.

Among the methods to apply proactive software
rejuvenation two are dominant: time-based approach
[1-5,7], and the prediction-based (or measurement-based)
approach [6,11]. The first method attempts to obtain an
analytic model of a system taking into consideration
various system parameters such as workload, MTTR and
also distributions of failure. On this basis, an optimized
rejuvenation schedule is obtained. The tools used here
include CTMC models [1], MRGP models [3], SRN
[2,4,5] and others [7,20,21]. In the prediction-based
approach, the behavior of running software is monitored
and the rejuvenation process is only triggered upon
detection of any anomalies in the behavior of software. In
our work, we integrate the analytic-based approach with
the prediction-based approach in a model.

As the emergence of cloud computing, there are a few
works focusing on software rejuvenation in a virtualized
system. Combining virtualization and rejuvenation to
achieve high availability is used by Machida et al.[8],
Thein et al.[9,13] and Kourai et al.[10,14,15]. These
works benefit from consolidation property of
system-level virtualization.

Thein et al. [13] present a continuous-time Markov
chain based analytical model to capture the behavior of
the virtualized clustering system with software
rejuvenation. They analyze system availability with the
time-based rejuvenation policy under different cluster
configurations, 2 VMs hosted on a single physical server
and 2 VMs per a physical server in dual physical servers.
Analysis results show that it is possible to benefit from
increased availability by integrating virtualization,
clustering and software rejuvenation. Based on the
previous work [15], Thein et al. [9] further present a
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virtual machine based software rejuvenation framework
named VMSR to offer high availability for application
server systems. They again use a continuous-time
Markov chain to model a single physical server hosting
multiple virtual machines in the scheme of hot standby
with the VMSR framework. Both works [9,13] only use
the time-based rejuvenation policy for the VM failure
without considering the VMM failure and its rejuvenation
issues. However, VMM as the single point of failure of a
consolidated system plays a critical role in improving
system availability. Hence we propose a combinatory
rejuvenation technique here for a single server virtualized
systems considering the failures and rejuvenation of both
VMs and the VMM.

Due to the critical role of VMM, a fast software
rejuvenation technique for VMM named Warm-VM
reboot was presented by Kourai et al. [14,15]. Compared
with Cold-VM reboot that stops all the hosted VMs at the
VMM rejuvenation, Warm-VM reboot improves the
availability of the application hosted on VMs by
introducing the on-memory suspend technique and the
quick reload mechanism. However, their work only
focuses on rejuvenating a parent component when the
parent component is a VMM and the subcomponents are
VMs. In this paper, we not only take the failures and
rejuvenation of both VMs and the VMM into account but
also adopt a different rejuvenation policy for them.

A comprehensive availability model for a server
virtualized system with time-based rejuvenations for VM
and VMM was presented by Machida et al.[8]. Their
model focuses on the evaluation of the rejuvenation
techniques for VMM including Warm-VM rejuvenation,
Cold-VM rejuvenation and Migrate-VM rejuvenation.
Further, they leverage existed availability models for
time-based rejuvenation and apply them to a server
virtualized system to determine the optimum rejuvenation
schedules in terms of downtime. It is important to note
that our approach is different from their works in terms of
rejuvenation policy. They use the time-based rejuvenation
policy for both VMs and VMM while we are proposing a
new combinatory rejuvenation technique that uses a
time-based policy for the VMM and a prediction-based
policy for VMs. Moreover, our work discusses the impact
of the configuration of VMs on rejuvenation process. For
the VM level of a single-server virtualized system, both
VMs can work in an active or passive software
replication mode and provide similar services. Thus, we
develop two SRN models for the cases of using the active
and passive replication at the VM level respectively to
analyze system performance from the aspects of
transaction lost as well as availability and downtime.
Moreover, we discover some novel results through
comparing the existing models.

I1l. MOTIVATION

In the following text, we focus on the motivation of
using a combinatory policy and applying SRN to model
system behaviors respectively.

In a single-server virtualized system, there are two
critical components, the VMM and the VM hosted on the
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VMM. Both of them may be failure because of
aging-related bugs. Because of the VM hosting on the
VMM, the VM can also be rejuvenated by the
rejuvenation of its underlying VMM. But downtime cost
due to the VMM rejuvenation is much more than
downtime cost due to the VM rejuvenation. This
motivates us to handle the VM rejuvenation as well as the
VMM rejuvenation. Further, to rejuvenate any one of the
VMM and the VM in a proactive way, we have two
choices for rejuvenation policy, namely the time-based
policy and the prediction-based one. For the former, we
need only build an analytical model using assumptions
about its operational profiles or failure distribution, to
make the model as close as possible to a real life system
taking no consideration of its real operation process. So
in whatever situation, the time-based approach is easy to
be used. But the approach is not precise to some extent.
For the latter, we need monitor the behavior of running
software, collect some resource-related or time-related
data, validate the existence of aging, analyze system
performance level and trigger the rejuvenation. The
above actions can not be taken if absence of the detailed
configuration of a running system and some embedded
functionalities in the system. So the prediction-based
approach is the sole way to apply the optimal
rejuvenation schedule produced from the time-based
approach to a real life system, which makes rejuvenation
come true. Of course, comparing with the time-based
approach, the prediction-based approach is relatively
complex, but more precise. In our work, we have
designed a component named Software Rejuvenation
Agent (SRA) inside each VM to monitor consumable

resources and states and carry out rejuvenation operations.

The existence of SRA makes the adoption of a
prediction-based policy to the VM possible. This
motivates us to use a combinatory rejuvenation policy,
namely the prediction-based policy at the VM level and
the time-based policy at the VMM level respectively.

And then we focus on the motivation of adopting SRN
to model system behaviors dynamics. Models are system
abstractions in one or more specific aspects, and provide
the basis for the analysis of system behavior. There are
several model types that have been used for modeling the
performability of complex systems. However, the most
common used model is the state-space based model,
which can capture the complicated system dependencies.
This kind of model demands the collection of system
variables, the values of which define the system state at a
given point. The state-space based model can further be
divided into two sub-types: the low-level model and the
high-level one.

The low-level model usually uses a stochastic process
to characterize system behavior dynamics since there are
significant uncertainties and unpredictable variations
either inherent in the system or in its inputs. Such
uncertainties can be taken into consideration via
stochastic modeling and solution techniques. Several
stochastic models, such as CTMC (Continuous time
Markov chain)[1], SMP (Semi-Markov process)[20],
MRGP (Markov Regenerative Process)[3] and MRM
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(Markov reward model)[21] and so on, has been widely
used in the field of software rejuvenation modeling. To
achieve the solutions of these models to analyze system
performance, we usually make the resulting process a
homogeneous CTMC by some converting techniques
regardless of the original type of processes. For example,
in order to solve the MRGP, we choose to approximate
the deterministic transitions in MRGP using an r-stage
Erlang distribution, so the resulting process becomes a
homogeneous CTMC and the solution techniques for
Markov chains can be applied. But, this approach has a
significant shortcoming that the state space of the CTMC
increases by r due to the approximation. And if we wish
to model a single-server virtualized system with n
standby VMs where each VMs has less than six states
(more details in section 4.1), the overall state space will
become unmanageable if we were to build the CTMC by
hand. Thus, in order to avoid the manual construction of a
high fidelity model we may resort to the following higher
level model.

The high-level model usually has not only a rigorous
mathematical basis, but also a powerful graphical
representation. With a rigorous mathematical basis, they
can be automatically transformed into a certain stochastic
process, and then use the same way as the low-level
model to analyze system performance. With the powerful
graphical representation, they allow the designer to focus
more on the system characteristics being modeled rather
than on the error-prone specification of system state space.
From this perspective, the modeling power of the
high-level model is remarkably greater than the low-level
one. Due to the graphic nature of the high-level model,
the changes to models are done easily, while minor
changes in a Markov chain require redefining all the
states in the model. This motivates us to use the
high-level model in our work.

The widely used high-level models in the field of
software rejuvenation modeling include SPN(Stochastic
Petri Net), GSPN(General Stochastic Petri Net)[22,23],
DSPN(Deterministic and Stochastic Petri Net)[3,7] and
SRN(Stochastic Reward Net)[2,4,5,8,16], etc. SPN only
allows exponentially distributed firing times for
transitions. GSPN extend the SPN by allowing zero firing
time for some transitions, in which transitions with
exponentially distributed firing times are called timed
transitions while the transitions with zero firing times are
called immediate transitions. For SPN and GSPN, they
contain only immediate transitions and/or timed
transitions with exponentially distributed firing time, so
the underlying stochastic process is a homogeneous
CTMC. However, we design a transition with
deterministic  distributed  firing time for VMM
rejuvenation clock in our models. Obviously, SPN and
GSPN can be applicable no longer. As for DSPN, it
requires all transitions are deterministic. However, our
models contain not only deterministic transitions, but also
exponentially  distributed  firing time transitions.
Obviously, DSPN can also be inapplicable. As our choice
in this paper, SRN is a variant of GSPN with a more
powerful modeling power by several extensions. The first
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extension is its ability to allow extensive marking
dependency, which can specify parameters, such as the
firing rate of the timed transitions, the multiplicities of
input/output arcs and the reward rate in a marking, as
functions of the number of tokens in any place in the
SRN. In our models, the output measures are expressed in
terms of the expected values of the reward rate functions.
Another important extension is the ability to express
complex enabling/disabling conditions through guard
functions. This can greatly simplify the graphical
representations of complex systems. In our models,
almost each immediate transition is assigned with a guard
function. Moreover, as same as the other high level
models, an SRN can be automatically transformed into a
Markov reward model (MRM), steady-state and/or
transient analysis of the MRM by the tool SPNP [24]
solves the SRN models. This motivates us apply the tool
SRN to model the process of software aging and software
rejuvenation in this paper.

IV. AVAILABILITY MODELS

The benefits of software replicas created by
virtualization technology are to reduce service
interruption and optimize the rejuvenation process
without any additional physical nodes. The proactive
software rejuvenation with virtualization is just based on
this principle. In order to study the effects of
virtualization and software rejuvenation on availability
for a single-server virtualized system, we provide two
high level availability models using SRN to depict the
process of software aging and software rejuvenation.
Further, we analyze these models in terms of system
availability, downtime and the number of transaction lost
by sensitivity analysis.

A. System Architecture

The system architecture of a single-server virtualized
system is shown in Fig.1. The single-server virtualized
system consists of a hosting server installing a VMM and
three VMs running in a dispatcher-worker mode on top of
this VMM.

Active Worker VM
—Active Application server
—SR Agent
—Monitors

Standby Worker VM
—Active Application server
—SR Agent
—Monitors

Dispatcher VM

—Load Balancer

Application Level
—Service X

Application Level
—Service X

HeartBeat

- >

Guest OS Guest OS

Rejuvenation Manager
—Aging Detection

—Performance Prediction VMM
—Data Collector

Figure 1.

Guest OS

The considered architecture for a single-server virtualized

system.

Dispatcher VM will be used for providing fail-over
capabilities and a myriad of load balancing policies. The

©2014 ACADEMY PUBLISHER

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

remaining VMs are in operation and deploy the same
services, named Worker VM. Our idea is to hold multiple
replicas of an application in a single physical server by
virtualization technology, in which one replica is
designated as primary and all others are designated as
standbys (or backups). If the primary fails, one of the
backups takes over as the new primary. This approach
uses VMs as containers for the replica in order to avoid
the need for additional hardware and it can provide
continuous services during rejuvenation. In this paper, we
create two Worker VMs. The primary application server
and the standby one will be running on the active Worker
VM and the standby Worker VM respectively. The VMs
inform each other about their health using a heartbeat
mechanism. We also designs a component named
Software Rejuvenation Agent (SRA) inside each VM to
monitor consumable resources and states, and another
component named Rejuvenation Manager (RM) inside
the VMM to analyze VMs’ behavior, detect their
anomalies and trigger the rejuvenation of a VM when it
detects anomalies in the behavior of that VM. The
existence of SRA and RM makes a prediction-based
policy for VM possible. Similarly, due to absence of the
above components, the time-based rejuvenation policy is
the only one applicable for the VMM.

B. SRN Models

For a VMM rejuvenation, we use the simplest
rejuvenation approach that shuts down all the hosted
VMs prior to the rejuvenation regardless of the execution
states of the VMSs. The greatest strength of this approach
is to clear all of aging states in VMs and VMM by a
VMM rejuvenation. Of course, this weaknesses of this
approach are also obvious. Because of the dependency
between VMs and VMM, the execution of VMs running
on the VMM may also be interrupted, which results in
transactions lost and unnecessary downtime of the VMs.

For a VM rejuvenation, because of the replication
mode used at the VM level in our considered architecture,
there are also two different styles, a passive replication
style and an active one. The former has no backup
replicas in memory. Upon primary replica failure, a
backup replica is loaded into memory and assumes the
role of the new primary replica. The new primary
replica’s state is initialized from the last checkpoint to
ensure its state is identical to the state of the old primary
replica before its failure. The latter, in contrast, has all
backup replicas created, initialized, and loaded in
memory. The primary replica state is transferred to all
backup replicas at the end of every operation on the
primary replica. When the primary replica fails, a new
primary replica is chosen from the backup replicas.
Intuitively, application of the passive replication style
will result in lower VM availability, longer downtime and
higher the number of transaction lost. Two rejuvenation
models using these two policies respectively will be built
in this section, and this assumption will be verified
through experiments in section 4.

In our proposed models, a Petri Net (PN) is a bipartite
directed graph whose nodes are divided into two disjoint
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sets - places and transitions. Input arcs are directed arcs
which connect places to transitions and output arcs are
directed arcs which connect transitions to places. A
cardinality may be associated with these arcs. An arc with
multiplicity m is represented by an ‘/m’ on the arc. The
distribution of tokens on the places of the PN is called a
marking of the PN. When representing a PN graphically,
places are represented by circles and immediate
transitions, timed transitions and deterministic transitions
are shown by narrow bars, hollow rectangles
and filled rectangles, respectively. The number of
tokens n in place P is represented graphically as the
number n inside the circle for place P. Variable
cardinality of an arc is represented by adding a Z on the
arc. Each transition can also be associated with a guard
Pwnm clock

fymm_clock_reset
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function, which is usually a function of a marking. The
transition is enabled only when the guard function is
evaluated to TRUE and all other conditions relating to
priorities and input arc conditions are met. The reader is
referred to [25] for a detailed description of SRNs.

The SRN model with a combinatory rejuvenation
policy is shown in Fig. 2. The model is represented by
four SRNs, where Fig.2(a) is the SRN using the
prediction-based policy at the VM level and the
time-based policy at the VMM level, and Fig. 2(b) is the
SRN for the VMM clock model, which is used for
triggering time-based rejuvenation of VMM. Two
different replication styles for the standby VMs are
modeled by the Fig. 2(c) and Fig. 2(d) respectively.

Tomm interval

P, mm_reju_srart &3

s
’ tvm_up

Pim avaitable 86

! tym_up
tym_available !
!

&6

(b) VMM clock model

(c) for the passive replication style

(d) for the active replication style

Pymm_reju
fymm_rejul

P R Tmm_fail
vmm_fp

21t (#(Pymm_rat) != 1)?1:0

22:(#(Pymm_reju) == 1)?1:0

23:(H#(Pymm_gait) == 1)?1:0
24:(#(Pymm_reju_star) == 1)?1:0

25:(#FPumm_pait) == 1 [| #(Pymm_reju) == 1)?1:0
26:(#(Pum_detceted) == 1 || #(Pym_gait) == 1)?1:0
27:(#(Pym_standby) == 1 &&H(Pymm_i)) =1 & &H(Pymm_reju)!= 1)01 0
1282 (#(Pym_reju) == 1 || #(Pym_pre_repair) == 1)?1:0

(e) guard functions

Figure 2.

Combining part (a), part (b) and part (c) of Fig. 2, the
integrated SRN model represents the failure process,
recovery process, and combinatory rejuvenation of VMM
and VMs with the passive replication style. Initially there
is one token in the Pymup Pum_standoy and Pumm_up
respectively, which demonstrates fully stable states of
VMs and VMM. As time passes, each active VM
eventually transits to an unstable state (place Pym g)
through the transition T,m g representing the software
aging of the VM. The active VM still works in this state
but its failure chances increase. It is assumed that the RM
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Tomm _repair
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Replaceable Part by (c) and
(d) for the passive replication
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respectively
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tio

Tom_reju

Py _rcju
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Tum_swi_cold

Pym_detected

Pum_pre_reju

Tom repair

tym_reju

vm_fail

Gom_pre_repair Py pre._repair

Tom_fail

to gs

(a) The combinatory rejuvenation model

SRN models with different replication styles at the VM level

can detect the aging with probability Cge. The Py ¢, place
has two immediate transitions with the appropriate
probability for detecting aging or failures during
detection process. If the aging is detected, a token is fired
through tym getectes @nd Will be deposited in Pym getected- |F
the detection process fails, a token is put in Pym_ungetected-
As time progresses, the active VM eventually transits to a
failure state (place Pym i) through the transition Tym il
Whenever a token is deposited in Pyn_getected OF Pym_ait, the
active VM suspends all user requests and provides no
longer services.
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The recovery process consists of the standby VM
loaded in memory, the standby VM'’s internal state catch
up and the switching of the current active VM with the
standby VM. The transition
F)vm_standbyeTvm_availableé Pvm_available in the SRN model
represents the standby start time required to perform the
first step. On a token in place Pym_available, the standby VM
is available. The latter two steps of this rejuvenation
process are performed by using the timed transitions
Tum swt_coid- The rejuvenation and repair of the active VM
can begin when the standby VM is in an available state
(place Pym_availabley and the underlying VMM is neither in
the failure state nor in the rejuvenation state. The guard
function g; ensures this condition. In passive replication
mode, the standby VM’s internal state is initialized from
the last checkpoint to ensure its state is identical to the
state of the active VM before the failure. Hence, the time
for the final catch up step mainly includes the time to
transfer all pending requests and current sessions from
the active VM to the standby one. After the switch is
completed, a token is deposited in place Pyn rju t0 mark
the completion of rejuvenation. When the active VM is
completely rejuvenated, it is placed back in service as the
new standby VM. The process can repeat continuously.
Because of the dependency of VMs and VMM, all tokens
representing VMs’ operational nodes (i.e. tokens in places
F)vm_upv Pvm_fpy Pvm_failv I:)vm_pre_repairv Pvm_rera Pvm_pre_rera
Pym detect: Pvm_undetected) @re removed when the system is
considered failed (i.e. token in place Pymm it OF Pymm_reju)-
This is accomplished by the guard gs, which enables the
immediate transitions ts, t4, ts, tg, t7, tg, to, tio, t13, t1o, When
it detects a token in place Pymm il O Pymm_reju. In this case,
it is inevitable to involve unnecessary downtime and lose
transactions.

Similarly, when the transition Tymm_s, fires, a token is
deposited in Pypm . If the transition Tymm ra fires, a
token is deposited in Pymm st Which represents the VMM
failure due to the software aging. The effects of common
mode faults are applied using Tcommon_ faur- VWhen this
transition is fired, VMM failure also occurs. When the
VMM is recovered from the failure state, the token in
Pymm it 1S removed and a token is deposited in Pynm_up,
Pym_up @nd Pym_ standby respectively by Tymm_repair transition.
The time-based periodic rejuvenation is driven by a
deterministic clock shown in Fig.2(b). When the
deterministic transition Tymm inenvar fires and deposits a
token in place Pymm reju_start €aCh d time units, the VMM
rejuvenation is triggered and the immediate transitions
tymm rejuo @Nd tymm rejur @re enabled by guarding function g,
and a token is deposited in Pypm_rju. Similarly, when the
VMM rejuvenation cleans up the aging states, the token
in Pymm reju 1S removed and a token is deposited in Pymm yp,
Pym_up @nd Pym_standby respectively by Tymm rju transition.
Whenever in case of VMM rejuvenation or VMM repair,
both leads to rejuvenation of the whole system and those
VM related places flushed out because of VMs running
on the VMM.

Combining part (a), part (b) and part (d) of Fig. 2, the
new integrated SRN model represents the failure process,
recovery process, and combinatory rejuvenation of VMM
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and VMs with the active replication style. The most
noteworthy difference is that there is no need to take
some time to make the standby VM activated. Hence we
use the immediate transition t,, y, t0 represent this step
instead of the timed transition Tym_availante iN Fig. 2(c). The
rejuvenation process in practice only consists of standby
replica’s internal state catch up and the switching of the
current active replica with the standby replica, which can
be represented by timed transition Ty swt hot. MoOreover,
the standby VM’s internal state is continuously updated
with the active VM internal state changes. Hence, the
total time including the time for the final catch up step
and the replica switch time in active replication style is
shorter than the total one in passive replication style.
After the switch is completed, a token is deposited in
place Pyn_reju to mark the completion of rejuvenation.

The guard functions used by these two models are
summarized in Fig. 2(e), where the guard function gg is
only suitable for the model with the passive replication
style.

V. ANALYSIS AND RESULTS

We used the stochastic Petri net package (SPNP) tool
[24] to have an evaluation of two rejuvenation models
applied to the target system. We assumed that all
transition times of timed transitions in the models are
exponentially distributed except for Tymm intervar Which is
deterministic because it represents the fixed rejuvenation
trigger intervals of VMM. There are many previous
studies [3-5,8-9,13,16] supporting the use of exponential
distributions. For examples, in a CTMS (Cable Modem
Termination System) cluster system, Yun Liu. [4,5] have
assumed that the distribution of time between hardware
failures and software failures caused by Heisenbugs are
exponential, the distribution of time between software
failures  caused by aging-related faults is
hypo-exponential, and the distribution of failure detection
time and node switchover/reboot/rejuvenation/giveback
time are exponential. Of course, the assumption of the
exponential distribution is not always well-suited for all
real-world applications. For examples, in Salfner [7], it
has been concluded from data of a commercial
telecommunication platform that the distribution of
time-to-failure can be approximated best by a lognormal
distribution. In our experiments, the assumption of the
exponential distribution makes the modeling and
computation easier. However, our models are not
restricted to exponential distributions; other well-known
distributions such as lognormal and Weibull could be
used as well. The model parameters need be varied with
different distributions, while the model solutions can be
left to the tool SPNP.

Because of the existence of the deterministic transition,
we used 10-stage Erlang distribution for approximating it.
The model parameter values used were based on prior
investigations [8,16] of software aging related failures
and the application of the software rejuvenation as the
solution, as shown in Table 1. For an example of Aym ,
the calculation of the default value is as follows. We
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assume that the mean duration time observed from the
robust state to the unstable state is one week, namely
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1/(7 x 24)=0.005952381, which means the
aging appearance is 005952381 per hour.

number of

7 x 24 hours. Thus, the VM aging rate is
TABLE I.
PARAMETERS USED IN ALL MODELS
Parameter values
Symbol Description Default Value Mean Time

hvm VM aging rate 0.005952381 1 week
Avm fail VM failure rate after aging 0.013888889 3 days
Avm recovery VM failure recovery rate 2 30 mins
A reiu VM rejuvenation rate 60 1 min
Avm available Standby VM activation rate in cold-standby 60 1 min
Avm_swt_cold VM state transition rate in cold-standby 120 30 secs
Aum swt hot VM state transition rate in hot-standby 1200 3 secs
Avmm fp VMM aging rate 0.001388889 1 month
Avmm fail VMM failure rate after aging 0.005952381 1 week
Aumm recovery VMM failure recovery rate 1 1 hour
Avmm reju VMM rejuvenation rate 30 2 mins
Avmm reju inter VMM rejuvenation trigger rate - -
Cet VM aging detection probability -- --

For the simplicity of description, we call the model
using the combinatory rejuvenation policy with the
passive replication style “Model A”. Similarly, we call
the model using the active replication style “Model B”.

A. Model AVS. Model B

In this section, we compare these two models only
from the aspect of system steady-state availability
regardless of downtime and transaction lost. The main
causes are as follows. For downtime, the expected total
downtime over time interval T is calculated as

T* (1-P,u) . Where P is system steady-state

availability probability. Thus, it is easy to find that the
variation tendency of the expected total downtime is
opposite to that of steady-state availability. For
transaction lost, when the active VM is rejuvenated or
repaired, there are no transactions lost because of the

0.9995 - —

current transactions transferred to the standby VM and
the subsequent user requests queued by the Dispatcher
VM. Thus, the replication style using by both models
should be no impact on whether transactions lose or not.

Availability models capture the failure, repair and
rejuvenation behavior of systems and their components.
In the above two models, the impact of critical
parameters, such as the rejuvenation trigger intervals of
VMM and aging detection probabilities of VM, on
steady-state availability was studied. Service is available
when VMM is in the robust state or the failure probable
state and the active VM pertains to one of states: the
robust state, the failure probable state and the failure
detection missing state. Fig.3 shows the results of
steady-state availability by varying the VMM
rejuvenation trigger interval and the VM aging detection
probabilities independently.
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Figure 3. Steady-state availability for both models by varying the rejuvenation interval of VMM and aging detection probability of VM

In the first case, the VM aging detection probability is
fixed at 0.1, 0.5 and 0.9 respectively. For an example of
the aging detection probability ¢=0.5, when varying the
VMM rejuvenation interval from 5 hours to about 100
hours, we can find that the larger rejuvenation interval
lead to the higher system steady-state availability. At a
certain rejuvenation interval, in this case Aumm_reju_inter
~ 100, system steady-state availability is maximized.
System availability appears to drop very slowly with the
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rejuvenation interval greater than 100 hours. We may
directly see that there is such a variation tendency for
both models. This is caused by the fact that more frequent
rejuvenation increases the availability due to the
rejuvenation and less frequent rejuvenation also increases
the availability caused by software failure. Further, we
see that system steady-state availability of model B is
almost better than that of model A if the rejuvenation
interval increases over 20 hours. This result is caused by
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the fact that the time to rejuvenation for the passive
replication style is longer than that of the active one
because of no time needed for the standby VM loaded in
memory with the active replication style.

In the second case, when the VMM rejuvenation interval
is fixed, we can find that the higher aging detection
probability is better than the lower one in terms of system
steady-state availability. This result shows that it is very
important to make the aging detection probability more
close to 1 in the prediction-based rejuvenation policy. In
fact, it is also very difficult and impossible to do this. So
in the following discussions, we assume that the highest
detection probability is 0.9.

From the above discussions, we can draw a conclusion
that model B using the active replication style is better
than model A using the passive one in terms of
steady-state system availability.

B. Sensitivity Analysis

For an example of Model B, we focus on investigating
the impact of two critical parameters, aging detection
probability and the VMM rejuvenation interval, on the
downtime in this section. The expected total downtime
consists of the downtime due to software rejuvenation
and the downtime due to system failure. Hence, we also
analyze the two downtime components that contribute to
the expected total downtime here. In case of software
rejuvenation or software failure, the expected downtime
over time interval T is calculated as T * Pypavaii» Where
Punavail 1S System steady-state unavailability probability
due to software rejuvenation or software failure, T is time
interval and its value is set to 1,440 minutes.

In the first case of the VMM rejuvenation interval is
set to 120 hours, execution results of model B by varying
values of the aging detection probability c4 are shown in
Fig. 4. As the probability cq increases, the expected
downtime due to software rejuvenation only slightly
increases, however the expected downtime due to
software failure and the expected total downtime
markedly decrease. Further, we find that the expected
downtime of software failure is always greater than that
of software rejuvenation regardless of values of Cge.
Hence, we can draw a conclusion that at a given
rejuvenation interval, the recovery process is the main
contributor to the expected downtime and the higher the
aging detection probability leads to the lower the
expected total downtime.

In the second case of the aging detection probability
Cqet IS Set to 0.9, execution results of model B by varying
the VMM rejuvenation interval are shown in Fig. 5. As
the rejuvenation interval increases, the downtime due to
software rejuvenation firstly rapidly drops and then
slightly increases, meanwhile the downtime due to
software failure firstly slightly increases and then slightly
drops. The variation tendency of the expected total
downtime is almost the same as that of the downtime due
to rejuvenation. When the rejuvenation interval is 80
hours or less, the rejuvenation process is the main
contributor to the expected total downtime with 51.1% to
99.9% of the expected total downtime. Especially when
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the rejuvenation interval are less than 30 hours, the
rejuvenation process contributes to the expected total
downtime with 91.7% to 99.9% of the expected
downtime. On the other hand, when the rejuvenation
interval is more than 80 hours, the failed system with
52.9% to 80.7% of the expected downtime is the greater
contributor. This finding is inline with the premise that
the use of proactive rejuvenation reduces the chance of
system failures caused by software aging. The above
results are caused by the fact that more frequent
rejuvenation increases the downtime due to the
rejuvenation and less frequent rejuvenation also increases
the downtime caused by software failure. By finding the
point which minimizes the expected downtime, we can
solve the optimal rejuvenation interval.
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Figure 5.  The expected downtime due to software rejuvenation and

failure with different rejuvenation intervals of VMM

As analyzed before, the aging detection probability
should be no impact on whether transactions lose or not.
Hence, we focus on the impact of the VMM rejuvenation
interval on the number of transactions lost. When VMM
is rejuvenated or repaired, transactions lose because of
VMM shutting down all the hosted VMs prior to the
rejuvenation or repair regardless of the execution states of
the VMs. The expected number of transactions lost due to
VMM rejuvenation and VMM repair can be computed
from the throughputs of the transitions Tymm ru and
Tymm repair fOr €ach SRN model. We will execute model B
again to analyze the expected number of transactions lost
with different VMM rejuvenation intervals. Results with
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varying rejuvenation intervals and the fixed value of 0.9
for detection probability ¢4 are shown in Fig. 6.
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Figure 6.  The expected number of transactions lost with different

rejuvenation intervals

As seen from Fig.6, the expected number of
transactions lost due to VMM rejuvenation is monotone
decreasing with the increasing rejuvenation interval. The
higher rejuvenation rate (i.e. the rejuvenation interval is
less than 30 hours) has a significant impact on the
expected number of transactions lost. However, when the
rejuvenation interval increases to more than 30 hours,
VMM repair instead of VMM rejuvenation is the new
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greater contributor to the expected number of transactions
lost. Further, when the rejuvenation interval increases
from 80 to 500, the expected number of transactions lost
due to rejuvenation gradually levels off at about 0.159.
When the rejuvenation interval increases to infinity, this
means that VMM has no rejuvenation operation. The
expected number of transactions lost will be equal to the
number of transactions lost associated with VMM repair.
Form the above analysis, we can find that the
rejuvenation interval has almost no impact on the
expected number of transactions lost only if it is greater
than a proper value got from the solution of SRN model.

C. Model B VS. Other Models

To further validate the effect of our models and
rejuvenation policies, we consider the existing models
with different policies including no rejuvenation, just the
VMs  rejuvenation using the  prediction-based
rejuvenation policy, just the VMM rejuvenation using the
time-based rejuvenation policy, and both the VMM and
the VM s rejuvenation with the time-based policy. Further,
we compare the effect of these policies with model B, and
the results are shown in Fig. 7, where the aging detection
probability of the VMs used in the prediction-based
policy is fixed at 0.9 and the VM interval used in the
time-based policy is 120 hours.
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Figure 7. Comparison of rejuvenation effects using different rejuvenation policies
From Fig. 7, the findings we got are as followings: availability.
® There is no system availability improvement incase @ ® There is an obvious system availability

of just rejuvenating the VMs by comparison to the
case of no rejuvenation. However, there is an
obvious system availability improvement in case of
just rejuvenating the VMM by comparison to the
case of no rejuvenation. The result shows that due to
the availability of the upper-level VMs depending
on the availability of the lower-level VMM, the
extreme limit of system availability depends on the
maximum VMM availability. Thus, rejuvenating the
VMM is the most efficient way of improving system
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improvement in case of rejuvenating both the VMM
and the VMs regardless of rejuvenation policies
used by comparison to the case of just rejuvenating
the VMM. The results show that the further system
availability improvement depends on
simultaneously improving the availability of both of
the VMM and the VMs. Further, comparing our
policy with the time-based policy applied to both the
VMM and the VMs, we find that our policy is much
better than the competitor.
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VI. CONCLUSIONS

We have presented and analyzed comprehensive
availability models for a class of system with deployment
of virtualization technology and software rejuvenation.
Results of the first experiment showed two models were
with the same variation tendency and the model with the
active replication style is obviously better than that of the
model with the passive one in terms of system
steady-state availability. Further, for an example of model
B, we finished two other experiments in order to analyze
system rejuvenation and repair process by varying two
critical parameters, the VM aging detection probability
and the VMM rejuvenation interval. Experimental results
showed that the aging detection probability had a very
important impact on the expected downtime and the
higher the aging detection probability led to the lower the
expected total downtime. However, we also showed the
aging detection probability had no impact on whether
transactions lost or not. Under a given parameter value
for the aging detection probability, we observed that more
frequent rejuvenation increases the downtime due to the
rejuvenation and less frequent rejuvenation also increases
the downtime caused by software failure. By finding the
point which minimizes the expected downtime, we could
solve the optimal rejuvenation interval. Moreover, we
also observed that a proper VMM rejuvenation interval
has almost no impact on the number of transactions lost
and the repair process is the main contributor to the
expected number of transactions lost.

In the future work, we will discuss some methods to
carefully determine the optimal combinatory of the VMM
rejuvenation interval and the VM aging detection
probability so as to achieve higher steady-state
availability and lower downtime.
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Abstract—In this paper, taking Hangzhou Metro Line 1
Wulin Square Station for example, we dynamically
optimize the opening number of the entrance ticket
windows at the station based on Anylogic pedestrian library,
and study the impact of some parameters e.g. the
pedestrian arrival rate and the opening number of the
ticket windows in peak and off-peak periods, etc., on the
average queuing number and utilization rate of the ticket
windows. The aim is to provide a favorable reference and
decision support tools for planners, designers, and
operators. The simulation results show that for the off-peak
period, that is, when the pedestrian velocity reaches to
1500/hour, opening two ticket windows can achieve the best
average queuing number and the utilization rate of the
ticket windows, and at the peak period, i.e. the pedestrian
velocity is about 2500/hour, opening four ticket windows is
the best strategy.

Index Terms—urban subway, pedestrian simulation,

dynamic optimization, AnyLogic, queuing

I. INTRODUCTION

In recent years, China's urban rail transit is developing
in an unprecedented speed. According to the relevant
statistics, in Mainland China, there have been 33 cities
planning to construct rail transit, in which 28 cities have
been approved. Hangzhou Metro Line 1 was opened on
Nov.24, 2012, which is Hangzhou, even Zhejiang’s first
subway line; Beijing opened four new Metro Lines on
Dec.30, 2012, which were: Line6, Line8, the northern
section of Line 9 and Line 10.

Undoubtedly, the subway relieves the traffic pressure
to some extend, facilitates the movement of residents.
We learned it from Hangzhou Hong Kong Metro
Corporation Limited that on the first month of trial
operation, the train ran totally 11,385 times. Averagely,
it ran 379.5 per day, including 392 extra trains in
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weekdays' peaks. The total number of passengers was up
to 4,378,667, and the daily amount was 14.5956 million.
The maximum which appeared on December 9, 1999
(Sunday) was reaching 219,000. There are 30 sites and
more than 200 ticket vending machines on Metro Linel,
and a total of 1,653,696 one-way tickets were sold. The 3
stations with highest passenger flow are in turns as
follows: Wulin Square, Hangzhou Railway Station, Lung
Bridge.

However, with the growing of the passenger flows, the
problem of people’s queuing for tickets becomes more
and more severe. The time they spend on ticket queuing,
and the number of queuing have the direct impact on
passengers' experience of rail transit. The ticket sellers in
the ticket window system contact with passengers
directly, so the quality of their service has a great
influence on the evaluation given by passengers.
Therefore, in order to reduce the passengers’ queuing
time, the prominent concern is to optimize the queuing
system by opening ticket windows dynamically and
reasonably in the process of operation which of course
should at a reasonable cost. It can not only improve the
competitiveness but also improve the quality of the
service.

At present, many scholars have started carrying out
researches concerning rail transit science and they have
already been doing a lot of work. The former research
can be divided into three categories according to the
usage of the different methods. The first category is to
establish a mathematical model to do the research of the
railway ticket window system based on queuing system
and routing optimization problem[1-10]. For example,
Jitao Li and JunFeng Yang [1] from Dalian Jiaotong
University who used the theory of queuing model to
analyze the characteristics of the railway station ticket
window queuing system, established a ticket windows
optimization model based on the acceptable time of
waiting, and gave a model of algorithm and processes.
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Based on how to optimize the facilities, Qiwen Jiang [2]
from Beijing Jiaotong University introduced the queuing
theory, and correspondingly, the mathematical model.
His study focused on the station automatic ticket
machines, the station stairs and the station channel so as
to optimize the configuration of the facility. In order to
attract more passengers and improve operational
efficiency, they provide their best service. The second
category is to acquire the results by using simulation
software such as Anylogic, simwalk, based on the
theories such as Agent, queuing system [11-21]. For
example, Lu Yu and Xi Zhang [11] from Beijing
Jiaotong University used Anylogic simulation software
systematically to analyze the layout of Beijing Xizhimen
subway station rail transportation hub, passengers
organizations streamline, and found the bottleneck of a
guest stint distribution and also proposed some
suggestions. Zhao Yafang [12] established a evaluation
model of the layout of ticketing equipment and the
configurable number by applying the method of queuing
theory, which can analyze the arrangement form of the
automatic ticketing equipment at the station and then
raise up the proper form according to the place of the
station. Based on the simulation software, Anylogic, the
evaluation model can be verified. The third category is to
do the simulation study by establishing physics models.
For example, Guangzhou Transport Planning Institute’s
Yunbin He [21], through constructing a pedestrian
simulation platform which based on the physical model
of the hub, analyzed the relationship between the
window average queuing number and ticket demand, and
thus to know how many ticket windows are needed
according to different queuing time. This article we
dynamically optimize the number of the station pit
mouth open ticket windows , based on Anylogic
pedestrian library , taking Hangzhou Metro Line 1 Wulin
Square Station as the background, and research the
impact of parameters on the number of queuing and
utilization of the window according to the pedestrian
arrival rate and the number of the ticket windows open in
peak and off-peak periods, providing a favorable
reference for planners, designers, operators and decision
support tools. At last, we come up with an improvement
program which aims at the unreasonable facts after
evaluating the rationality of the automatic ticketing
equipment and the configurable number. And then the
improvement program is verified.

This paper is organized as follows. The introduction to
the Anylogic simulation principle, the scene of
simulation and modeling process is described in Section
2. In Section 3, the specific analysis to the results of
simulation is given. Finally, the concluding remarks are
concluded in Section 4.

Il. PRINCIPLES AND METHODS

A. Simulation Software

AnyLogic simulation software is used to create a
professional virtual prototyping environment, and it is
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also designed for discrete, continuous and mixed
behavior of complex systems. The AnyLogic can quickly
build design system simulation model (virtual
prototyping) and the external environment, including the
physical equipment and operating personnel. Its
applications include: control systems, traffic, dynamic
systems, manufacturing, supply lines, logistics
departments, telecommunications, networks, computer
systems, machinery, chemicals, sewage treatment,
military, education etc. The AnyLogic is powerful and
flexible, and can offer a variety of modeling methods:
object-oriented modeling method based on UML
language, flowchart modeling method based on the
square of Statecharts (state machine), which can be
divided into ordinary and mixed, differential and
algebraic equations, Java modeling.

Anylogic also includes the following standard
databases which can be used to build the models rapidly.
The Enterprise Library is mainly used to simulate
discrete events which are related to manufacturing
industry, supply chain, logistics resources, medical
treatment etc. Solid models (trades, customers, products,
components, vehicle etc.), technological processes (the
typical working process, including wait, delay, resource
utilization) can be built with the help of Enterprise
Library. The Pedestrian Library concentrates on
simulating a physical environment. It can be used to
build a structure (Railway station, safety check etc) or a
street which is full of people. The models can not only
collect data such as density of pedestrians in different
regions, but also calculate the efficiency of the load in
service point. The simulation of interaction of
pedestrians is complex behaviors’ agent. However, The
Pedestrian Library provides an advanced use interface
which can build flow-process diagram of pedestrian
quickly. The Rail Yard Library can help to build various
railway shunting models and make it visually. Railway
shunting model can combine discrete events and agents
in order to simulate loading and unloading, allocating
resources, maintaining business processes and other
transport activities. Except those standard resources,
users can build their own databases according to their
own needs.

B. Simulation Scenarios

In this paper, we establish a subway entrance
pedestrian distribution model, taking the Wulin Square
Station in Hangzhou Metro Line 1 as the background, by
designing different simulation environments and
simulating passengers at the station distribution, to study
the utilization of the facilities in the subway station and
then to analyze. So we can provide support for the
optimization of the rail transport. Figure 1 is a diagram
of Hangzhou Metro Line 1 Wulin Square station. This
station is an island platform with three layers. It looks
like a rectangular solid with a length of 161.75 meters, a
width of 36.6 meters and a depth of 27 meters.
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Figure 2. Subway entrance layout in the Anylogic simulation environment.

The top layer is the station hall; the middle layer is the
device layer, and the following is the platform layer. This
article will chose the top-level concourse level entrances
as the simulation scene to simulation study, in Figure 2 is
the site No. 4 in the Anylogic simulation environment at
the entrance layout.

C. Research Principle

This article aims at evaluating comprehensively
parameters such as pedestrian arrival rate and the number
of the ticket windows opens which impact on queue
length and utilization of the window, given the number
of different scenarios, the best ticket booth. Wherein the
average queue length is calculated as follows:

Ly=2 Lg,/N; (1)
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Where L, Indicates the queue’s length, L ; is queue’s

length at the point ofi, N; indicates the total number

of time points at the simulation. The window utilization
calculation formula is as follows;

o=T,IT )

Where ¢ indicates windows utilization, T is the

working time for the window at simulation, T
represents the total time at simulation.

D. Simulation Process

Wulin square, the subway no. 4 has four brake
machine gates, the six automatic ticket offices (basically
only four open) on the presence of the rush hour, the
simulation environment is divided into peak and off-peak
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periods into two categories; the difference is the
pedestrian arrival rate parameter settings. Combined with
the actual passenger traffic, pedestrians to reach the peak
of the rate is set to 2500/hour, and the peak of the
pedestrian arrival rate is set to 1500/hour. The number of
the port gates fixed to 4, the number of the ticket
windows at different times from 1 to 6, setting the rate of
pedestrians from 500-2500/hour, 500 rate interval,
research in different pedestrian arrive rate, opening how
many the ticket windows to ensure appropriate average
queue length, and to get the maximum utilization of
facilities.

pedSelectOutput
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When Passengers arrive at the station, someone who
has public transportation card can enter into the station
directly, but others should queue up for the ticket first.
According to the site statistics, about 85% of the
passengers do not need to queue up for the ticket, while
15% passengers have to wait in line. As shown in Figure
3 it is the inbound module map; queuing time for which
the ticket windows obey the triangular distribution
Triangular (15 * second (), 25* second (), 35*second ()),
the service time of the wicket obey uniform (2.0 *
second (), 3.0 * second ()) distribution.
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Figure 3. The subway entrance stint block diagram
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I1l.  SIMULATION AND DISCUSSION

A. Analysis of the Simulation Results at Different
Pedestrian Arrival Rate

We simulated the queuing situation and the utilization
rate of window under the following circumstances. The
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figure in the upper part of the sheet represents the
average length of the queue at a certain window and a
certain rate, and the figure in the lower part of the sheet
represents the utilization rate of windows under
corresponding circumstance.

As you can see from the sheet, different numbers of
windows at different pedestrian arrival rate have an
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influence on the length of queue and the utilization rate
of window. Obviously, on one hand, the more the ticket
windows open, the shorter the length of queue will be
and the lower the utilization rate of window will be. On
the other hand, at a certain number of the ticket windows,
the higher of pedestrian arrival rate, the longer the length
of queue will be, accordingly, the utilization rate of
window will be higher.

If analyzed the dates in the sheet separately, we found
that the length of the queue and the utilization rate of
window have positive correlation. But we hoped it could
be passive correlation, that is, when the length of queue
is shorter, the utilization rate of window will be higher.
As far as we can see, it is not a fact. So, we are
considering choosing the number of ticket windows that
has the highest utilization rate within an acceptable
length of queue. Then, we will analyze situations
concretely, that is, in peak hours (the pedestrian arrival
rate is 2500/hour) and in off-peak hours (the pedestrian
arrival rate is 1500/hours).
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B. Analysis of the Simulation Results in Peak and
Off-peak Hours

In off-peak hours, the pedestrian arrival rate is
1500/hour, the simulation results are shown as follows:

In off-peak hours, compared the utilization rate and
the average passengers waiting in line, we realized that
when there is one ticket window, the utilization rate is
98.33%, while there are two ticket windows, the
utilization rate is 65%. Compared the utilization only, we
could find out easily that the former is much larger than
the letter. However, if we combine the number of
passengers with it, we could find that the average
passengers in situation 1 are 52.05 and the letter are only
2.02. When there are 3 ticket windows, according to the
result of simulation, it can hardly form a line. Therefore,
taking the utilization rate and the average passengers
both into consideration, it is best to open two ticket
windows in off-peak hours.

Figure 4 shows the simulation diagram when the ticket
window number is 2. At its peak, the pedestrian arrival
rate of 2500/hour number of different ticket booth under
the simulation results shown in Table 3.

TABLE II.
QUEUING AND UTILIZATION OF THE WINDOW WHEN THE TICKET WINDOW NUMBER IS IN THE OFF-PEAK PERIODS (1500/HOUR)

The Number The Average The Utilization
of Ticket Number of Queuing Rate of Ticket Line Chat of Queue Number
Windows Passenger Windows
100
S0
B0
1 52 98.3%
40
20
a
o 10 20 30 40 s0 BO
B0
507
40
2 2 65% 301
20
10
1] T T T
1] 10 20 30 40 50 :11]
3 0 22.4% —

©2014 ACADEMY PUBLISHER



JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

TICKET OFFICE
|

145

O SUBWAY TRAING

COMTROL GATES

Figure 4. Off-peak hours queuing

TABLE IIL
THE PEAK OF THE TICKET BOOTH NUMBER IS NOT THE SAME QUEUE AND WINDOW UTILIZATION
The Number Tgiggs:i%e The Utilization
of Ticket Queuin Rate of Ticket Line Chat of Queue Number
Windows P g Windows
assenger
B0 —
S0 L
40
30 -
3 27.72 93.30%
20
104
o] —r _ T
a i 20 30 40 =] 0]
BO
501
40 — re ol —— —.
30 A "
4 19.58 86.70% ~
20 1
10
. e
a 1 20 30 40 =1n) [=n]
5 0 9.8% —

When compared with the number of ticket windows in
scenarios 3 and 4. Although there are more people
queuing, it is a normal phenomenon considering the fact
which will appear in the peak period. Utilization, the
ticket window number 3 is slightly higher than the 4, and
from the number of queuing point of view, the ticket
window number 4 is better than 3. When the ticket
window number is 5, we find that it hardly forms a queue
in front of the ticket windows, but the window utilization
is quite low. Therefore, the paper considers that open the
four ticket window better during peak periods.
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IV. CONCLUSION

We used the Anylogic to study the passenger flow at
the entrance of Wulin Station, and after contrasting the
different numbers of ticket windows according to
different pedestrian arrival rate, we can draw a
conclusion: During peak hours (the pedestrian arrival
rate is 2500/hour), it is better to open 4 ticket windows.
During off-peak hours (the pedestrian arrival rate is
1500/hour), it is better to open 2 ticket windows. As time
is limited and the other subway lines in Hangzhou



146

haven’t been opened, the statistics of pedestrian arrival
rate in peak and off-peak hours haven’t been exactly
determined in this article. The simulation model we used
in this article can also be used in other subways’
entrances, which can easily change the pedestrian arrival
rate. Therefore, a more extensive study can be carried out
on the distance between the ticket window and the ticket
entrance. There is specific introduction about the
application of the software in the second section.
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Abstract—It is very hard for traditional Camshift to survive
of drastic interferences and occlusions of similar objects.
This paper puts forward an innovative tracking method
using Camshift with multi-feature fusion. Firstly, SIFT
features and edge features of the Camshift in RGB space are
counted to reduce the probability of disruption by occlusion
and clutter. Then, the texture features are collected to
resolve the problems of analogue interference, the texture
similarity between current frame and previous frames are
calculated to determine the object area. The paper also
describes the GM(1,1) prediction model, which could solve
the occlusion problems in a novel way. Finally, through the
motion trajectory, it can anticipate the exact position of the
object. The results of several tracking tasks prove that our
method has solved problems of occlusions, interferences and
shadows. And it performs well in both tracking robustness
and computational efficiency.

Index Terms—Camshift, GM(1,1), SIFT features, Object
tracking

I. INTRODUCTION

Mean Shift [1-2] has been widely used in the field of
object tracking, yet lacking of the necessary model
updates, in addition of the fixed window width of kernel
function, both of them will have evil impacts upon the
accuracy of tracking. Camshift [3] appears as an
improved algorithm which could automatically adjust the
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window size to fit the object, thus solving the troubles of

scale variations. However, the traditional Camshift exists

the following disadvantages:

® The tracking results could be very easily disrupted
by similar objects.

® The lack of motion behavior prediction, which
might lead to a failure of object tracking, especially
when the objects move too fast, running beyond the
searching scale of the previous frames, or being
interfered by other objects.

® The searching window would shrink to a tiny point
when the tracking objects get lost.

® Tracking results are susceptible to the illumination
changes.

Dozens of scholars have shown interests on the
solutions of these problems. In order to overcome the
impacts of scale variations and partial occlusions, Shen
Xuanjing [4] introduced a kernel density estimation
through a model of color distribution, tracking the
moving objects with the image moments by Camshift. Li
Chao [5] overcame occlusions and information losses of
image likewise, but more elegantly, he proposed a face
tracking method based on Haar features detection,
improving Camshift algorithm with a weighted histogram
probability model. In order to conquer the influence of
analogue interferences and scene illumination changes,
Sun Hongguang [6] combined the color and motion
information together into the Camshift, tracking objects
adaptively with an optimized particle filter. Wang
Zhaowen [7] put forward a Camshift guided particle filter
for object tracking, and he incorporated the particles into
the probabilistic framework for proposal distribution. In
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order to handle the issues of fast movement and strong
background disturbances about objects, Wang Xin[8]
embedded the improved Camshift algorithm into particle
filter, he redistributed the random particle samples,
whereby the objects could move toward their maximal
posterior probability density. However, particle filter
needs collecting considerable amount of particles to
approximate complex filtering distribution throughout the
entire sampling process, which might give rise to a
tremendous computation complexity. Li Jianhong [9] got
rid of similar color interference of objects with robustness,
who put forth an improved algorithm with SURF. And
Exner David [10] presented a multi-histogram
accumulation to accomodate complex object changes,
handling ambiguous cases of partial or full occlusions.
Chu Hongxia [11] combined Camshift with frame
difference, can track motion object instantly and
accurately. Liang Juan [12] has improved the Camshift
effect by a large scale with the Kalman filter, which was
used to estimate initial parameters of moving object and
adjust iteratively to approach location of each objects.
Based on an improved Camshift and Kalman filter, Peng
Juanchun [13] proposed a real-time hand tracking system
for humanoid robot with a stereo vision method.

Kalman filter presumes smoothness in relevant motion,
which makes possible the process of the modeling in a
minor state space, as well as the search in a minor region,
maintaining a reliable robustness under the liner time-
invariant conditions. Yet in practice, nonlinear situations
occur now and then, the deficiency of Kalman filter
would expose little by little. However, in the grey system,
the internal structures, features and parameters are
supposed as unknown. Through a grey generation by
limited external behavior of clutter data, the randomness
of data would be alleviated. In this paper, we will use
grey differential equation to reflect the difference
information and harvest the GM(1,1) model [14]. In the
actual environment of object tracking, we might meet
with the situation of impoverishment and uncertainty in
the data information, so as to propagate robust results, it
comes necessary to merge grey system theory into the
Camshift.

In this paper, edges, textures and SIFT features are
fused into the CamsShift algorithm. Firstly, we apply
Canny operators for the edges detection and extract
parameters from the co-occurrence matrix as the texture
features in the quantifying process. And then we extract
three-layer SIFT features in RGB and track the objects
with the fusion of CamShift and GM(1,1) model
prediction. The experiment has a satisfactory result that,
we can solve the disturbance and the occlusion of similar
objects in a robust way.

Il. SIFT FEATURES EXTRACTION

SIFT appears as a superior algorithm standing loftily at
the pinnacle of computer vision [15]. Traditional SIFT
draws out interest points in the scale space of binary
image first. At each candidate points, it will determine
location and scale of the fancy key points through
stability. And then orientations will coin into each key
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point as well, based on local image gradient directions. In
the end, descriptors will be selected around the whole key
points, which allows for robust levels of environment
changes.

Different from the traditional SIFT, in this paper we
will extract the features separately on three channels of

L2
LY
i

!
(a) Original image (b) R layer

"l

'

(G Iayell' (d) B layer

Figurel SIFT features in RGB three-layer space

(a) Original image  (b) Matching of target and candidate target
Figure 2 Matching of SIFT features between target and the candidate
target

RGB space, in such a way that we will get more plentiful
features of avail, thus increasing reliability of probability
distribution. Figure 1 describes the SIFT features in
three-layer space of RGB.

When the features in RGB space generate, we can use
Euclidean distance of descriptors as the image similarity
criterion. We extract one key point in the first image,
finding two closest key points in another image. By
comparing the distance of the closest neighbor to that of
the second-closest neighbor, we can get a ratio which will
thus denote the exact matching points. Figure 2 shows the
matches between the tracking object and the candidate
object, for the rigid objects in the wvehicle, they are
saturated with SIFT features.

I1l. GM(1,1) MODEL

The grey system is a new discipline founded by Prof.
Deng Julong, it stands out recently owing to its excellent
predicting performance, even under the condition of
barren information. The GM(1,1) model is defined as
followings[14]:

Suppose a non-negative sequence:
X(0)={x? (1), xX? (2),... x? (n)},

t
Letx®(t) = > x@(i),t =1,2,--,n. Such that we get
i=1

accumulative sequence:
XO={xB(1), xD(2),..., xP(n)}. Then let
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zmw)=%U®Uo+me—DLk=23“wn(D
where Z% is the X adjacent mean generating sequence,
Z9 =z"1),z"(2),---, 2% (n)), we name:

xP(k)+az®(k)=b )

as the grey differential equation, also known as GM(1,1)
model. A simple form of the differential equations is:

(1)
de+ ax @ (k) = b ®)

where a and b are the undetermined parameters in the

modeling process. Suppose a=[a,b]" are the
parameters, and
X(O) (2) _ Z(l) (2) 1
(0)
X (3 _ .0
Y=.(),B_ 2(3) 1 @
x(n) -z%m) 1

then parameter estimation of the least square in the
GM(1,1) model: x@(k)+az®(k)=b will satisfy:
a=(B"B)'B'Y (5)

Once we get the parameter &, we are capable to predict
the data, the prediction formula is:

xO(k) = (8- ax®(@))e 22 (6)
b a
= :
1+0.5a 1+0.5a

where f =

We utilize the overall centroids of previous four frames
in objects, anticipating their possible position in the
following fifth frame. The parameters in GM(1,1) model
iterate gradually, such that we guarantee the accuracy of
the GM(1,1) model. For the sake of boosting real-time
performance of the system, we might as well reduce the
computational complexity. To take the x, y coordinates
into account respectively, we track objects in either X or
Y direction using concurrent GM(1,1) model, descending
tracking dimension into one, in such a way that we
ameliorate computational complexity of the system.

IV. CAMSHIFT ALGORITHM

For the traditional Mean Shift, the lack of model
updates, as well as the fixed window width of kernel
function often has negative effects on the tracking
accuracy. As an upgraded version of Mean Shift,
Camshift could adjust the window automatically to fit the
size of the object, particularly competent for tracking
objects with great variations in scale. The major steps of
traditional Camshift tracking are as follows: First, it
converts the tracking image into HSV space. Through the
back projection of color histogram, it can get the
probability distributions of colors. At last, by calculating
the zero-order moment and first-order moment of image,
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it will obtain centroid position and the object window
size.
The zero-order moment of Camshift is defined as:

MOOZZZI(X’y) ()

The two first-order moments are:

M=22.x(xy) (8)
M =229 (xY) ©)

The centroid position of searching window defined as:

Xme ’ yC:Mm (10)

00 M 00

And the size of search window is:

s=2x M (11)
256

Aiming at the disadvantages of traditional Camshift, in
this paper, we will propose an improved Camshift with
multiple features fusion. The innovations of our research
are as follows:

(1) Instead of utilizing the single H channel in HSV space
as the color probability, we will extract the objects
information in the channels of RGB.

(2) We will use the SIFT features as the complement of
color distribution. As most of features fall upon the
objects, we can obtain color probability better via their
statistic pixel values.

(3) In either case of existing barren features or existing
vast mismatching features, the accuracy of image
probability statistics would decrease drastically. Thereby
we combine the edge and SIFT features together and
extract the color probability distribution from the fusing
results to solve these troubles.

(4) Through a fusion of the Camshift and the texture
features, we overcome the interference problems of
similar objects.

(5) Rather than adopting the true values, we will employ
a GM(1,1) model prediction to enhance the anti-occlusion
ability when the objects get occluded.

V. OBJECTS TRACKING BASED ON GM(1,1) AND
CAMSHIFT WITH MULT-FEATURE FUSION

Following are the major stages of our computation
used to track objects:
(1)To preprocess the image first, and then we are to
acquire the edges of objects with the Canny operators.
(2)To extract the SIFT features in three channels of RGB
space. Through the statistical feature descriptors we will
acquire the accurate size and location of the current
objects.
(3) We analyze the pixels of all features, and through the
probability histogram of features we could update the
objects and recover the original image by the back
projection technique.
(4) We utilize the Camshift to track the objects in image
sequences continuously. And then we could figure out the
exact positions of objects through a comparison of the
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texture features between current frames and the previous,
judging whether there exist similar objects in color
around the objects or not.

(5)If the objects shrink or lose focus suddenly, yet within
the range of a frame, we’ll predicate them as being
occluded. With the attachment of GM(1,1) model, we
could predict their exact position in the next frame. At
last, we are going to seek the objects in a searching
window, whose position lies at center point of prediction
and whose size is about 1.5 times of objects in current
frame.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

A. Tracking of maneuvering Object

In this paper, we first get the difference image by the
interframe difference and extract the contours by the

Figure 3 Tracking results of multiple people (frame 20, 35, 50, 65,
80, 95)

" . Adss 7
ure 4 Tracking results of multiple vehicles (frame 50, 65, 80, 95,
125, 140)

Fig

1.1 —#— Proposed B
—&— Camshift with Sift

Time(s)

10 20 30 40 &0 B0 70 a0 20 100
Frame

Figure 5 Contrast diagram of traditional Camshift and our algorithm

thresholding binary image, then we draw out the SIFT
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features from the R, G and B space respectively within
the region of contours. The statistical pixel values of
SIFT features around the real objects are exploited to
calculate the color histogram, and we recover the color
probability distribution of original image with the back
projection. And then we would acquire center point
position and size of the objects in the color probability
distribution by the Camshift. After that, we utilize
GM(1,1) model to predict the position of the objects in
the next frame with the trajectory history, the results
manifest that the searching time has been shortened,
whereby the real-time performance of the system has
increased accordingly. The tracking results of the
multiple people are shown in figure 3, and the results of
vehicles at crossroads are as shown in figure 4. Despite of
a cluster of dynamic changes in vehicles, i.e. the turning
or the brake condition, etc., we can still get a stable
tracking result with the Camshift. The real-time contrast
diagram of the traditional Camshift and our algorithm
(figure 4) is shown in figure 5. The experiment results
have registered an enhancement in real-time performance
of the system.

B. Object tracking with Occlusions

When we track the objects, a frequent situation we will
encounter is the occlusions. In this case, the object area
will shrink suddenly or even disappear. When we get the
original image by back projection, the areas ratio of
probability histogram of current frame to the previous
frames will decrease. Similar to this situation, when the
Camshift’s applied, the center position and the size of the
object probability distribution will both grow smaller,
once the objects get occluded completely, the Camshift
would become invalid at all, which doomed to bring out a
tracking failure. Figure 6 shows the tracking results of
traditional Camshift algorithm with the SIFT.

As it can be seen from figure 6, without the occlusions,
we could track the objects precisely by the traditional
Camshift, but as soon as the object’s occluded, the true
object would easily get tangled with what is not. In this
paper, we will assess the occlusions based on measures of
whether the objects shrink and disappear. And then we
introduce a RGB color probability distribution, owing to
the variations of RGB color, the distributions of differed
objects might be discrepant as well, thus the tracking
objects are non-interfering. When processing the frame,
the size and shape of image will be measured, we
determine the occlusions by judging whether the ratio of
the mean value of them in current frames and previous
frames is less than one threshold, in specific, when the
ratio of two consecutive frames and the previous frames
is consistently less than a threshold, we will discriminate
objects as the occlusions. In this sense, we will take
advantage of the single GM(1,1) model prediction other
than Camshift, and will never modify the size of the
object until we track one afterwards. Figure 7 shows the
results of our algorithm and marks the trajectory of
moving objects in addition.
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Figure 6 Tracking results of multi-people by the traditional Camshift
with occlusions (frame 72, 103, 134, 165, 196, 227)

Figure 7 Tracking results of multi-people by our algorithm with
occlusions (frame 72, 103, 134, 165, 196, 227)

Figure 8 Traking results of multi-vehicles by the traditional Camshift
with occlusions (frame 65, 76, 87, 98, 109, 120)

Figure 9 racking results of multi-vehicles by our alorithm with
occlusions (frame 65, 76, 87, 98, 109, 120)

In the process of monitoring the vehicles, similarly, the
occlusions occur now and then, i.e. there is a guideboard
or other obstacles standing in front. Figure 8 shows the
tracking results of traditional Camshift when existing
occlusions. And figure 9 shows the tracking results of our
algorithm with the occlusions. Figure 10 is the error
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contrast diagram of vehicle sequences between traditional
Camshift with SIFT and our algorithm, the results have
proved our algorithm with a higher accuracy.

C. Obijects tracking with the Interference of Similar
Objects

180

—+— Proposed

.
183 —e— Camshift with 5it |

140

Error Analysi(pivels)
o @ B N
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B
&
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%
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Figure 10 Error contrast diagram of figure 8 and figure 9

When monitoring the track of multiple vehicles in the
intersection, some similar vehicles often emerge as the
outside interference to spoil the whole color space. While
two vehicles of similar colors meet each other halfway,
the traditional Camshift algorithm will identify different
cars as the one, figure 11 shows the tracking results of
traditional Camshift with the interferences. Once some
distractions interfere around the tracking objects, the
precision of color probability distribution will decrease in
response. Thus the features of textures are merged into
the algorithm and we can distinguish different objects by
textures similarity. After that, the GM(1,1) model is also
complemented to solve the occlusion problems. Figure 12
shows the tracking results of vehicles with the occlusions.

D. Object tracking with Shadows

In a natural environment (i.e., the shaded outdoor),
the context of shade would be severely troublesome for
object tracking. As a practical example, we take portions
of human body in shade using the traditional Camshift.
As is shown in figure 13, the sunshine reflection would
blur tracking window, causing numerous mismatches in
the process of tracking. A contrast experiment with our
algorithm is shown in figure 14. It turns out that the
improved algorithm bears an extraordinary robustness,
which could survive of strong shadow interferences.

The benefits of improved Camshift algorithm are
summarized as follows:

1) Instead of employing color probability of single H
component in HSV space, a three-layer RGB space would
be utilized otherwise. As the abundance of RGB space,
available features in specific class of objects will be
saturated.

2) As background information appears to be simple
and invariable. SIFT algorithm will also imposed in the
calculation of color probability. When SIFT draws out
features in image sequences, the majority of features will
fall on the real target, color probability would be acquired
by the statistic features pixel.

3) The accuracy of probability histogram would be
decreased when the features of target are barren and the
mismatches occur now and then. In this sense, edge
features and the features in the scale of SIFT will be fused
as a whole. Through the color histogram of the joint
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features, the mismatches have decreased by a large
margin.

Figure 11 Tracking results of multi-vehicles by the traditional Camshift
with interferences (frame 15, 20, 25, 30, 35, 40)

Figure 12 Tracking results of multi-vehicles by our algorithm with
interferences (frame 15, 20, 25, 30, 35, 40)

Figure 13 Tracking results of human by the traditional Camshift with
shadows (frame 10, 20, 30, 40, 50, 60)

Figure 14 Tracking results of human by our algorithm with shadows
(frame 10, 20, 30, 40, 50, 60)

4) Once the interferences of color analogue occur
around the target, texture features are attached to
recognize the target. Through a combination of Camshift

©2014 ACADEMY PUBLISHER

JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

and textures, the analogue interferences have been
alleviated to certain degree.

5) When moving objects get occluded, the size of
image stays invariable. GM(1,1) model will be kept
utilizing to predict the motion position of next frame until
the target emerges. Searching in the position of filter
prediction, searching time has been saved largely.

VII. CONCLUSION

In this paper, we first improve the traditional Camshift,
instead of extracting the features in single H channel, we
extract the features in all RGB channels with the SIFT,
the statistical pixel values are calculated to get the
probability distribution, and together with the edges
features of object, we improve the precision of the
probability distribution by a large margin. When the
tracking process is interfered by similar objects, the
texture features of the historical frames and the current
frames will be compared to determine the exact tracking
position. And then on a basis of the continuity of moving
objects, we utilize the GM(1,1) model to anticipate the
objects’ best position in the next frame, narrowing the
searching scale sharply. The GM(1,1) model will keep
the continuity of the tracking, behaving rather serviceable
when existing the occlusions. The experiment results
demonstrate our algorithm with a splendid performance
of robustness and instantaneity.
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Abstract—In the current Internet world, most of the
Internet services are based on the single server model and
use the password identity authentication to provide
application service for the users, this means that the user
must enter the identity and password, before his/her wants
to login in the application service server. It is extremely
hard for user to remember the different ID and password,
so the single sign-on (SSO) system has been proposed to
solve this problem. There many Authentication protocol
proposed for the SSO system. In this paper, we first
introduced the SSO system and expounded the importance
of the authentication protocol in the SSO system. Then we
researched on some authentication protocols which can be
used in the SSO system, but there are some serious secure
problems in their schemes. So we propose a secure dynamic
identify based Single Sign-On authentication protocol using
smart card. Our protocol can resist several kinds of attacks,
such as replay attack, impersonation attack, stolen smart
card attack, leak-of-verifier attack and can provide user’s
anonymity. In our proposed protocol, it removes the
aforementioned weaknesses of their protocols and only uses
the one-way hash functions and XOR operations which
make the protocol very effectively.

Index Terms—Single sign-on, Authentication,
identity, Smart card, Password

Dynamic

I. INTRODUCTION

With the development of the Internet and information
technology, different kinds of service systems are
provided via the Internet, such as online shopping, online
games, electronic commerce, etc. Every system has its
own security policy to authenticate the identity of remote
users, the most familiar and sample authenticate
mechanism is the password authentication which asking
user to import his or her legal identity (ID) and password
to access a service. Most of the existing password
authentication protocols for these service systems are
based on single-server model. With the increasing of the
service systems, it is extremely hard for user to remember
too many different IDs and passwords when he/she to
login these remote application systems, the management
of the servers is very complicated, and it is consumed
huge network resource. So the single sign-on (SSO)
system has been proposed to solve this problem.
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The SSO technology is a secure network access
technology for the multi-server architecture. The user
only has one active authentication in the SSO system, and
then he/she can have all the authorization of the services
in the whole SSO system. The essence of the SSO system
is that users access to the entrance of a group application
programs via a related authentication protocol and only
need to login to the system once. In the SSO system, all
the application servers use the same one authentication
protocol to improve the system security strategy. So a
secure authentication protocol is very important for the
SSO system is very important.

In this paper, we first researched on some
authentication protocols which can be used in the SSO
system in section Il. Then we provide a review of the
SSO authentication architecture with smart card which
used in this paper, in section Ill. In section IV, the secure
dynamic identify based single sign-on authentication
protocol using smart card we proposed is introduced. We
discuss the security analysis of the proposed protocol and
the comparison of the cost and functionality of the
proposed protocol with other related protocols in section
V. Finally, here is a conclusion in section VI.

Il. RELATED WORKS

Since Lamport first proposed password based
authentication protocol [1] in 1981, there are many
different kinds of password based authentication
protocols. Most of the proposed authentication protocols
are based on single server architecture. But because of the
popularization of the single server applications, the users
feel very inconvenient to remember different 1Ds and
passwords, and it is very complicated for the management
of the servers. The SSO system is appeared in this time.

In 2000, The Novell Company taked the lead in
publishing two kinds of the SSO application -- Novell(r)
Single Sign-on Bundle and NDS Authentication Services
3.0,which provide good supports in Windows NT and
2000, Linux, Solaris, OS/390, NetWare, HP-UX, AlIX,
Free BDS, Radius, Internet Information Server, etc. The
e-commerce CA also published a SSO solution -- sTrust
Single Sign-on (SSO) 6.5 for electronic commerce. Tivoli
Global Sign-on which is provided by IBM, used a center



JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

server to collect all the login information in the system,
and returned an application authorization list for the users
after they login to the system successfully. All these
solutions of the SSO system is the multi-server
architecture based authentication protocol.

In 2004, Juang [9] proposed a multi-server architecture
authentication protocol using smart card. In this protocol,
it used the symmetric encryption algorithm and did not
maintain any identity authentication lists among the
servers. In the same year, Chang and Lee [10] improved
Juang’s protocol and proposed a similar smart card based
multi-server architecture authentication protocol. Chang
and Lee’s protocol is much more efficient than Juang’s.
In 2007, Hu et al.’s [11] proposed an effective password
authentication key agreement protocol. This protocol is
used in the multi-server architecture, and users can use a
smart card and a weak password to access multi servers,
the user shared a common secret session key among each
server. This proposed protocol is much more efficient and
user friendly than the protocol proposed by Chang and
Lee (2004).

The most famous authentication in SSO system — the
Kerberos [12] protocol also has some limits, like all the
servers are exposed for users and two servers are both
used to authenticate users. In 2006, Yang et al. [13]
proposed an authentication and key exchange protocol
which is similar to the Kerberos protocol. There are also
two servers in the system used to authenticate users in the
protocol, but only one front-end server is exposed to
users directly and one control server dose not
communicate with users. The methods of sharing keys
and using two servers to authenticate users make
attackers must to compromise two servers so that they
can use the offline dictionary attack successfully. In the
same year, Mackenzie et al [14] proposed a key exchange
authentication protocol based on password, in which
there are a group of servers and public keys used to
authenticate. But the use of public key makes this
protocol computation intensive. Tsai [15] proposed a
smart card used authentication protocol based on multi-
server architecture in 2008. Because this protocol used
one-way hash function as its mathematics foundation,
there is no need for servers and registration center to store
any authentication form. In this protocol, there is no
symmetric and asymmetric encryption algorithm, so it is
much more efficient than any other protocol which is
introduced above.

However, all the multi-server architecture based
password authentication protocol introduced in our paper
are based on static ID, it is means that there is a chance
for attacker to pretend a legal user. In 2009, Liao and
Wang [16] proposed a dynamic identity based remote
user authentication protocol using smart card. This
protocol only uses one-way hash function to implement a
strong authentication and provides a secure method to
update the user’s password without the help of trusted
third party. But in the same year Hsiang and Shih found
that Liao and Wang’s protocol cannot resist insider attack,
masquerade attack, server spoofing attack, registration
center spoofing attack and cannot give the mutual
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authentication. In Ref. [17] Hsiang and Shih proposed an
enhance protocol based on Liao and Wang’s protocol. In
2011, Sood et al. found that Hsiang and Shih’s protocol
still had some secure problem. They found that Hsiang
and Shih’s protocol cannot resist replay attack,
impersonation attack and stolen smart card attack.
Furthermore, the password change phase of their protocol
is wrong. Then Sood et al. in Ref. [18] proposed an
enhance protocol. But Sood et al. actually is susceptible
to leak-of-verifier attack, stolen smart card attack and
cannot finish the mutual authentication and session key
agreement. In the same year, Li Xiong et al. proposed an
efficient and security dynamic identity based
authentication protocol for multi-server architecture using
smart cards on the basis of Sood et al.’s protocol and
claimed their protocol can tackle these problems. But In
our analysis, Li Xiong et al.’s protocol still has some
fatal secure problems, like replay attack, Impersonation
attack and stolen smart card attack.

Based on all the authentication protocols above, we
know that a secure and efficient remote user
authentication protocol for multi-server environment
should provide mutual authentication, key agreement,
secure password update, low computation requirements
and resistance to different feasible attacks. So we provide
a multi-server architecture authentication protocol using
smart card which can be used for SSO system to satisfy
all the requests.

I1l. SSO AUTHENTICATION ARCHITECTURE WITH SMART
CARD

The protocol we proposed in this paper in based on
SSO authentication architecture with smart card. This
SSO authentication architecture is based on the Broker-
Based SSO architecture. In the traditional Broker-Based
SSO architecture in Fig. 1, there is a control server which
is used to register and authenticate users and the service
providing servers. The control server communicates with
the users directly, so it can easily attack by the malicious

users or attackers.

Service Server A

8 i

User Service Server B

Service Server C

Control Server

Figrue 1. Broker-Based SSO architecture

In allusion to solve the secure problem in Broker-
Based SSO architecture, our SSO authentication
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architecture with smart card puts the control server
behind the service providing servers and not
communicates with the users directly. In Fig.2, there are
three parties in our authentication architecture, the user
with smart card, the service providing server, and the
control server CS.

A. The Control Server CS

The control server CS is equivalent to the registration
center. It manages all the registrations with the service
providing servers and the users, and stored their secret
identity information for the authentication. The control
server CS only communicates with all the service
providing servers, and it is not directly accessible to the
users and thus it is less likely to be attacked. When a user
wants to get some services, the control server needs to
verify not only the user, but also the service providing
server which provides the services the user needs.

d

Service Server A

td

Service Server B

2

Service Server C

&5

User and Smart Card Control Center

Figrue 2. SSO authentication architecture with smart card

B. The Service Providing Server

The service providing server is the bridge between the
user and the control server CS, when the user wants to
verity him/her. In the architecture, there are many service
providing servers to provide different kinds of services
only to all the users. When a service providing server
wants to provide services to the user, it must register
itself to the control server CS.

C. The User with Smart Card

Every user has his/her own smart card to login the
service providing servers with the identity and the
password. The smart card can store some secret
information of the user in the authentication, and perform
some cryptographic operations to verify the authenticity
of the user.

IV. SINGLE SIGN-ON AUTHENTICATION PROTOCOL USING
SMART CARD

In this section, we propose secure dynamic identify
based single sign-on authentication protocol using smart
card. In Table I, the notations used in this section are
listed. This protocol consists of four phases, the
registration phase, the login phase, the authentication
phase, the session key agreement phase and the password
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change phase, which are summarized in Fig. 2, Fig.3 and
Fig. 4. In our proposed protocol, we only use one-way
hash function to provide a strong mutual authentication,
and use various different random numbers to achieve
dynamic identify. When our protocol used in SSO system,
it only needs one login phase when user login to the
system in first time.

TABLE I.

NOTATIONS USED IN THIS PAPER

Notation | Descriptions

Ui The i th user
Sj The j th service providing server

Cs The control server

ID; The identity of the user U;
Pi The password of the user U;

SIDy The identity of the server Sy
Vi The random number chosen by CS for user U;
X The master secret key maintained by CS
b A random number chosen by the user for registration

CIDi The dynamic identity generated by the user U; for
authentication

SK A session key shared among the user, the service providing
server and the CS
[\ A random number generated by the user U;’s smart card
Niz A random number generated by the server S, for the user U;
Nis A random number generated by the CS for the user U;
h(.) A one-way hash function
® Exclusive-OR operation

I Message concatenation operation

A. Registration Phase

There are two parts in the registration phase, the one is
the user registration, and the other is the server
registration.

When the user U; wants to access the services legally,
the user must register himself/herself to the CS server
with the identity and the password. The details of the user
registration phase are as follow:

Smart Card Ui cs
(Ci,Di,Ei,h(.),h(yi),b) Knows(IDi,Pi,b) (x @ yi,Xi )(x @ ¢j,Yi)

b Chooses b Ai, IDi

Ai=h(b || Pi) Chooses x,yi

Computes Bi=h(IDi || x)
Ci=h(IDi || h(yi) Il Ai)
Di=h(x || yi) ® h(IDi Il Ai)
Ei=Bi © Ai

Xi=Bi © h(x || yi)

Holds (b)

Holds (Ci,Di,Eih(.)h(yi)) Ci, D, ELh(),h(yi)

=) Secure Channel
Figrue 2. User registration phase

e Stepl: The user U; chooses his/her own identity
ID; and password P;, and chooses a random
number b. Then U; computes Ai=h(b]|P;),and
transforms ID; and A to the control server CS via
a secure channel, which guarantee the security of
the user identity to avoid network attack like
impersonation attack.

e Step2: When the control server CS receiving the
massage (ID;, A;) from the user U;, CS chooses a
master secret key x, and a random secret key vy;



JOURNAL OF SOFTWARE, VOL. 9, NO. 1, JANUARY 2014

which is unique for user U;. Then the control
server CS calculates

B:=h(ID; /%),

Ci=h(ID; /'h(yi) /A,
Di=h(x /'y;) @h(ID; //A),
Ei=Bi @A, Xi=B; @h(x /y;).

At the same time, the CS stores (x @y;,X; ) in its
client database, and stores the security parameters
(Ci, Dy, Ej, h(yi), h(.)) in the smart card of the user
U;, then transforms the smart card to the U; via a
secure channel.

o Step3: After the receiving the smart card, the user
U; enters the random number b in his/her smart
card. Finally, the smart card contains security
parameters as (C;, D;, E;, h(y), h(.), b).

In the server registration phase, when a service
providing server S; wants to provide service in this
system, it must to register itself to the control server CS,
the details of the registration phase are as follow:

e Stepl: After the receiving the registration request
from the service providing server S;, the control
server CS chooses a unique secret key c; for the
S; and computes h(c;), then sends the security
para-meters(h(c;), h(x /c;), h(.)) to the S; through
a secure channel.

e Step2: After the server S; receiving the massage
(h(c;),h(.)), S; chooses its identity SID; and a
secret random number SK;, then computes
h(SK; / h(c)), and sends the security
parameters(SID;, h(SK; / h(c;))) to the control
server CS via the secure channel.

cs

Sj
Knows (SIDj.Skj.h(cj).h(x Il cj)) (x @ yi,Xi )(x @, Yj)

Choose cj

(hej).h(x Il ejh() c e h(x I ¢j)

Chooses SIDj,Skj
Computes h(SKj |l h(cj))
(SIDj, h(SKj Il h(cj)))

Computes
Yj=h(SKj Il h(cj)) © h(SIDj Il x)
xecj)

=== Secure Channel

Figrue 3. Server registration phase

e Step3: When receiving the massage (SID;,
h(SK; /h(c;))), the control server CS computes
Y;=h(SK; /h(c;)) @h(SID; /x). The CS stored the
parameters (x @c;, Yj) in its server database, and
computes h(x /c;). The security parameters h(x /
cj) is send to the service providing server S;
through the secure channel.

B. Login Phase

e  Stepl: When the user U; wants to login to the
service providing server S;, the user U; inserts
his/fher smart card into the card reader, and
enters his/her identity ID; , password P; and the
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server identity SID;. The smart card computes
Ai:h(b // Pi),

Ci’=h(1D; /'h(y;) /A),

and checks whether C;’=C;. If they are equal,
that means the user U; is a legal client, otherwise,
the user U; enters correct identity and password
again.

e  Step2: After verification, the smart card sends
the authentication request message (SID;) to the
service providing server §; through a public
channel. After receiving the request message, the
server S; chooses a random number Ns;, and
sends it to the user U;.

Smart Card Ui Sj
(Ci,Di,Ei,h(.),h(yi),b) Knows(IDi,Pi,b) Knows (SIDj,Skj,h(cj),h(x |l ¢j))

ComputesAi=h(b || Pi*) M

Ci*=h(IDi* || h(y) Il Ai)
Checks whether Ci*=Ci (SIDj)

Chooses Nsi
Chooses Nil (Msi)
Bi=FEi © Ai
h(x Il yi)=Di ® h(IDi || Ai)
Fi=Nil @ h(x || yi)
CIDi= h(x |l yi) ® Bi ® h(Nil |l Nsi | SIDj)

(Fi,CIDi)

Receives (Fi,CIDi)

==———=> unsecure Channel

Figrue 4. Login phase

e  Step3: Upon receiving the random number Ns;
from the §;, The smart card generates a random
number N;; and computes:

Bi=E; ® A;,

h(x [ y)=D; e h(ID; | A)),

Fi=Nip @ h(x [ i),

CID;= h(x [ y;) @ B; ® h(Nj; [ Ns; I S|Dj).

Then the smart card sends the login request
message (F;, CID;) to the service providing
serve