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Abstract — In this paper, An Automatic Multilevel T hresholding Method for Image segmentation is propad based on Discrete
Wavelet Transforms and Genetic Algorithm. We have embined Genetic Algorithm with DWT to make Segmenttion faster and
adequate results. First the length of the histogra is reduced by using DWT. Using this Reduced Hisgwam, the number of
Thresholds and Threshold Value are determined by Geetic Algorithm. The Thresholds are then projectedn original Space. From
the analysis of results, it can be concluded thahé proposed method is fast and accurate.
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.  INTRODUCTION

Image segmentation, using one or more operatiodvide image into number of similar regions is Hasic technique of
image processing and important component of imagdysis and vision system. Some of the practicaliegtions of
image segmentation are Medical Imaging to locateons and other pathologies, locate objects in Igat@nages viz.,
roads, forests, etc., automated recognition sydterimspect the electronic assemblies, biometricgpraatic traffic
controlling systems, machine vision, separate eaxktregions appearing in consequent frames afhagé sequence and
real time mobile robot applications employing visgystems.

All the subsequent tasks, including feature eximactmodel matching and object recognition relyJilgaon the quality
of the image segmentation proce$hresholding is undoubtedly one of the most papsgégmentation approaches for the
sake of its simplicity. It is based on the assumpthat the objects can be distinguished by theiy tevels. Thresholding
involves bi-level thresholding and multilevel thnetding. Bi-level thresholding classifies the pié@hto two groups, one
including those pixels with gray levels above ataiarthreshold, the other including the rest. Mentel thresholding
divides the pixels into several classes. The pikelonging to the same class have gray levels mwighspecific range
defined by several thresholds. Both bi-level andtiteuel thresholding methods can be classified iparametric and non-
parametric approaches. The non-parametric appradiased on a search of the thresholds optimizimglgective
function, such as the between-class variance (®fsuaction)[1].In the parametric approach, the gray level distidsuof
each class has a probability density function hassumed to obey a given distribution. A greahimer of thresholding
methods of parametric or non-parametric type haenkproposed in order to perform bi-level thresingld2]. They are
extendable to multilevel thresholding as wélbwever, the amount of thresholding computatiomiicantly increases
with this extension. To overcome this problem, saechniques have been proposed.
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In [3], the Otsu’s function is modified to optimiby a fast recursive algorithm along with a looktaple. In [4], Lin
has proposed a fast thresholding computation usiagdtsu’s function. In [5], the resolution of thistogram is reduced
using the wavelet transform. The fast multilevakgiholding technique has been proposed by YinTBg thresholds
optimizing the Otsu’s or the Kapur’'s function issghing by using an iterative scheme.

Several techniques using genetic algorithm have ladéen proposed to solve the multilevel threshglgiroblem [7-
13]. GAs are the optimization algorithms based fma mechanics of natural selection and natural genétin [7] has
proposed a fast thresholding method based on aigerigorithm where the objective function is sianito Otsu’s and
kapur’s function. Tao et al. use a genetic algorith order to find the optimal combination of thefy parameter by the
maximizing the fuzzy entropy [12].

The main problem associated with above methodbathe no. of thresholds for segmenting the imeg@not be
automatically determined. To overcome this prob¥en et al. Proposed a new criterion for multiledebsholding called
Automatic Thresholding Criterion (ATC) [14]. Thisiterion is used with sequential dichotomizatioohigique [15]. In
[16], the dichotomization process is repeated umtdost function derived from Otsu’s function beesnhigher than a
specific value. The dichotomization techniques fager algorithms, but they are sub-optimal teched they do not
providing the optimal threshold values.

In this paper the authors present techniques ofhaatic multilevel thresholding using genetic algum and DWT by
optimizing Automatic Thresholding Criterion (ATC)he proposed GA uses a new string representationhef
chromosome. It is combined with a wavelet transfbased technique in order to reduce the time coatipnt The using
of GAs has many advantages over traditional seagcheéchniques [17]. Particularly, GA-based methads global
searching techniques capable, most often, to ptdran trapping into locally optimal solutions. Ather advantage is that
the GA-based methods can become faster throughigbanaplementations. In the next section, the msgd multilevel
thresholding technique using a GA is described.

In section 2, the automatic thresholding criteli®explained. In Section 3, the performance ofptft@posed method is
tested on several examples Section 4. Concludimgnies are given in Section 5.

. AUTOMATIC THRESHOLDINGCRITERION

It is well-known that the thresholded image becommese similar to the original one as the classiifiza number
increases. Hence, the discrepancy between thenakighd thresholded images decreases as the iclatssif number
increases. However, the total number of bits reguio represent the thresholded image increasiee amimber of classes
increases. Hence, there must exist a compromisesbatthese two factors.

Let P, m; andP be the probability of the clagy, the mean gray level of the clagsand the total mean gray level of
the image, respectively:
P =Y Ppomi=loi =35 Pym=311P, (1)
WhereP; = h"(j)/N is the normalized probability at level .

Using above equations we can evaluate within-cl@s@nces;, the between-class variangg and the total class
variances?, the expressions are written here.

0 (k) = XI2d B = mig)?Py 0f (k) = T P(my —m)2, of (k) = TEG'G - m)? B, )
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Cost function for image
F(k) = p * (Disk(k))'/* + (log, (k))* (3)

Here Disk (k) represents the within-class variance,

Disk(k) = o2,(k) = 6% — % (k) )

The first term of F(k) measures the cost incurrgdhe discrepancy between the thresholded imagetandriginal
image. The second term measures the cost resubi@diie number of bits used to represent the tbtdst image. In this
equationp is a positive weighting constant.

.  AUTOMATIC MULTILEVEL THRESHOLDINGMETHOD

An image is a two dimensional functif(x, y), where(x, y) are spatial co-ordinates and the amplitudeadfany pair of
coordinateq, y) is called intensity or gray level of the image fattpoint. A digital image is a representation dfva-
dimensional image as a finite set of digital valoalted picture elements or pixels. A pixel may lsemply a bit or a much
larger data structure. Pixel values typically essa@nt gray levels, colors, etc [19].

If an imagel having N pixels with L gray levels L = {0, 1, .L;1}, it can be classified into k classes;(C,, ..., &)
with the set of thresholds T ={tt,, .. ., &4}. The proposed genetic thresholding techniqueaised on a standard GA. It
allows the determination of the number of thresb@ad well as appropriate threshold values. Maiossté this method are
summarized in algorithm.

Algorithm : Main steps of the pposed automatic multilevel thresholding techni

Compute the histogram of given imi

Reduce the length of the histogt

Generate an initial populati

Store the best string with the best fitness inpasate location(Tournameselection
Generate the next population after performing tlecsion, crossover and mutation operati

2 T o

Compare the best string of the current populatiith lest string of step 4. If new has a betteefis

value than previous one, then replace previousely

~

Go to step 3 if the desired number of generatismot reache

Expand the best threshol

1) REDUCTION OF HISTOGRAM LENGTH

The length of histogram must be reduced in ordexctelerate the convergence of GA. The histogrambeareduced
using wavelet [6], because a wavelet is a localizedtion that can be used to captive informatiefficient & useful
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description of a signal. The original histogram tendecomposed in two types of signals. First $igna trend signal;
other signal is the detail signal. Trend signaltaors the maximum characteristic of the originatdgram.

We divide the original signal (image) into frequgmesolution and time resolution contents. For fhigpose, a cutting
window will be used. This window is known as “Moth&avelet”. The problem here is that cutting thgnal corresponds
to a convolution between the signal and the cuttimgdow. The signal will convolve with the specffiéilter coefficients
and gives the required frequency information. Taditional DWT can be realized by convolution-baseglementation.
In the forward transform, the input sequences arendsampled and filtered by low-pass filter anchhigss filter to obtain
the low-pass (equation 1) and high-pass (equadi@V2T coefficients. The equations may be writterddi®ws: [5]

s[n] = X hlklx[2n — k], d[n] = Xi g[k]x[2n — k] (5)

P

H
=
!
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Figure 1 Sub band Decomposition of image

LL\LH
HL|HH

Figure 2 Decomposition of Lena Image 128x128

The wavelet transform at a level r is performechwiécimation operation by @fter the convolution of the histogram.

() =WTT[R@D], 7 €h™() + hi, () (6)

Whereh™ (j) is the trend of the original histogram aigtj) is the detailed of the original histogram at tAéewvel. Each
trend signal can be reduced dimension signalsvat te 1. For a level r, the length of the reducé&tdgram is denoted by
L"such that [= L/2".

2) STRING REPRESENTATION
In this method, the chromosome is encoded as aybitiang of the same sizd &f the reduced histogram, such that A

=ay,aq,a,, ....a;_;, Where the characteg is equal to O or la; indicates the peak or valley of the histogramu;#0 the
position i indicates the value of the thresholdnétenumber of zeros-bits occurred in A indicatesioer of thresholds.
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3) FITNESSCOMPUTATION

The fitness of a string is computed using the ¢asttion ACT proposed by Yen et al. [16]. The fiéseF(k) has
defined as cost function in section 2. The (k-Inber of thresholds is determined by counting thaher of zero-bits in
the string and the threshold values are determiiyetthe positions occupied by these zero-bits instii@g. The function
F(k) has a unique minimum, which is an importantaadage. The optimum class number k* and the (Kbelt thresholds
can be determined by the following equation:

F(k*) = min {F(k)} )(7
4) POPULATION INITIALIZATION

The genetic algorithm starts with a randomly geteel@opulation of solutions. The initial populatisrof fixed size P:
A1, A,. .. Ao For each string i in the population (i=1, 2,,.P), L' bits (0 or 1) are randomly generated.

5) GENETIC OPERATIONS

The current population evolves to the next popoiatdf the same size using three standard genetcatpns:
selection, crossover and mutation. The evoluti@tgss is iterated until a specified number of getiens is reached.

a) SELECTION

Selection is a process which mimics the naturaligar of the fittest creatures. Each string hagre$s value obtained
by evaluating the fitness function. The probabibfyeach string to be selected is proportionatsdiiness value. In this
paper, the tournament selection procedure is peddras follows: two strings A' and A" of the cuatr@opulation are
randomly selected and the string with the bese$ignvalue is chosen to belong to the mating pdak Procedure is
repeated, until filling a mating pool of the sanme$ that the population.

b) CROSSOVER

The crossover operator chooses two stringandl' A" of the current population. Single crossasepplied as follows:
generate a random integer number g within [@l]Land create two offspring by swapping all tharelaters of A’ and A"
after position g. The crossover is performed whth ¢rossover probability.PA random number can be generated within
[0, 1], associated with each pair of strings selédh the mating pool. If the random value is ks R, then the crossover
is performed, otherwise no crossover is performed.

c) MUTATION

Mutation is an occasional alteration of a charaeati#h a low probability B. The proposed mutation is performed in
two steps. First, a standard mutation is used énftiowing way: for each string produced by crogsooperation, a
random value is generated within [0, 1]. If thedam number is less than,Pthen a character at a random position is
chosen and its value is altered (i.e. one changed. Qor 1 to 0).

However, the crossover and standard mutation ameraan create strings with several successiveldtgoln this
situation, several thresholds with successive wabampear. To overcome this undesirable situati@ul@ion consists in
keeping, among successive zero-bits, only thedinst and in mutating the remaining successive kigso
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6) EXPANSION OF THE BEST THRESHODS

Because of the reduced dimension of the histogtiaenthreshold valuesdetermined by the GA are at lower level, i.e.
t; O[O0 L]. Thus, the thresholds determined by the GAstrhe expanded in the original space. In this ceeh threshold t
is multiplied by a factor2as follows [5]:

t; =t;2", fori=1, ..., k-1, such thdfe [0 L]

IV. RESULTS

We have done experiments on standard gray imagesaddy an artificial histogram in order to objedjvehow
the accuracy of the proposed approach in the detation of the appropriate number of the threshddasl the
combination of threshold values. The artificialtbggam is constructed with k=4 distributions figEach distribution is
assumed to be Gaussian.

The proposed multilevel thresholding technique gisinGA is implemented with the following paramete?s=.9,
P,=.0001. The size P of population depends on thencbsomes and on the resolution level r=2 used enwthvelet
transform. In all our experiments, P is 70 and@#eis executed for a maximum of 50 generations. Wheelet transform
is performed with ‘coiflet’ wavelet. Additional relis are presented in order to investigate theuémfte of the resolution
level r. The choice of the constamtin objective function is very crucial [16]. Aftexeveral simulations using different
images, we have found thatan be taken with relation 0.8xThis relation is the result of our interest ciregithe relation
with resolution level.

For the artificial histogram, the proposed multdethresholding technique using a GA with P=70 #echtion=50
converges to k*=4, with the three thresholds T*2-@4-48) in the reduced range from 0 to 64. Theesponding
thresholds are displayed in Figure 3. The resuitproposed method are consistent with the numbeslasfses in the
artificial histogram and the corresponding thredha@lues are located on the valleys of the histogra

Figure 3: Artificial histogram with thresholds 22-38

Table 1: Thresholds for gray images by proposethod
Images Thresholding values Number of thresholds
Lena 128*128 56,96,119,164 4
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Lena 512*512 84,132,152,188 4
Pepper 128*128 36,92,144,192 4
Boat 128*128 80,132,196 3
Tank 128*97 60,132,184 3

(a) (b) (c) (d) (e)
Figure 4: Original images (a) lena 128*128, @)d 512*512, (c) pepper 128*128 , (d) boat 128*12Btank 128*97

@ (b) (©) Q) @
Figure 5: Segmented Images (a) lenal28*128¢fiy 512*512, (c) pepper 128*128, (d) boat 128*18Btank 128*97

Original images and the corresponding segmentedyémare displayed in figure 4 & 5. Almost all imiamt
components are preserved in the thresholded images the homogeneous regions are well apparehthair outlines
are very clear.

V. CONCLUSION

In this paper, we proposed a new Automatic Mulélethresholding Method for Image segmentation @ppsed based
on Discrete Wavelet Transforms and Genetic Algarittvhich enables determining the appropriate nurobénresholds,
as well as the adequate threshold value. The lewfgthiginal histogram is reduced using DWT. Thdimpl threshold
values are determined by using a standard GA.i$nGIA is used a new string representation of tlreralbsome, which is
different from current representations. Experimavith a synthetic histogram and real images haesqi the robustness
of the proposed method.
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