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Abstract— We present an innovative MAC protocol (Q-MAC) Intra-Node Scheduling The multiple first-in-first-out (FIFO)
that minimizes the energy consumption in multi-hop wireles queuing systems of the Q-MAC are as in Fig. 1. Such
sensor networks (WSNs) and provides Quality of Service (Q9S gystems do not rely on in-queue searching algorithms, which
by differentiating network services based on priority levds. The .7 " . . . !
priority levels reflect application priority and the state of system !S 'nd'spensable Ina S'_ngle .F.”:Q system. A rece'veq packet
resources, namely residual energy and queue occupancieshé& is classified based on its Crltlcallty and then stored int® th
Q-MAC utilizes both intra-node and inter-node arbitration . The appropriate queue. The number of queues thus determines the
intra-node packet scheduling is a multiple queuing architeture  number of network service levels. The challenge is to choose
with packet classification and weighted arbitration. We al® a proper number of queues and to establish the size of each

introduce the Power Conservation MACAW (PC-MACAW) - a dt ise bet d d th
power-aware scheduling mechanism which, together with the queue,and to compromise between node resources an e

Loosely Prioritized Random Access (LPRA) algorithm, govern €xpected QoS provisioning.
the inter-node scheduling. Performance evaluation are cafucted The priority of an incoming packet is determined by the

between Q-MAC and S-MAC with respect to two performance application and the MAC layer abstractions. The applicatio
metrics: energy consumption and average latency. Simulain re- aver apstraction prioritize packets based on content impo

sults indicate that the performance of the Q-MAC is comparalte . . . .
to that of the S-MAC in non-prioritized traffic scenarios; when tance. In Q-MAC, we append five extra bits of information

packets with different priorities are present, Q-MAC supiors in {0 €very message, two for identification of the types of

average latency differentiation between the classes of séte, applications and three for the types of sensing data. Irtipeac

while maintaining the same energy level as that of S-MAC. the selection of number of bits can be justified accordingéo t
. INTRODUCTION specific network constructions. The MAC layer abstractam,

The key in the wireless sensor networks (WSNs) desigﬂe other hand, tries to provide fair, efficient network ses

always centers around transmission reliability and ener gtwe((ajn selg—q[ene_:ﬁt%qﬁand tr::-layed _zagkﬁts ang am(t)ng Ithe
efficiency, to which significant research effort has beerotk ayed packets wi erent fransmitied hops. As a fesu

toward [1]-[3]. However, less attention [4], [5] has beert plpackets that have gone through more hops have a higher

in providing certain quality of service (QoS) guaranteesin priority. In the current implementation of Q'.M.AC’ we _refert .
multi-hop wireless networks, where prioritizing data peisk a packet based on the actual hop number it is associated with.

-~ . . P For example, originating packets are th@op packets and ect.
d ding diff t based lication ifi . .
?snverr);/oi\r/rl]plggarllteren services based on application Hesc The factor of MAC layer abstraction can thus be determined by

The solution we present is an energy-efficient, QoS-awa{?(Q,rma”Zing with the maximal permitted hops. The queuing

media access control (Q-MAC) protocol. The most distin-  ---------——-——---—--———————————,

guishable feature of Q-MAC is that it allows sensor networks | LI ! o
. . .. . i 5 EEEEE | =3 1 Loosely Prioritized
to reflect on the criticality of data packets originatingrfréhe T \ 2 e Random Access
different sensor nodes, thereby yieldind @osely Prioritized SN L et
Random Access. As a result, high priority data packets are T Someor Rocatver
always transmitted first thus experiencing lower latencies H: TIm| |
Il. THE Q-MAC PrRoTOCOL THEN T | |
. . . ; E? T eighted:
The Q-MAC consists of intra-node and inter-node schedul- @ = FFo T Arbitration
ing. The intra-node SCheduIing scheme adOptS a multi—queue Intra—node Packet Scheduling Inter—node Packet Scheduling
based queuing architecture to classify data packets a@iogord _ _ b o
to their application and MAC layer abstraction. TMAX- Fig. 1. The multi-queue queuing architecture

MIN fairness algorithm and thepacketized GPS algorithm are architecture in Q-MAC consists of five queues with one spec-
used to determine the next packet to be served from the muified as annstant queue, or deterministic queue, meaning that
gueue mechanism within each node. The inter-node schedulamy packet stored in this queue will be instantly servedhSuc
employs thepower conservation MACAW protocol and the design allow us to allocate a trapdoor for centralized nétwo
loosely prioritized random access protocol for multiple access management traffic (e.g. network synchronization) and fex of
of the channel among neighboring sensor nodes. extremely urgent traffic a path for rapid service. The rest of



the queues use the the MAX-MIN fairness algorithm [6] téayer. Transmission hops represents the needs from the view of
allocate rate and the packetized GPS algorithm [7] to seleetransmission costhe residual energy addresses the energy
the next serviced packet. constraints andhe queues proportional load is to avoid
Inter-Node Scheduling: One of the most important function overflow. The urgency of a node can thus be calculated as
of the MAC layer is to coordinate and schedule data transmis- 1 E, C. H,
sions among multiple nodes sharing the same channel. Due to p=gx (E +A+ o) + I7; ) (1)
the high cost of retransmission, inspired by MACAW [8], we e e e
introduce thePower Conservation MACAW protocol as means Dy wiQe() © maz (Qc_(k))) repre-

: o X - . k=1..n pre
of scheduling data transmissions in WSNs, and.amsely >y wiQ() Q)

Prioritized Random Access (LPRA) protocol to coordinates SENtS theproportional load. E. , H., and C. represent the
data communication between sensor nodes. residual energy, the transmitted hops and the criticality o
The Power Conservation MACAW (PC-MACAW) is a@ Packet, respectivelfaz, Himaz, @nd Cpa, refer to the
modified version of MACAW, which conquer the energynitial energy, maximum pelrmnted hops, and the maximum

consumption problem with the classic method. Since idfgiticality level of a packety is a normalizing factorz is
listening, collision, communication overhead and overinga the number of queuesy; denote the service weight of the
contribute most to energy wastage. We aim at a simple ahd queue.Q; andQ.(i) denote the maximal and instant load
distributed protocol to minimize collision and idle listag. ~ f€SPectively. The priority and the contention timé:r of a

In PC-MACAW, we redefine the term “frame” to represen$€nsor node become,
one RTS-CTS-DATA-ACK message exchange. As shown ip p = min([(1—p) x N|,N—1) )
Fig. 2, a frame space (FS) exists between any two consecutive . _ W dCW 3
frames. Each frame consists of two parts, the contentidogber er = px +rand ) (3)
(CP) and the packet transmission period (TP). A short spaghere N is the priority level supported an@W is the
(SS) is introduced between the contention period and tbentention window sizerand(z) generates a random number
transmission period. During the contention period, a nodetweenl andz.
needs to send out RTS and wait for CTS to access the channeHowever, as the value @f'WW decreases, the the possibility
After successfully accessing the channel, the source nade of collision increases. The probability of collision is
start transmitting a data packet within the designated gtack n—1
transmission period. Noticing that ACK is used to acknowl- _ N cwl N
edge successful data packet transmissions. Here, we uee tirh " (Without collision) = Z n % p(i) Z p(j)

=1

slots (TS in microsecond) as the minimal interval to pamtiti j=iHd 4
the time axis of each sensor node. Such framing allow patenti heren is the number of neiahboring nodes. an@) is Eh()a
receiver nodes to hear RTS/CTS correspondences while W\eb gl'l _uk \ghboring h@m )i |
high priority nodes continuously contend for channel, vahiic proba ”?: to pic up tralnsrrlns.smn time atdt. gme slot.
turn increases the probability of a successful data trassion We use the near opth]a solution proposed in [9],

during a frame interval. Also, this mechanism is easy to (1—a)a®V i .
implement and has a good scalability attributes, the key for p(i) = 1 —alW xat fori=1,..CW, (5

large scale wireless sensor networks. The fairness of d@fgere 0 < o < 1 is the distribution parameter. Using a

= ‘ simple mathematical induction method, we infer that)
Frame Freme must be increasing to maximize the probability of no cadiisi
A o > 1 T happening. This distribution is illustrated in Fig. 3. Ortbe
°s non-uniform probability distribution is decided, the cention
time can be easily generate through random number generator
[TIII11 mmmm ENENANANEREEEEN TWO. type of quI|S|on recovery schemes are used in thg Q-
o o - o o s MAC, i.e. doubling theC'W size and setting packets dropping
cp threshold according to applications. When the differenee b
Fig. 3. ~ The prioritized contention period with each prigrievel (PL) tween the sensing time and the current time is beyond this

fOIIOW'ng_the. truncated, nereasing geometric d'Strfb”t' predefined threshold, packets are immediately dropped.
transmission among neighboring nodes is ensured by altpwin

each node contend for the channel at an identical startiimd.po Ill. SIMULATION AND PERFORMANCEANALYSIS
Such fairness forms the foundation of the proposed LooselyThe performance of Q-MAC and S-MAC is evaluated by
Prioritized Random Access protocols (LPRA), in which weur java-based wireless sensor network simulator (SENSIM)
use contention time of each node to regulate the order Bpme physical layer parameters are taken from the Berkeley
which nodes access the channel. Mica2 sensor Motes [10] configurations, the same settings
Let u denote the transmission urgency of a node that in S-MAC. To simplify the simulation process, we pre-
contains packets waiting to be sent. It is influenced by fodetermine the routing table for each node and assume all
factors.Packet criticality reflects the perspective of applicatiorthe packets are destined to the senor sink. Two scenarios are

where) = 1 x

Fig. 2. The sensor node frame structure.




considered. The effects of different packet generationetsod
and the existence of packet criticality on the network layen
and energy consumption are compared.

In the first scenario, the simulated sensor network Has
sensor nodes with at mo8thops from the sensor sink. The
frames and messages are bo@ bytes long. The contention
period (CP) for both protocols is 115ms with six subdivision
Five CW's of length 156ms and ai0ms period for RTS/CTS
control packet exchange is used. The simulation is repded
times. Each time every node generates in totd messages.

It is designed to compare the performance of S-MAC and
Q-MAC when all nodes are of equal criticality. Simulation
results in Fig. 4 indicate that the Q-MAC and the S-MAC
are at about the same energy consumption level, while the Q-
MAC has lower latency due to shorter contention time and
synchronized data transmission.

In the second scenario, the simulated sensor networRhas
nodes of different packet criticality with the same pararet
as in senario 1. The simulation results are shown in Fig. 5. Q-
MAC can achieve overall better energy saving compared due
to shorter contention window size and better collision vecy

scheme for RTS/CTS packets. This advantage degrades as

the load gets heavier. The results of average packet latency
indicate that the Q-MAC successfully differentiates netwo
services based on packet priorities. The higher prioritkpts
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are always accompanied with lower latency.
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. 4. Scenario 1: periodic traffic and equal criticality.
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Fig. 5. Scenario 2: periodic traffic and different packeticality.

IV. CONCLUSION

We presented the Q-MAC, a novel energy-efficient, QoS-
aware MAC protocol for the WSNSs. It involves both intra-node
and inter-node scheduling to provide differentiated smwi
while retaining low energy consumption. Simulation result
demenstrated that the Q-MAC offers the same degree of power
efficiency as that of the S-MAC, while providing flexible
differentiation between different service classes.
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