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Abstract
Effort Estimation is an important task in cosediction of the software. This task comes under th
planning phase of software project managementitpaper, a review of different data mining tecjueis used for
effort estimation has been presented. The techsitpken into consideration are Clustered technigkegleans,
K-NN-K-Nearest Neighbour), Regression technique®R%- Multivariate analysis for regression spline§LS -
Ordinary least square regression, SVR-Support veegression, CART- classification and regressieeg ) and
classification techniques (SVM-Support vector maehiCBR-Case based reasoning). We can use thedhybri

approach of these techniques for improving effetineation.

Keywords. Support vector machine; constructive Cost ModélMeans; person- month; data mining.

Introduction

Software effort estimation is one of the most
important field in the software Engineering. Effort
estimations are determined during the planningestag
of the project. It provides the basis for subseguen
planning, control, and decision making. In this grap
review of some of the basic effort estimation
techniques has been done. After this, review ofesom
popular data mining techniques used in software
effort estimation have been presented. Advantages
and disadvantages of each technique presented are
also discussed.
Software Effort Estimation

Effort estimation is prediction of percentage
and number of hours for the effort invested dyidn
software project. Estimating the effort is very
necessary and most analysed variable in recens.year
It is used basically in project management. Softwar
engineers were facing problem of effort predictions
since 1950. Estimation overrun was occurring even
for small projects. At early time, the effort estition
was based on regression analysis and mathematical
formulae. SLIM- Software Life Cycle Management
and COCOMO- Constructive Cost Estimation are the
basic models for effort estimation. Tremendous
growth of software system trade resulted in new
technologies. In every field Software effort
estimation requires additional concentration. Attua
estimation is often a difficult task. Effort estitiwan
techniques are generally classified into algorithmi
and non-algorithmic techniques. Association in the
algorithmic model provides a mathematical equation
for estimation that is predicated upon the analg$is

information gathered from antecedent developed
comes. Non-algorithmic techniques support new
approaches, like soft computing [21] techniquese Th
most tasks for software system development
estimation are to determine the effort, cost antkti
of developing the project into consideration. So,
correct effort estimation results in effective
management of your time and budget throughout
software system development. The estimation
approaches for effort estimation are regression,
analogy, expert judgment, work breakdown, function
point, simulation, neural network, bayesian and
combination of estimates. For effort estimation one
can work on estimation methods, production
functions, size measures, organizational issuéasrt ef
uncertainty assessments, measure of estimation
performance and data set properties. If at the
planning stage, developer has a good estimation of
the factors, which will influence the cost therwitl
be smooth for developer in future to develop the
project.
Data Mining Techniques

Data mining techniques are used in a variety
of fields today. It has been applied in businedees
marketing and CRM-Customer Relationship
Management. The improvements have been made in
the data mining algorithms for using them in
Software Engineering. For effort estimation, a grea
change has been made in the data mining algorithms.
These changes have been made to increase the
accuracy of software effort estimation. Many of the
data mining techniques like OLS- Ordinary Least
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Square, LSSVM- Least SquareSupport vector
machine [28], MARS- Multivariate Adaptive
Regression Splines, LMS-east Median of Squal
Regression, K-Nearest Neighbor,\eans, Baggir-

Bootstrap Aggregation, CBRGase based Reasonil
CART-Classification and Regression tree are un

software effort estimation.

Literature Review

Software Effort Estimation (SEE) initiall
appeared in the fifties. Since then it has contlgL
drawn attention in software package commu
specialists. It aims to develop, helpful modelst
construcively make a case for the developm
Lifecycle. SEE redirect the price of develop
software systems.

Basic Methods

In 1960s Expert Judgment methods we
developed. An algorithmic moddPutnam (1970
developed a model for effort estimation based
Rayleigh curves known as SLIM (Software Li
Cycle Management) [25]. DevelopBarry Boehm
(1981) developed COCOMO as a constructive ¢
model [3]. Aneasy going & understandable mo
advanced by Barry Boehm could call the effort
time period of the projeécThis model is a bridge ¢
input relating to the size of the resulting systérhe
COCOMO model calculates the effort bE = ¢
(KLOC)  where,

E is estimate effort in man month and c
are the constants. After the development
COCOMO, Barry Boehm lat on develope
COCOMO 2.0, to overcome problems and mis
those were found in the first version of
COCOMO [4]. Howard Rubirdesigned ESTIMAC
model to estimate effort at the conception st
ESTIMAC behaves as a closed model as the
ESTIMACS trankates the input to the effort was r
clear. Rubin identified the six critical estimati
dimensions: effort hour, staff size, cost, hardw
resource requirement, risk in development
portfolio impact [15]. Allan Albrecht developed
measurement methodalied function point ¢ IBM.
For LOC (line of code) techniques many proble
were faced as: lack of universally accepted dédini
for exactly what line code really is. Other sidweliof
code is language dependence [1]. Function
defines theeomplexity of software system in terms
functions that system is delivered to the usel
includes combination of five basic softwe
components (input, output, master files, interfa
inquiries). The values of software components aa
low, average, or highKrishnamoorthy, F. Dougle
Fisher Srinivasan (1995)applied th: machine
learning approach for software effort estimatiom
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this paper the Back propagation algorithm
COCOMO dataset has applied. Three experimen
different datasets are bein performed. The
concluded that Back propagation is competi
against traditional approaches but quite sens
[11]. The effort estimation was improved with t
help of different data mining techniques. In Fig.
some of the data mining techniquesed in effort
estimation are depicted .

Figure 1 Data mining techniquesfor effort estimation

Ordinary Least Square Regression

Ordinary Least Squares regression is
oldest and most generally applied technique
software system effort estimationThis well-
documented technique fits a linear regres
function to a knowledge set containing a depenc
El, and multiple freelance variables (1) to x (n)
this kind of regression is additionally unremarka
stated as multiple regression. OLS regres
assumes the subsequent linear model of the da
1)

e=Xip+hh+§ 2)

where X’ represents the row vec
containing the values of th& bbservation, (1) to
xi(n). B is the column vector containing the slc
parameters that are estimated by the regressiar
by is the intercept scalar. This intercept can alsi
included in thep vector by introducing an ext
variable with a value of one for each observati€;
is the error associated with each observation
Myrtveit, Ingunn, and Erik Stensrud (19 estimated
software project effort using OLS regression
Case based reasoning. They have worked on (-
Commercial of the shelf data set. In this -
comparison between machine learning and regre:
techniques has performed. The comparisor
performed with the help of a data sample, an ate!
indicator, and cross validation with reliabili
parameters [13Kevin Strike, Khaled EI Emam, ar
Nazim Madhavji (2001) had done the study on
missing values in the field of software eff
estimation using OLS regression. By this it is fdi
that all the missing data techniques perform wéth»
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small biases andhigh precision [16]. Tir Zhihao
Chen, Jairus Hihn, and Karen Lum (20(done the
research on deviations exhibited by differel
techniques of software effort estimation using C
regression. A COSEEKMO tool is being develo|
for effort estimation. This tdouses standarc-tests
[24]. The advantage of using COSEEKMO is the
is fully automatic. This tool is used for selectitige
alternative method. The problem of using is that
has a restriction on the input process d
Bagging

Bagging (Bootstrap @gregation) is
machine learning algorithm. It is used for accurat
machine learning algorithms used in statist
classification and regression [14]. Petrénio Br:
Adriano LI Oliveira, Gustavo HT Ribeiro, and Sil\
RL Meira (2007) have worked omd improvemen
of various data mining techniques like regres:
trees, modal trees, Multilayer perceptron, lin
regression, and support vector regression for
estimation. SVR is a stable algorithm and they v

not able to improve the SVR for NA! datasets.

Bagging is used as the averaging of regres
problems and prediction process can be impr¢
with the help of bagging [6]. The disadvantage
bagging is Complexity. [16].
K-Nearest Neighbor

The knearest neighbor algorithm is one
the machine learning algorithms. In this an obje:
assessed by a majority vote of its neighbors, tig
element being appointed for the category comm
amongst its k nearest neighbors (k may be a pe:
number, generally small). If k = 1, then the artiid¢
solely appointed for the category of that sir
nearest neighbor. Yigit Kultur, Burak Turhan, ¢
Ayse Bener (2009) provides a technique which 1
ensemble based neural networks. They generi
combined approach of ANN and Kearest neighbc
[32]. By the combination of this the efficiency
Multivariate Adaptive Regression Splines

MARS is a novel technique introduced
Milton Friedman. MARS is a nonlinear and 1
statistic regression technique hibiting some
attentiongrabbing properties like ea
interpretability, capability of modeling complicait
nonlinear relationships, and quick mo
construction. It conjointly excels at capturi
interactions between variables and so could t
promising echnique to be applied within the dom
of effort prediction. [6]. MARS fits the data a
depicted by (2) .

e

3 L
e; = by + Z by H Fop (e ()
k=1 =1 2)

Where B and [ are the intercept and the slic
parameter, respectively., lix;(j))are called hingt
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functions and are of tflerm max(0, xi(j-b) in which
b is called a knot.[6]Geeta Sikka, Arvinder Kau
and Moin Uddin (2010) have worked on tt
comparison of different data mining algorithms |
multivariate adaptive regression (MAR), supr
vector machine (SVM), kearesneighbor (KkNN) for
calculating estimation based on function points
this the repository from IFPUG (Internatior
Function point user group) has chosen. In this p
for finding the effort work is done on missing was
[27]. The conclusion is drawhat MAR gives lowes
mean relative error. SVM and AM artificial neural
network are also good for function point analy
Support Vector Machine- SVM

SVM s introduced in COL-92 by Boser,
Guyon & Vapnik. It is theoretically well motivate
algorithm. Itis developed from statistical learni
theory by Vapnik & Chervonenkis since the 19
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Figure2. SVM Margin [2]

Fig. 2 shows an examplof SVM margin
where boxes and circles are different kinds
elements beyond the support vectcAccording to
the support vectors the attributes are being da/
into two parts. No any attribute will be in the giax.

In SVM data is being separated into train
and testing sets. Each instance in the traininc
contains one value that is known target value or
class label and contains several attributes knos\
observed variables. SVM finds a linear separe
hyperplane. SVMs are a new promising -linear,
nonparametric classification techniq It is used in
many fields like data mining, Linformatics,
artificial intelligence, software engineering, text.
SVM is used in binary classification tas in the
medical diagnostics, optical character recognit
electric load forecasting and other fields. SVM ba
used in increasing the efficiency of effort estiimaf
with the combination of KMeans. Amanjot an
Raminder (2012) have worked on the sy of
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Support vector machine (SVM) andMN to find the
efficiency in an effort. SVM was found to be bet
than KNN as SVM training is relatively easy. S.
Mousavi, Seyed Hossein Iranmanesh (2011) |
used the LSSVM and Genetic Algorithm for effo
estimation [18]. LS-SVM is used for supervise
learning and geneticalgorithm is used for th
optimization of the parameters.
Classification and Regression Tree

CART is a non parametric algorithm a
does not require functional parameters. CART
handle atliers very easily. CART generate bin:
tree until the final result obtains [6Shepperd and
Schofield (1997)described the use of analogies
estimating software project effort using O
regression and CART. Estimation by analogy is i
to operaten those areas, where it is not possibli
create an algorithmic model. But, the main prob
with analogy systems is that it requires consider
amount of computation. Estimation has done on
data set from DPS database [23]. It is harc
implement @Q\RT in practical life because of i
complexity and unstable samples [31].
CBR- Case Based Reasoning

CBR is a technique for managing ¢
victimization information that may be organizedz
separate abstraction of events or entities thataite
restricta in time and area. Every such abstractio
termed a casdt searches for the foremost simi
cases and the effort is also calculated by t
retrieved cases. This system is often utilizec
software system effort estimation [26]. K. Gayadtt
Dr. T. Nalini, Dr. V. Khanaa(2013has done the
study of various data mining techniques appliec
effort estimation like ordinary least square regi@s,
pace regression, case based reasoning.
calculations are performed on COCOMO dataset
good choice battributes is needed to have less ef
and optimized cost [17].
K- Means

The kimeans technique can turn out specific

k completely different clusters of greatest potar
distinction. K is positive range. The steps fc-
means clustering from stato end are described
fig. 2. The grouping is completed by minimizing
total of squares of distances between centroid
data. Thus, the aim of Kweans cluster is to classi
the information into clusters [13Nazish Murtaza
Ahsan Raza Sattar, dimasleem Mustafa (2010) us
K-Means data mining technique with - Neural
Network. They have worked on water supply
agriculture field to overcome the problem of wrc
estimation of cost for the use of water. A compari
of the K-Means and My HKneansalgorithm for
handling the outliers has been conducted. L
square (statistical technique) and neural netw
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(machine learning) estimation method for trainihg
data are being used. Neural networks and M-
Means give more accuracy for effort estiion for
water management [13].
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Figure 3 Stepsfor K-Means

Omer Faruk Sarac and Nevcihan D

(2013) have used ANNartificial neural network an
k-means for effort estimation. The estimation
performed with COCOMO data set. Output fn
ANN will be the input for k- Means. By the
combination of ANN and KMeans amodel is
developed, which is stable for the MMRE and M
calculations [29]. Hari, C. V. M. K., T. S. Seth, S.
S. Kaushal, and A. Sharma. (2011) develope
hybrid technique which is the combination of P-
Particle Swarm Optimization technique-means of
data mining and back propagation technique of re
network. In this Kmean is used to cluster the d
which is non linear. PSO is used for the selectib
random data values faptimal values and theback
propagation technique is uséar training the data.
The MMRE for this hybrid approach is 34.9 [1.
COCOMO data sets has chosen for this

If an object has two attributes x1 and y1, .
centroid of the cluster is x2 and y2, then distaisc
calculated by:

Distance = N (x 21) 2 + (y2-y1)?

Support Vector Regression-SVR

SVR is used to solve the matter of
distributed solution in ridge regression. In S'
springs are attached to the tubes as compareck!
ridge regression where springs are attached bet
data cases andecision surface [2z Anna Corazza,
et al. (2010) uses Support Vector Regression .
tabu search for showing the more efficient ef

http: // www.ijesrt.confC)l nternational Journal of Engineering Sciences & Research Technology
[1646-1653]



[Sharma, 3(3): March, 2014]

estimation results. They have used datasets from
PROMISE repository and from tukutuku database
[7]. Jin-Cherng Lin, Yueh-Ting Lin, Han-Yuan
Tzeng, and Yan-Chin Wang (2011) introduced a
model which combines genetic algorithm with
support  vector regression. In this paper,
chromosomes and crossover are used. Chromosomes
and crossover are the part of genetic algorithm.
Initialization parameter which is helpful for defig

the solution is given in the form of chromosomes.
Crossover is used in this, to combine the parameter
from the different chromosomes with multiple
methods. The methods can be single crossovers, two
crossovers, uniform crossovers and arithmetic
crossovers. Then mutation technique is appliechen t
combination. Then SVR predicts model is applied to
the training data. Then calculation is done forma th
fit value by test data. The loop is being continted
check the reach generation. If a generation ishedc
then choose the best model. With test data SVR
predict is done, get the predict value and end. /R
used for selection of the best model and for
prediction of the value. Thus the combination of
Genetic algorithm and SVR give more efficiency [7].
The MMRE value of this hybrid approach is 0.2085.
Here the testing and verifiability is performedngsi
historical data in COCOMO datasets, Desharnais
datasets, Kemerer datasets and Albrecht datasets.
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Prediction level and mean magnitude of relativererr
are used to show the estimation. Sweta and
Shashankar (2013) have done a comparative study of
COCOMO, MOPSO - Multiple objective particle
swarm optimization and support vector regression.
The work is performed on accuracy and error réte.

is observed that SVR gives better result as condpare
to COCOMO and MOPSO [19].

Summary of Methods and Data Mining
Techniques used for Effort Estimation

In table | the summary of different data
mining techniques has been given with advantages,
disadvantages and with MMRE - Mean Magnitude of
Relative Error value of the techniques for effort
estimation performed on various datasets. MMRE
can be calculated by the following formula of
calculation of the mean of MRE-magnitude of
relative error. [6]

MRE= |Actual Effort-Predicted Efforf
Actual Effort
Where i is observation, whose effort we will hawve t
calculate.

Tablel
S. Softwar e Effort Estimation Techniques
No. | Technique Key ldea Advantage Disadvantage MMRE
Datasets
1. Expert Based on the Simple to understand It will be helpful | 0.71[20]
Judgement | judgement off [20]. only if new
[4] experience  of software is"Samples of bank data
the experts [2]. similar to earlier
software
2. SLIM [4] [| Use Rayleigh| Helpful for saving| It has a great 7.72[15]
25] function. the time dependency o -
source lines of Business data sets
code.
3. COCOMO Effort and cost| Easily adjusted Should have 0.52[4]
[15][4] are predicted according to needsproper
based on the of the organization. | knowledge about COCOMO81
size of the the size of the
software. project.
4, OLS [6] Based on fits It is simple method An attribute is| 0.37[13]
linear and easy tq removed, if more
regression understand. than 25% of the
function. attribute  values COTS project
are missing. It
Cannot  handle
highly correlated
values.
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5. Bagging [6] Used in It can run in paralle| Lack of | 0.2103[6]
statistical mode. It can handle interpretation as
classes and unstable classifiersit is a linear| NASA
regression. [14] in a better way [14] | combination of

decision trees
[6]

6. K-NN [32] Use voting of It is simple so used It is a lazy| -0.003[27]

neighbours for recognition| learner as there
problems well. is no need tqQ International Function
train the data. | Point User Group

7. MARS [8] Works on nont It is used for|lt has low| Not known
linear capturing dimensionality
relationships communication because 0
[8] between  variables nonparametric

[8]. smoothers. [10]

8. SVM [18] A non-linear| SVM is less| There is problem 0.0999[27]
machine overfitting and| of choosing
learning optimally separate kernals.  There
technique the data[9] are discrete datalnternational Function
based on obtained by| Point User Group
classification which more
and regression,. problems can be
[9] created. [18]

9. CBR [8] Analogy caseslt is easily| A complex | 0.07[13]
are made and understandable [9] computation s
used. and Useful where required 48 industrial COTS

domain is difficult to| [Shepperd] project.
model. Potential ta

lessen the problen

of outliers.

10. | CART Tree basedlIt is simple to usg Unstable 0.569[20]
approach and can easily samples

handle complex Samples of bank data
situations.

10. | K-Means [13]| Based onVery fast| It is applicable| 0.3067[30]
clustering  of| computation and only when mean
data by| simple to| is defined. : :
distance understand. Number of B:tk?stgg agriculture ir
between clusters  should
centroid and be known in
data. [13] advance.

11. | SVR[5]. Based on Helpful to overcome Difficult to | 0.2085[22]| Combined
structural risk| the matter of g handle discrete with
minimization distributed solution data [5] [19]. Genetic
principle  [5]| in ridge regressior Algorithm
[19]. [5] [19]. COCOMO81

Conclusion

In this paper some of the data mining
techniques have been elaborated to improve the
accuracy of software effort estimation. Effort has
been calculated on the basis of MMRE value. The

technique which gives less MMRE value is assumed
to be better. In future, hybrid approach of anyhef
data mining techniques for increasing the accunacy
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like NASA-

National

effort estimation can be used. One can take datase
Aeronautics and Space
Administration, COCOMO81, IFPUG. Some authors
have used datasets from COTS projects also.
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