ATTITUDES AND SOCIAL COGNITION

Establishing a Causal Chain: Why Experiments Are Often More Effective
Than Mediational Analyses in Examining Psychological Processes

Steven J. Spencer, Mark P. Zanna, and Geoffrey T. Fong
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The authors propose that experiments that utilize mediational analyses as suggested by R. M. Baron and
D. A. Kenny (1986) are overused and sometimes improperly held up as necessary for a good social
psychological paper. The authors argue that when it is easy to manipulate and measure a proposed
psychological process that a series of experiments that demonstrates the proposed causal chain is
superior. They further argue that when it is easy to manipulate a proposed psychological process but
difficult to measure it that designs that examine underlying process by utilizing moderation can be
effective. It is only when measurement of a proposed psychological process is easy and manipulation of
it is difficult that designs that rely on mediational analyses should be preferred, and even in these
situations careful consideration should be given to the limiting factors of such designs.

As the field of social psychology has developed, researchers
have increasingly turned to the examination of psychological pro-
cesses. This development is perhaps inevitable as the field ma-
tures—fewer new phenomena are being discovered and increasing
attention is being paid to understanding known findings. We firmly
believe that understanding psychological processes is fundamental
to advancing the field. Nevertheless, over the years we have
become concerned with what we see as an overemphasis on one
particular way of examining psychological processes: regression
models based on a seminal paper by Baron and Kenny (1986). To
be sure such analyses have their proper place—and we plan to
describe it. However, it is our contention that this analysis strategy
is overused and has perhaps been elevated as the gold standard of
tests of psychological processes and may even be seen in some
quarters as the only legitimate way to examine them. The aim of
this essay is to point to broader ways of understanding psycholog-
ical processes in experimental contexts and to highlight the
strengths and weaknesses of various approaches.

The study of psychological processes has a long history in social
psychology. Most classic theories in social psychology theories
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have compelling accounts of such processes. For example, cogni-
tive dissonance theory (Festinger, 1957) proposes that when peo-
ple have two thoughts that are psychologically inconsistent, they
experience an aversive arousal that motivates them to change one
of the cognitions. Clearly, the aversive arousal is the mediating
psychological process in this account. In those early days, social
psychologists typically tested their theories by demonstrating an
effect and then made plausible arguments about psychological
processes. Much of the time these arguments were not even tested.

For example, Festinger and Carlsmith (1959) demonstrated that
people paid $1 to lie about a boring task by saying it was fun came
to believe their lie, whereas those paid $20 to lie did not. They
argued that people in the $1 condition changed their attitude
because the inconsistency between what they believed about the
task (i.e., that it was boring) and what they said about the task (i.e.,
that it was fun) created an aversive state of arousal—cognitive
dissonance. They also argued that people were motivated to alle-
viate this aversive state, and because it was easier to change one’s
beliefs than to take back one’s actions, people resolved the incon-
sistency by changing their beliefs about the task (i.e., they thought
the task was fun).

As the field developed, it became more common for statistical
evidence to be offered for such hypothesized accounts of psycho-
logical processes. For example, research on the elaboration likeli-
hood model of persuasion (Petty & Cacioppo, 1986) began to
include measures of thought listing as an indicator of elaboration,
and research on group polarization began to examine the number
of arguments that were made in a discussion to examine this factor
as an indicator of process (Burnstein & Vinokur, 1977). These
authors demonstrated that a factor produced an effect and then they
measured the proposed psychological process and demonstrated
that the process occurred more often when the effect occurred and
that the measurement of the process correlated with the measure-
ment of the effect. For example, Burnstein and Vinokur (1977)
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demonstrated that when groups discussed issues they generated a
larger number of persuasive arguments for their position and that
this greater number of persuasive arguments was associated with
group-polarization effects. Despite the increased examination of
variables that measured psychological process at that time, little
more than within-cell correlations were conducted in the way of
providing evidence for such processes.

This practice changed substantially with the publication of an
extremely influential paper by Reuben Baron and David Kenny in
1986. In this paper, the authors described the appropriate statistical
analyses that allow one to test whether an independent variable (A)
causes an effect on a dependent variable (C) through a mediating
variable (B). There is little question that this paper addressed an
important gap in knowledge, was cogently argued, and brought a
much needed statistical sophistication to the field. Nevertheless,
from our view it had the unintended side effect of providing a
paradigm of what a social psychology experiment or set of exper-
iments should look like if they are to be published in our top
journals. (In fact, in a recent analysis, Quiflones-Vidal, Lopez-
Garcia, Pefiaranda-Ortega, and Tortosa-Gil (2004) reported that
the Baron and Kenny, 1986, paper has been cited in JPSP more
than any other one has—?226 times.) Nowadays, it seems that the
prototype of a top-flight manuscript in social psychology reports a
study or two that demonstrate that the independent variable of
interest (A) leads to the dependent variable of interest (C). Then an
additional study or studies demonstrate through Baron and Kenny
(1986) type of analysis that A influences C through a proposed
mediator (B). For the purposes of this essay, we will call this sort
of design a measurement-of-mediation design.

For example, Fein and Spencer (1997) followed this strategy
when they proposed that threats to self-esteem (A) lead to in-
creased discrimination against a stereotyped target (C) and that this
effect is mediated through feelings of self-worth (B). In Study 1,
they demonstrated that when people’s self-images are affirmed,
they discriminate less against a stereotyped target, and in Study 2
they demonstrated that when people’s self-images are threatened they
discriminate more against a stereotyped target. In Study 3, they
measured state self-esteem (B) after threat (A) and demonstrated that
threat reduced state self-esteem, which in turn predicted discrimina-
tion against a stereotyped target (C).

Although we think this sort of measurement-of-mediation de-
sign is not wrong per se and indeed that it is the right sort of design
in some situations, we think that it is not the best way to study
psychological processes in many situations. We also believe it
prevents the study of some issues that do not lend themselves to
this sort of analysis. In this article, we hope to set out some of the
basic options for designing social psychological experiments that
examine psychological processes and note their strengths and
weaknesses.

Before we begin, however, we think it is important to make a
crucial distinction between mediation as a theoretical analysis
(which we refer to throughout the essay as psychological process)
and mediation as a statistical analysis. Indeed, we feel it is the
confusion between these levels of analysis that has led to the
measurement-of-mediation design as the default paradigm. From a
theoretical perspective arguing for mediation (i.e., arguing for a
particular psychological process) is simply refining the causal
chain in one’s theory. If a theory proposes that one factor causes
another factor, the identification of the process through which that
causation occurs (i.e., the intervening cause) is often an increase in

knowledge and an important refinement of the theory. A statistical
analysis a la Baron and Kenny (1986), however, is not the only
way to provide such evidence. Let us start with a couple of classic
examples.

In a series of studies, Word, Zanna, and Cooper (1974) exam-
ined whether stereotypes could create a self-fulfilling prophecy
through nonverbal behavior. Note the causal theory of psycholog-
ical process they were testing: Stereotypes (A) lead to behaviors
consistent with the stereotype (C) because of the nonverbal behav-
ior on the part of those who hold the stereotype (B). In the first
study, they had White participants interview either a Black or a
White confederate and observed that the White participants dis-
played more distant nonverbal behavior to the Black confederate
than to the White confederate (i.e., they showed a relation between
A and B). In the second study they had White confederates
interview White participants, but the confederates either treated
them like the Blacks were treated or like the Whites were treated
in Study 1. Word et al. (1974) found that those who were treated
like the Blacks were treated in Study 1 did worse on the interview
(i.e., they showed a relation between B and C).

In our view, this study provides strong evidence for the theo-
retically proposed psychological process even though it does not
test for mediation statistically. In fact, we believe that this sort of
design, because it utilizes the power of experiments to demonstrate
causality, often does a better job of demonstrating the proposed
psychological process than does the measurement-of-mediation
design. The reason we make this claim is that by manipulating both
the independent variable and the mediating variable we can make
strong inferences about the causal chain of events. We argue that
such designs should be understood as a powerful way to examine
psychological processes.

This argument, however, does not mean that such designs
(which for the purposes of this essay we will label as experimental-
causal-chain designs) do not have drawbacks. They certainly do.
One of the difficulties in implementing this design is that one has
to be able to measure the proposed psychological process. Many
processes do not lend themselves to easy measurement. A second
difficulty is that one must be able to manipulate both the proposed
independent variable and the proposed psychological process.
Sometimes this too is problematic. Third, to convincingly argue
for a proposed psychological process with such a design, one must
be able to argue that the proposed psychological process as it is
measured and as it is manipulated are in fact the same variable. For
example, in the Word et al. (1974) study, the authors had to make
it clear that the nonverbal behaviors they measured in Study 1 were
in fact the same nonverbal behaviors they manipulated in Study 2.
Finally, these designs do not allow an easy analysis of how much
of the effect of A and C is explained by B. In many experimental
contexts, however, researchers are much more concerned with
establishing causality than determining the amount of variance
explained in an effect. Nonetheless, when variance accounted for
in a dependent variable is a primary concern, then experimental-
causal-chain designs are not likely to be appropriate. Despite these
drawbacks, we think that such experimental-causal-chain designs
are underutilized in social psychology and should be given greater
consideration as people plan to test their theories.

A second classic example of how compelling evidence for a
proposed psychological process can be amassed without a statis-
tical mediational analysis can be seen in Zanna and Cooper’s
(1974) demonstration of the role of an aversive state of arousal in
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cognitive dissonance. Note the causal theory of psychological
process they were testing: Conflicting cognitions between attitudes
and behavior (A) lead to attitude change (C) through their effect on
an aversive state of arousal (B). In that study, they gave people
high or low choice to write a counterattitudinal essay. They then
gave them a pill (actually a placebo) and randomly assigned
participants to get one of three types of information about the
possible side effects of the pill. Participants were told the pill
would make them feel tense or aroused, that it would have no side
effects, or that it would make them feel relaxed or calm.

Participants given no information about the pill showed the
typical dissonance effect: They changed their attitude in the direc-
tion of their essay when they believed they had high choice to
write the essay, but not when they believed they had low choice.
Participants who were told that the pill would be arousing, how-
ever, showed no evidence of dissonance reduction: Their attitudes
were the same whether they believed they had high or low choice
to write the essay. Finally, participants told the pill would be
calming showed an especially large amount of attitude change
when they believed they had high choice to write the essay.

Zanna and Cooper (1974) argued that these findings provided
evidence that aversive arousal was the psychological process
through which cognitive dissonance led to attitude change, and the
field seemed to agree. We believe that such designs (which for the
purpose of this essay we label as moderation-of-process designs)’
are underappreciated for their ability to demonstrate psychological
processes. In our view, such designs provide strong support for a
psychological process if they meet two key assumptions: first, that
the proposed moderating variable has an effect on the proposed
psychological process (B), that is, there has to be evidence that the
moderator variable does indeed affect the hypothesized psycho-
logical process and, second, that the only way that the proposed
moderating variable affects the relation between the independent
variable (A) and the dependent variable (C) is through its effect on
(B), that is, there can be no alternative explanation for the observed
pattern of moderation. For an elaboration of this argument see
Sigall and Mills (1998).

In the Zanna and Cooper (1974) study, the misattribution liter-
ature (e.g., Storms & Nisbett, 1970) provided abundant evidence
that instructions about pills (i.e., the proposed moderating variable)
could affect people’s understanding of their state of arousal (B)
and therefore they had compelling evidence that the first assump-
tion above was met. In addition, there were no plausible alternative
explanations for the effect of the instructions about the pills on
attitude change. Together these findings provide reasonably strong
evidence that conflicting cognitions between attitudes and behav-
ior (A) had their effect on attitude change (C) through their effect
on an aversive state of arousal (B).

We should note the drawbacks of this design as well. First, this
sort of design generally takes independent evidence that the mod-
erating variable has the intended effect on the proposed psycho-
logical process (B). Such evidence is not always easy to come by,
but in some cases—such as the Zanna and Cooper (1974) study
and in other paradigms that manipulate cognitive load to affect
controlled processing of information—such evidence is readily
available. Second, such designs have to have strong evidence that
the moderator only affects the proposed psychological process and
not some other psychological process. For example, Zanna and
Cooper (1974) needed to make the case that the instructions about

the pill would affect the attributed source of arousal and not other
variables such as impression management.

Our analysis has led us to the following recommendations about
experimental design summarized in Table 1. We argue that one
important factor when designing an experiment that operational-
izes and tests a psychological process is how easy it is to measure
and manipulate this process. If it is relatively easy to measure and
to manipulate the proposed process, then all other things being
equal—and we acknowledge that the nature of the specific project
and the art of designing studies to fit the topic might override these
recommendations—the experimental-causal-chain design is prob-
ably the best bet. Some might argue that in this situation one could
conduct multiple types of studies. Certainly if it is easy to both
manipulate and measure the proposed psychological process, then
all three types of designs are possible and, given unlimited time
and resources, it might make sense to conduct them all. In our
view, however, the experimental-causal-chain design represents
the simplest and most straightforward way to examine the pro-
posed process and is often the best strategy. Although using
multiple methods to test a theoretical account would be ideal, we
feel that in most situations requiring such multiple methods would
be setting such a high standard that progress in the field might well
be impeded. In our view, a properly implemented experimental-
causal-chain design usually makes a quite compelling case for
psychological process.

Unfortunately, we have often found that in many situations
either manipulating or measuring (or both manipulating and mea-
suring) the proposed psychological process is difficult. In such
situations, the experimental-causal-chain design is difficult to im-
plement. Other strategies are often more useful in such situations.
For example, if you can easily manipulate the proposed psycho-
logical process, but it is difficult to measure it (e.g., it is an
unconscious process that is difficult to measure or there are no
reliable and valid measures of the construct), then the moderation-
of-process design is probably the best bet. If it is difficult to
measure or manipulate the proposed psychological process, then
obviously more work has to be done on one of these fronts before
the research can proceed. We argue that it is only when measure-
ment of the proposed process is easy and manipulation of it is hard
(e.g., a valid manipulation of the process is hard to create or
manipulating the process would affect the nature of a process such
as when a manipulation makes an implicit process explicit) that the
measurement-of-mediation design is likely to be best.

Even when manipulating a proposed process is hard and mea-
suring it is easy, however, the drawbacks of the measurement-of-
mediation design must be taken into account. One major drawback
of this sort of design (i.e., a design that utilizes a Baron and Kenny,
1986, type of analysis) is that the process not only needs to be easy
to measure, but also measuring it must not interfere with how the

' We suspect that part of the confusion between moderation and medi-
ation that Baron and Kenny (1986) noted was that social psychologists had
become accustomed at the theoretical level to studying psychological
processes by referring to them as mediation but they tested these processes
with moderation at the statistical level (i.e., what we call moderation-of
process designs). To avoid the sort of confusion between mediation and
moderation noted by Baron and Kenny (1986), we feel it is important not
only to distinguish between mediation and moderation at the statistical
level, but also to distinguish between theoretical and statistical understand-
ings of mediation.
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Table 1

Recommendations for Experimental Designs Based on Ease of Manipulating and Measuring the

Proposed Mediator

Ease of manipulating proposed process

Ease of measuring

proposed process Easy Hard
Easy Experimental-causal-chain design Measurement-of-mediation design
Hard Moderation-of-process design No design is likely to work

process leads to the effect of interest. Sometimes the very act of
trying to measure the mediating process can either prevent the
process from occurring or lead to the process occurring. For
example, in studies that manipulate whether a concept is primed,
measurement of the activation of the concept can in some instances
prime the concept for all the participants and prevent the obser-
vation of an intended effect. In such instances, the measurement-
of-mediation design is not a useful solution.

A second drawback is that in measurement-of-mediation de-
signs the evidence that the mediator accounts for the relation
between the independent variable and the dependent variable is
essentially correlational. Whenever evidence for mediation is ob-
tained in a measurement-of-mediation design, one must always
consider whether there is a third variable that accounts for the
observed relations. It is always possible that evidence of mediation
is obtained spuriously because of the relation between the mea-
sured variable and the true psychological process.

A third drawback is primarily pragmatic. Measurement-of-
mediation designs using the Baron and Kenny (1986) type of
analysis often suffer from low power.” Therefore, it is often easier
to demonstrate that an independent variable causes an effect than
it is to demonstrate that a proposed mediator is affected by the
independent variable and accounts for the effect of interest.

A fourth drawback of measurement-of-mediation designs can
occur when researchers select measures of psychological process
and outcome measures that are not theoretically distinct (i.e., the
measures actually measure the same concept). In such instances, it
is easy to obtain results that meet all the qualifications of a Baron
and Kenny (1986) type of analysis, but such results do not provide
evidence of psychological process. All such results demonstrate is
that a manipulation affects two measures of the same outcome
variable and that these two measures correlate with one another. It
is therefore crucial, when evaluating measurement-of-mediation
designs, to not only consider whether there is statistical evidence
of mediation, but also whether there is discriminant validity be-
tween the measure of process and the outcome measure.

A fifth challenge of measurement-of-mediation designs is that
they contain elements of both classic experimental designs with
random assignment and correlational designs in which meeting the
assumptions of multiple regression-based analyses is required.
Although it is certainly a strength that measurement-of-mediation
designs bring together both of these types of analyses, meeting the
assumptions required for a multiple regression-based analysis can
be difficult at times. Standard texts (e.g., Kmenta, 1997; Cohen,
Cohen, West, & Aiken, 2003) highlight these assumptions, and
care must be taken that these assumptions are met.

The final concern about measurement-of-mediation designs is
that one must consider whether the independent variable of interest
interacts with the proposed mediator. Many treatments of media-

tional analysis (e.g., Baron & Kenny, 1986; Judd, Kenny, &
McClelland, 2001; Kenny, Kashy, & Bolger, 1998; MacKinnon,
Lockwood, Hoffman, West, & Sheets, 2002; Wegener & Fabrigar,
2000) have discussed this issue, but we have found that it is useful
to carefully consider its implication in the experimental context.
Specifically we have found that in measurement-of-mediation designs
it is useful to predict how each condition will affect the relation
between the mediating variable and the dependent variable.

This approach is perhaps most clear when thinking about pre-
dicting the relation between mediators and dependent variables in
control conditions. In experimental conditions, researchers usually
make two predictions: first, that experimental manipulations will
create psychological states and, second, that these psychological
states will predict the dependent variables. In contrast, in control
conditions, psychological states are not created, but baseline levels
of these states may or may not be present. The crucial questions for
researchers is whether baseline levels of these states are present
and whether these states will predict the dependent variables in the
same way that the manipulated levels of these states predict the
dependent variables. Sometimes it is reasonable to expect such a
relation; sometimes it is not.

For example, Son Hing, Li, and Zanna (2002) had aversive
racists (i.e., those low in explicit, but high in implicit, prejudice
against Asians) write an antiracism essay, then half of the partic-
ipants wrote about two incidents in which they reacted more
negatively to an Asian than they thought they should have (the
hypocrisy condition) and the other half of the participants wrote
nothing (the control condition). Son Hing et al. (2002) predicted
that the hypocrisy manipulation would induce feelings of guilt and
that this guilt would in turn predict bending over backward to
avoid discrimination. This is indeed what they found. But what
about the control condition? Should feelings of guilt in the control
condition—that could just as easily result from cheating on one’s
boyfriend or girlfriend as from hypocrisy about racism—predict dis-
crimination against Asians? As one might expect guilt in the control
condition was unrelated to discrimination (cf. Zanna, 2004).

Statistically, this lack of correlation between guilt and discrim-
ination in the control condition meant that a model of simple
mediation as proposed by Baron and Kenny (1986) was not ap-
propriate, but theoretically the results provided strong support for
the proposed psychological process. In our experience,
measurement-of-mediation designs often demonstrate more than

2 Recently techniques have been developed that increase the power of
measurement-of-mediation designs, such as Shrout and Bolger’s (2002)
bootstrapping method (see also Bollen and Stine, 1990). Such techniques
may help overcome the problem of reduced power in measurement-of-
mediation designs.
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simple mediation, thus complicating the statistical analyses. (See
Muller, Judd, and Yzerbyt in this volume on pp. 852—-863 for a
detailed description of these analyses.) We have learned, however,
that these sort of statistical complications need to be weighed
carefully against the theory that is being tested to understand their
relevance. In this example, the result is not what is usually referred
to as moderated mediation—in which mediation of an effect (e.g.,
hypocrisy produces guilt which, in turn, leads to bending over
backward to not be prejudiced) occurs under one level of a variable
(e.g., for younger participants), but not under another level of the
variable (e.g., for older participants)—but rather is what Harack-
iewicz, Abrahams, and Wageman (1987) refer to as interactional
mediation (see also Judd & Kenny, 1981). Setting the terminology
aside, however, what we want to emphasize is that when conduct-
ing mediational analyses one must consider the relation of the
mediator and the dependent variable in each condition—and de-
termine whether the independent variable influences the relation
between the mediator and the outcome.

What is crucial is not the form of the statistical analysis but
rather whether the analysis supports the theoretically proposed
account of psychological process. Perhaps another example will
clarify this point. Davies and his colleagues (Davies, Spencer,
Quinn, & Gerhardstein, 2002, and Davies, Spencer, & Steele,
2005) have conducted several experiments in which they have
examined the causal theoretical argument that for women when
stereotype threat is high watching stereotypic commercials (A)
would lead to activation of gender stereotypes (B), which in turn
would lead to behaviors related to stereotype threat (C). In testing
this causal theoretical argument they used different types of con-
trol groups in the two series of studies. Operationally Davies et al.
(2002) manipulated stereotype threat by exposing women to ste-
reotypic or counterstereotypic commercials before they took a
math test that was described as nondiagnostic. The control condi-
tion in these studies (i.e., the low stereotype threat condition) was
when the women were exposed to the counterstereotypic commer-
cials. In contrast, Davies et al. (2005) manipulated stereotype
threat by describing a leadership task as being gender neutral or
not. The control condition in these studies (i.e., the low stereotype
threat condition) was when the task was described as gender
neutral. Because the mediator was related to the outcome in the
first set of controls, but not in the second set, standard mediation
analyses were appropriate only in the first set of studies. Never-
theless, each set of studies provided strong support for the causal
theoretical argument.

Specifically, Davies et al. (2002) had men and women watch
either stereotypic (high stereotype threat condition) or counterste-
reotypic (low stereotype threat control condition) TV commercials
of women, measured their activation of gender stereotypes, and
then measured their math performance on a nondiagnostic math
test. They found that women who watched the stereotypic com-
mercials showed stronger activation of the gender stereotype and
worse performance on the math test than did women who watched
the counterstereotypic commercials. In addition, in a Baron and
Kenny (1986) type of analysis, they found that for women activa-
tion of the stereotype mediated the effect of the commercials on
women’s math performance.®> Thus, the experiment found evi-
dence of the theoretical causal argument with a relatively straight-
forward measurement-of-mediation analysis.

But things are not always so straightforward. In a similar set of
experiments Davies et al. (2005) had men and women watch either

the same stereotypic or neutral commercials, measured their ste-
reotype activation, and then measured their desire to be a leader in
a subsequent task. When women watched the stereotypic commer-
cials in the high stereotype threat condition (i.e., when the lead-
ership task was not characterized regarding gender and, thus,
participants were allowed to construe the task as masculine),
women activated the gender stereotype, and this activation pre-
dicted a reduced preference to be a leader. This pattern of results
paralleled the findings in the Davies et al. (2002) studies—there
was a significant within-cell correlation between activation of the
stereotype and the outcome measure. When women watched the
stereotypic commercials in the low stereotype threat control con-
dition (i.e., when the leadership task was characterized as gender
neutral and, thus, participants were not allowed to construe the task
as gender related), however, they activated the gender stereotype,
but this activation did not predict their desire to be a leader. This
pattern of the results did not parallel the Davies et al. (2002)
studies—that is, in this condition there was no within-cell corre-
lation between activation of the stereotype and the outcome mea-
sure. Therefore, the pattern led to a more complicated statistical
analysis. Thus, the experiment found evidence of the theoretical
causal argument with a less-than-straightforward statistical analy-
sis (i.e., the lack of simple mediation in a Baron & Kenny, 1986,
type of analysis).

Note two things about these experiments: First, both studies
provided support for the theoretically proposed model of psycho-
logical process despite the fact that they did not show the same
pattern of results. Davies et al. (2002) suggested that for women
under high stereotype threat the effect of watching stereotypic
commercials on math performance is mediated by stereotypic
activation, and Davies et al. (2005) suggested that for women
under high stereotype threat the effect of watching commercials on
the desire to be a leader is mediated by stereotype activation. What
is different between the two studies is what is occurring in the
control conditions (i.e., when stereotype threat is low). In Davies
et al. (2002) women who activated the stereotype under low
stereotype threat (i.e., when told the test was nondiagnostic and
when exposed to counterstereotypic commercials) did poorly on
the math test. In Davies et al. (2005), however, women who
activated the stereotype under low stereotype threat (i.e., when told
the task was gender neutral) did not show a decreased desire to be
a leader. The different pattern of results in these studies may
suggest something unanticipated about the different nature of the
two low stereotype threat control conditions,* but the different
pattern really says nothing about the theoretically proposed psy-
chological processes that both studies were designed to test. Both

3 Note that if men are included in this mediational analysis, moderated
mediation is actually obtained. Both men and women activate the gender
stereotype when they see stereotypic commercials, but this activation of the
stereotype is only related to women’s performance on the math test and not
to men’s.

# One explanation for the discrepancy in the results between the two
studies is that when stereotype threat is low because a test is seen as
nondiagnostic, then activation of the stereotype in this situation still pro-
duces some level of stereotype threat that predicts performance. When
stereotype threat is low because a task is described as gender neutral,
however, the link between stereotype activation and the task is severed and
activation of the stereotype no longer predicts responses to the task.
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studies suggest that for women activating the stereotype leads to
stereotype-driven behavior when stereotype threat is high.

The second major point from the above example, however, is
that understanding the correlations between the mediator and the
dependent variable in each condition is crucial to conducting the
analyses properly. Had Davies et al. (2005) examined simple
mediation across conditions under the assumption that the medi-
ator would show the same relation to the dependent variable in all
conditions, then they would have found no evidence for the pro-
posed psychological process, although such evidence existed. In
our experience, more complicated statistical analyses are often
required. Fortunately the Muller et al. (2005) article in this volume
provides a useful framework for conducting such analyses.

Given the complexity of data analysis in measurement-of-
mediation designs, we have found that it is critical to think about
the within-cell correlations between the mediator and the depen-
dent variable in each cell of the design. Will they be the same?
Will they be different? What is the theoretical basis for the pre-
diction of the relation in each cell of the design? We find thinking
about these questions to be a useful strategy in interpreting
measurement-of-mediation designs. As a simple rule of thumb, if
you expect the relation between chronic levels of the mediator and
the dependent variable in the control or baseline condition of your
experiment to be similar to the relation of these variables in the
experimental condition, then a standard Baron and Kenny (1986)
simple mediation analysis may well be appropriate. If, however,
you do not expect a relation between chronic levels of the mediator
and the dependent variable, then a standard Baron and Kenny
(1986) simple mediation analysis is inappropriate and unlikely to
work. In such instances, the failure of such an analysis should not
be seen as evidence against one’s causal theoretical argument.

We have argued that measurement-of-mediation designs are
most likely to be useful when a psychological process is easily
measured but hard to manipulate. Even in these situations, how-
ever, the drawbacks and challenges of these designs often make
them hard to utilize. Although we think that such designs have
their place, we are concerned that their elevation as the gold
standard to establishing a theoretical argument for psychological
process may have needlessly thwarted progress in the field. In our
view, these designs should be used sparingly—only when other
easier to implement designs are not possible.

Discussion

In testing for the evidence of psychological processes, we have
emphasized that what should be most important is examining the
theoretical arguments that are being made rather than focusing on
the specific types of analyses that are being conducted. A hypoth-
esis about psychological process is at base the refinement of a
causal argument in which an intervening variable is seen as the
effect of an independent variable and the cause of a dependent
variable. In this article, we have tried to describe how a broader set
of experimental designs than is often recognized can allow for the
examination of such mediating hypotheses. Specifically, we argue
that designs that utilize several studies to examine a psychological
process as both an effect of the proposed independent variable and
as a cause of the proposed dependent variable—what we call
experimental-causal-chain designs—can often provide the most
compelling case for a theoretical account of a psychological pro-

cess. If the process can be both easily measured and manipulated,
we feel this is usually the optimal strategy.

If a psychological process can be easily manipulated but is
difficult to measure, then we recommend a design that examines
this psychological process by manipulating the process to moder-
ate the relation between the independent variable and the depen-
dent variable—what we call a moderation-of-process design. Such
designs (e.g., when cognitive load interferes with controlled pro-
cessing of information) can provide compelling evidence of a
proposed psychological process when there is compelling evidence
that the operational manipulation of the process does indeed have
the proposed theoretical effect and when alternative explanations
for the effect of the manipulation on the relation between the
independent and dependent variable have been ruled out.

In recommending these designs, we seek to emphasize the
power of experiments in demonstrating causality. Experiments are
effective in establishing cause and effect, and the specific case of
establishing a mediator as the effect of an independent variable and
the cause of a dependent variable is no different.

Despite our promotion of experimental designs to examine
mediation, we recognize that in some situations it is difficult to
manipulate the theoretically proposed psychological process. In
such cases, we recommend that people consider a design in which
they measure the proposed psychological process after the inde-
pendent variable has been manipulated and examine whether this
process can account for the effect of the independent variable on
the dependent variable using regression-based analyses as sug-
gested by Baron and Kenny (1986)—what we call measurement-
of-mediation designs. In recommending these designs, we offer a
number of cautions and suggestions to improve their effectiveness.
As a matter of pragmatism, we feel these designs are harder to
implement than are standard experimental designs.

We want to emphasize, however, that just because these designs
are harder to implement does not mean they should be seen as
more compelling accounts of a theoretical process. A design ide-
ally makes it easy to demonstrate an important effect. Unfortu-
nately, in our view, measurement-of-mediation designs often make
finding evidence for psychological processes more difficult. It is of
course tempting to be impressed when a finding that is difficult to
obtain is observed, but when evaluating a theory what is critical is
not how difficult it is to obtain the evidence, but rather how
strongly the evidence supports the theory. Although we should be
rightly impressed with the skill of our colleagues when they are
able to develop a measurement-of-mediation design that is able to
provide evidence for a causal theoretical argument, we should not
confuse such admiration with evidence for their theory.

We should be explicit that our analysis is restricted to experi-
mental contexts. In nonexperimental situations, the experimental
strategies that we have suggested by definition are not an option.
In such nonexperimental settings, we believe that mediational
analyses as suggested by Baron and Kenny (1986) are often the
best option for examining psychological process. We should also
be explicit that we are not in any way criticizing the original Baron
and Kenny (1986) paper or elaborations of this method of doing
analyses (Judd, Kenny, & McClelland, 2001; Kenny, Kashy, &
Bolger, 1998; MacKinnon, Lockwood, Hoffman, West, & Sheets,
2002; Shrout & Bolger, 2002). As we have said, this perspective
has been cogently argued and addressed an important need in the
field. We do think, however, that measurement-of-mediation de-
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signs have been overused and the Baron and Kenny (1986) type of
analysis often has been misapplied.

Finally, we believe that it is important to keep psychological
processes in their proper perspective. In our view, any healthy
science should have room for discovery and the development of
new theories as well as explanation and the refinement of existing
theories. Theoretical arguments about psychological processes by
their very nature tend to emphasize explanation and the refinement
of existing theories. In evaluating the theoretical contribution of
theories, let us rightly value the place of psychological processes
in social psychology, but let us also value the discovery of new
phenomena and the development of new theories.

In addition to their theoretical contribution, the practical contri-
bution of theoretical accounts of psychological processes should
also be considered. At their worst, accounts of psychological
processes (we will not even say theoretical accounts here) can
become an infinite regress of ever-finer intervening causes and the
worst sort of navel gazing. For example, some accounts of psy-
chological process propose mediators that are conceptually very
similar—perhaps indistinct—from either the independent variable
or dependent variable being examined. It may be easier to find
statistical evidence for such accounts, but their theoretical and
practical significance is suspect. At their best, however, theoretical
accounts of psychological process can provide important insights
that allow us to intervene to make the world a better place. It is
such psychological processes that should be valued, and a number
of different experimental approaches should be seen as valid ways
of testing such ideas. What we propose is that people consider a
broad range of possible designs when examining psychological
processes and select the design that is best suited to the particular
problem being studied.
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