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Abstract— This paper investigates the problem of dy-
namic survivable lightpath provisioning against single
node/link failures in optical mesh networks employing
wavelength-division multiplexing (WDM).

We unify various forms of segment protection into gener-
alized segment protection (GSP). In GSP, the working path
of a lightpath is divided into multiple overlapping working
segments, each of which is protected by a node/link disjoint
backup segment. We design an efficient heuristic which,
upon the arrival of a lightpath request, dynamically divides
a judiciously-selected working path into multiple overlap-
ping working segments and computes a backup segment for
each working segment while accommodating backup shar-
ing. Compared to the widely-considered share-path protec-
tion scheme, GSP achieves much lower blocking probability
and shorter protection-switching time for a small sacrifice
in control and management overhead.

Based on generalized segment protection, we present a
new approach to provisioning lightpath requests accord-
ing to their differentiated quality-of-protection (QoP) re-
quirements. We focus on one of the most important
QoP parameters—namely, protection-switching time—
since lightpath requests may have differentiated protection-
switching-time requirements. For example, lightpaths car-
rying voice traffic may require 50-ms protection-switching
time while lightpaths carrying data traffic may have a wide
range of protection-switching-time requirements. Numeri-
cal results show that our approach achieves significant per-
formance gain which leads to a remarkable reduction in
blocking probability.

While our focus is on optical WDM network, the basic
ideas of our approaches can be applied to Multi-Protocol
Label Switching (MPLS) networks with appropriate adjust-
ments, e.g., differentiated bandwidth granularities.

Index Terms—Optical network, WDM, lightpath, surviv-
ability, shared segment protection, quality of protection.
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I. I NTRODUCTION

In a wavelength-routed optical network, the failure of
a network element (e.g., fiber, crossconnect, etc.) can
cause the failure of several lightpaths, thereby leading to
large data and revenue loss. Protection—a proactive pro-
cedure in which spare capacity is reserved during light-
path setup [4], [6], [20], [21], [22], [28]—is essential
for recovering from such failures in a short time period,
e.g. 50 ms. Protection schemes can be classified by the
type of routing used (link-based versus path-based) and
by the type of resource sharing (dedicated versus shared).
A path carrying traffic during normal operation is known
as aworkingpath1. When a working path fails, the light-
path is rerouted over abackuppath. High bandwidth ef-
ficiency and short protection-switching time are two of
the most important and desirable features of a protection
scheme [14], where protection-switching time for a light-
path is the time duration the network takes to properly
signal/configure the nodes along the backup path before
switching traffic to the backup path after a failure occurs
on the working path [28].

We consider the problem of dynamic survivable light-
path provisioning against single node (crossconnect)
and single link (fiber) failures. Specifically, we fo-
cus on shared protection (because of its desirable re-
source efficiency) with the assumptions that existing
lightpaths cannot be disturbed and no knowledge of fu-
ture arrivals is available at the time of provisioning
the current lightpath request. While we consider full
wavelength-convertible networks here, the extension to
the wavelength-continuous case is straightforward.

Much work has been conducted on dynamic shared
protection [8], [23], [25], [34] in optical WDM net-
works and on dynamic routing of restorable bandwidth-
guaranteed connections in MPLS networks [11], [12],
[13], [26]. A widely-considered approach—shared-path

1Working path is also referred to as primary path, active path, and
service path in the literature.
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protection [28]—is bandwidth efficient due to backup
sharing. Consequently, how to increase backup shar-
ing based on different cost models and route-computation
techniques is of particular interest and has been reported
in [3], [12], [16], [19], [30], [31], [33]. The complex-
ity of shared-path protection is high as shown in [5], [25]
that it is NP-complete to find a working path and a backup
path for a new lightpath request when backup sharing with
existing backup paths is allowed. As a result, practical
heuristics are usually employed.

One possible limitation of shared-path protection is
that backup paths may sometimes become longer due to
backup sharing [3]. Consequently, protection-switching
time may increase because of longer backup paths. The
relation between backup sharing and backup-path hop dis-
tance for path protection have been shown to be that one
trades off another in [3], [34].

Furthermore, lightpath requests may have differenti-
ated protection-switching-time requirements. For exam-
ple, lightpaths carrying voice traffic may require50-ms
protection-switching time while lightpaths carrying data
traffic may have a wide range of protection-switching-
time requirements. Due to the path-wise node-/link-
disjoint nature of path protection, shared-path protec-
tion may not provision lightpath requests according to
their protection-switching-time requirements effectively
in practical-sized networks [17], [24]. Clearly, proper
mechanisms are needed to provision such lightpath re-
quests in a resource-efficient manner.

Motivated by the above considerations, we first unify
various forms of segment protection into generalized seg-
ment protection (GSP) and propose an effective heuris-
tic in Section II. Then, based on GSP, we present a new
and effective approach to provisioning lightpath requests
according to their protection-switching-time requirements
while taking into account backup sharing in Section III.

While our focus is on optical WDM network, in which
the bandwidth requirement of a lightpath request is one
wavelength, our approaches can also be directly applied to
MPLS networks for provisioning restorable, bandwidth-
guaranteed connections of differentiated bandwidth gran-
ularities with appropriate adjustments.

II. GENERALIZED SEGMENT PROTECTION

Below, we unify various forms of segment protec-
tion into generalized segment protection (GSP) in Sec-
tion II-A, design an efficient heuristic in Section II-B, and
demonstrate the effectiveness of GSP in Section II-C.

A. Generalized Segment Protection

Various forms of segment protection were reported
in [1], [7], [9], [29], [32]. The approaches proposed

s di j u v

(a) Non-overlapping segment protection as in [1], [29], [32].
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(b) Overlapping segment protection as in [7], [9].

Fig. 1. Various forms of segment protection. The solid lines from
nodes to noded represent the working path, and the dashed lines
represent the backup segments. While only two segments are shown
in these illustrations, in general, a path may employ many segments.
Also, each backup segment may have several additional intermediate
nodes, which are not shown here to avoid cluttering.

in [1], [29], [32] addressed single-link failures by divid-
ing a working path into a sequence of non-overlapping
segments and protecting each such segment individually.
As shown in Fig. 1(a), the lightpath from nodes to
noded is partitioned into two non-overlapping segments:
one with working segment〈s, i, j, u〉 and backup seg-
ment〈s, u〉; another with working segment〈u, v, d〉 and
backup segment〈u, d〉. (Note that each backup segment
may have several additional intermediate nodes, which
are not shown in Fig. 1 to avoid cluttering.) When a
failure occurs, only the affected segment performs pro-
tection switching and the other unaffected segments are
oblivious to the failure. For example, in Fig. 1(a), if link
〈i, j〉 fails, the working segment〈s, i, j, u〉 switches to its
backup segment〈s, u〉, and the other working segment
〈u, v, d〉 is unaware of the failure. Node failures are not
accommodated in these approaches as consecutive non-
overlapping segments share the same node failure, e.g.,
nodeu in Fig. 1(a).

Even though node failures do not occur as often as link
failures, they need to be carefully treated because the im-
pact of node failures is much more disastrous than that
of link-failures. The work in [7], [9] handled single-
node/link failures by dividing a working path into a se-
quence of overlapping segments and protecting each such
segment separately. As shown in Fig. 1(b), the lightpath
from nodes to noded is partitioned into two overlapping
segments: one with working segment〈s, i, j, · · · , u〉 and
backup segment〈s, u〉; and another with working segment
〈j, · · · , u, v, d〉 and backup segment〈j, d〉.

We unify the above approaches into generalized seg-
ment protection, which is almost the same as the over-
lapping segment protection shown in Fig. 1(b) except that
nodej and nodeu can be the same node. GSP differs
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from the previous approaches in that it can dynamically
divide a working path into multiple segments while ac-
commodating backup sharing, as will be elaborated later
in Section II-B.

Similar to segment protection, GSP has a number of
advantages compared to path protection.

The end-to-end protection entity isa segmentin seg-
ment protection as opposed toa path in path protection.
When a failure occurs along a working path (segment), the
source node of that path (segment) switches to its backup.
Since a segment is typically shorter than a path in terms of
hop count, segment protection is expected to have shorter
protection-switching time.

Meanwhile, two segments (or two lightpaths in path
protection) can share backup wavelength links as long as
their working segments (or working paths in path protec-
tion) do not share the same node/link failure. Since, in
general, a segment is shorter than a path, the probability
of two working segments sharing the same risk is typically
lower than the probability of two working paths sharing
the same risk. As a result, segment protection can have
better backup sharing compared to shared-path protection.

Furthermore, segment protection has more flexibility
in routing compared to path protection since path protec-
tion is a special case of segment protection in which every
lightpath has exactly one segment. Apart from that, it is
clear that the longer the working path is, the more diffi-
cult it is to find a node-disjoint backup path [18]. Later,
we shall show that an improperly-selected working path
can partition a network and no end-to-end (with respect to
lightpath) node-disjoint backup path can be found. Thus,
it is desirable to have shorter working path to achieve rout-
ing flexibility, as is the case in segment protection.

Next, we design an effective heuristic to compute a
route for an incoming connection request.

B. The GSP Heuristic

Upon the arrival of a new lightpath request, the network
management system needs to compute a working pathlw
and a list of backup segments{lib}, which divide the work-
ing path into overlapping segments{liw} such thatliw and
lib are node-/link- disjoint. New backup segments{lib} can
share wavelength links with existing backup segments as
well as among themselves. Unfortunately, it is NP-hard
to determine if there exists an eligible solution as we have
proved the NP-completeness of the existence version of
shared-path protection, which is a special case of segment
protection with the number of segments being one [25].
As a result, we resort to a heuristic.

Below, we first define the notations, and then present a
practical heuristic which, upon the arrival of a new light-
path request, dynamically divides a judiciously-selected

working path into multiple overlapped working segments
and computes a backup segment for each working seg-
ment while accommodating backup sharing.

1) Notations: A network is represented as a weighted,
directed graphG = (V,E, C, λ), whereV is the set of
nodes,E is the set of unidirectional fibers (referred to as
links), C : E → R+ is the cost function for each link
(whereR+ denotes the set of positive real numbers), and
λ : E → Z+ specifies the number of wavelengths on each
link (whereZ+ denotes the set of positive integers).

A conflict set is associated with a link to identify the
sharing potential between backup segments2. The conflict
setνe for link e defines the set of nodes traversed by such
working segments whose backup segments utilize wave-
lengths on linke. The conflict setνe for link e can be
represented as an integer set,{νu

e | ∀u ∈ V, 0 ≤ νu
e ≤

λ(e)}, whereνu
e specifies the number of working seg-

ments which traverse nodeu and are protected by linke
(or, in other words, their corresponding backup segments
traverse linke). The number of wavelengths reserved
for backup segments on linke is thusν∗

e = max
∀u
{νu

e }.
Clearly, the union of the conflict sets for all the links ag-
gregates the per-segment-based information, and the size
of the conflict set depends only on the number of links,
not on the number of segments.

2) GSP Heuristic: The route-computation approaches
in [1], [9], [29], [32] partition a working path in a fixed
manner, e.g., every working path is divided into a constant
number of segments or into multiple segments of equal
hop count. A flexible partitioning approach in [7] dynam-
ically divides a working path into overlapping segments,
but does not take into account backup sharing. Our GSP
heuristic extends the idea in [7] to incorporate backup
sharing and to facilitate partitioning a working path into
overlapping working segments.

Our GSP heuristic is specified in detail in Algorithm 1.
In Algorithm 1, K is an input constant representing the
maximum number of candidate working paths; andε is a
small constant such as0.01. The value ofε is used to con-
trol the degree of backup sharing: smaller values encour-
age backup sharing and larger values discourage backup
sharing [3].

The basic ideas of our GSP heuristic are as follows.
1) Select a candidate working pathlkw and transform

the original graph based onlkw in a way such that any path
link-disjoint to lkw in the transformed graph can be mapped
back to the original graph and decomposed into a set of
backup segments{lk,i

b }, which partitionslkw into multi-

ple working segments{lk,i
w } where consecutive segments

2The conflict set is similar to the conflict vector in [23], the aggre-
gated square matrix in [19], and the “bucket” link metric in [31].



4

s di j u v

p q

b c
1

1

1 1 1 1 1

13

1

1
1

3

(a) A network stateG = (V,E, C, λ) in which two lightpaths—
lightpath one with working path〈b, c, u〉 and backup path〈b, u〉
and lightpath two with working path〈p, q, d〉 and backup path
〈p, d〉—are already set up. Every link has one wavelength.
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(b) G′ = (V,E′, C ′, λ) for working path〈s, i, j, u, v, d〉 (as-
sumingε = 0.01 in Algorithm 1).

Fig. 2. Illustration of the GSP heuristic. The number besides a link
represents the cost of that link.

overlap byat leastone hop andlk,i
w is node-/link- disjoint

to lk,i
b .

2) Consider the worst-case-scenario backup sharing
when computing the backup segments but precisely allo-
cate backup resources after the backup segments are com-
puted. Basically, when computing the backup segments
for working pathlkw, we consider the worst case (as far
as backup sharing is concerned) wherelkw is one segment
since the working segments cannot be determined without
the backup segments. Later, when the list of backup seg-
ments{lk,i

b } is computed, backup sharing is performed on
a per-segment basis in Steps 4 and 5 as the list of working
segments{lk,i

w } can be determined.
Figure 2 highlights some distinct features of our GSP

heuristic. When a new lightpath request from nodes to
noded arrives at the network state shown in Fig. 2(a), the
only candidate working path is〈s, i, j, u, v, d〉. We ob-
serve that shared-path protection cannot find a solution
as there is no path which is end-to-end disjoint to path
〈s, i, j, u, v, d〉.

However, our heuristic can find a solution. Figure 2(b)
shows the transformed graphG′ = (V,E′, C ′, λ). Fol-
lowing Step 2b in Algorithm 1, the minimal-cost path
〈s, b, j, i, p, d〉 will be computed aslkb , which will then be
mapped back toG and decomposed as two backup seg-
ments〈s, b, u〉 and〈i, p, d〉 (note that link〈b, j〉 in G′ was
constructed from link〈b, u〉 in G). This example high-
lights that our GSP heuristic can dynamically divide a
working path into multiple arbitrary overlapping working

Algorithm 1 GSP
Input: G = (V,E,C, λ), ν = {νe | e ∈ E}, s, d, K
Output: A working pathlw and a list of backup segments{lib}
which partitionslw into overlapping segments{liw} such that
liw & lib are node-/link- disjoint; otherwise NULL if no eligible
solution is found.
1) select candidate working paths: compute up toK

minimal-cost pathsLw = {lkw | 1 ≤ k ≤ K} in G from
s to d based on Yen’sK-shortest paths algorithm [35] sub-
ject to the constraint that every hop along a path should have
at least one free wavelength; return NULL ifLw is empty

2) compute backup segments for each candidate working
path lkw in Lw as follows:
a) transformG = (V,E, C, λ) to G′ = (V,E′, C ′, λ):

i) define link-cost functionC ′′(e) for e ∈ E:

C ′′(e) :=



∞ if lkw traverses linke, or
ν∗e = νu

e for some nodeu
alonglkw and linke does not
have any free wavelength

ε× C(e) if for any nodeu (u 6= s, d)
traversed bylkw, νu

e < ν∗e
C(e) otherwise

ii) define link-setE′ andC ′(e) for e ∈ E′:
– ∀〈u, v〉 ∈ E ∧ u 6= s ∧ u 6= d, if lkw traverses

nodev but not nodeu, then add link〈u, p〉 to E′,
where nodep isv’s immediate predecessor along
lkw, and letC ′(〈u, p〉) = C ′′(〈u, v〉); otherwise,
add〈u, v〉 to E′ and letC ′(〈u, v〉) = C ′′(〈u, v〉)

– ∀〈u, v〉 ∈ E andlkw traverses〈u, v〉, if 〈v, u〉 /∈
E, then add〈v, u〉 intoE′ and letC ′(〈v, u〉) = 0

b) compute a least-cost pathlkb from s to d in G′

c) map lkb back to G and decomposelkb into a list of
backup segments{lk,i

b } which partitionslkw into over-
lapped working segments{lk,i

w }
d) ∀i, compute the amount of fresh wavelength links

backup segmentlk,i
w consumes: for any linke that lk,i

b

traverses, ifνu
e = ν∗e for some nodeu along lk,i

w (ex-
cluding the source and destination nodes oflk,i

w ), then
increase the amount of fresh wavelength links by one

3) select the pair〈lkw, {lk,i
b }〉 of minimal cost; return NULL if

no such pair exists
4) allocate resources for〈lkw, {lk,i

b }〉: allocate a new wave-
length alonglkw and update backup wavelengths for every
lk,i
b : for any link e that lk,i

b traverses, ifνu
e = ν∗e for some

nodeu alonglk,i
w (excluding the source and the destination

nodes oflk,i
w ), then reserve one more wavelength on linke

as backup resources
5) update the conflict set: ∀i, update conflict set associated

to links traversed bylk,i
b : for every linke thatlk,i

b traverses,
νu

e ← νu
e + 1 for every nodeu along lk,i

w (excluding the
source node and the destination node oflk,i

w )
6) returnlkw and{lk,i

b }
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segments and protect each working segment separately
while accommodating backup sharing.

3) Computational Complexity: Algorithm 1 has a
computational complexity ofO(K · (|V |3 + |E|)). In par-
ticular, the complexity of Step 1 isK·|V |3; the complexity
of Step 2 isO(K · |E|) (the computational complexities
of Steps 2a, 2b, 2c, and 2d areO(|E|), O(|V |2), O(|E|),
andO(|E|), respectively); the complexities of Steps 3, 4,
5, and 6 areO(1), O(|E|), O(|E|), andO(1). If K = 1,
then the complexity of Step 1 can be reduced fromK ·|V |3
to O(|V |2). Consequently, the complexity of Algorithm 1
can be reduced toO(|V |2 + |E|), which is the complexity
of shortest-path algorithms.

C. Illustrative Numerical Results

We now quantitatively evaluate GSP. We simulate a
dynamic network environment with the assumptions that
the lightpath-arrival process is Poisson and the lightpath-
holding time follows a negative exponential distribution.
In every experiment,106 lightpath requests are simulated;
they are uniformly distributed among all node pairs; aver-
age lightpath-holding time is normalized to unity; the cost
of any link is unity; and our example network topology
with 16 wavelengths per fiber is shown in Fig. 3. For the
results shown in this section,ε = 0.01 since we aim to
maximize backup sharing. We remark that more results
from different topologies also led to the same observa-
tions. Those results are not shown here.

Below, we compare GSP to shared-path protection,
which is widely considered to be the most resource-
efficient protection scheme so far. Since shared-path pro-
tection is a special case of GSP, the heuristic for shared-
path protection differs from Algorithm 1 only in Step 2a
and Step 2b (some steps such as Step 2c can be removed
for efficiency because the number of segments in shared-
path protection case is always one). Step 2a is modified as
follows: temporarily remove all the nodes traversed bylkw
(except nodes and noded) and all the links sourced/sunk
at the removed nodes. Step 2b is modified as follows:
compute a minimal-cost pathlkb from nodes to noded in
G with link-cost functionC ′′.

1) Blocking Probability: Figure 4 compares the block-
ing probability of GSP to that of shared-path protection
for K = 1, 2, and3. We make the following observa-
tions: (a) GSP has much lower blocking probability than
shared-path protection for the sameK. This is because
GSP can achieve better backup sharing and have more
flexibility in routing, as discussed earlier in Section II-A.
(b) WhenK increases from one to two, the reduction in
blocking probability for both GSP and shared-path pro-
tection is significant while the reduction is only marginal
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Fig. 3. A representative topology whose average hop distance is about
2.99 and average nodal degree is about3.58.

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

40 60 80 100 120 140 160 180 200

Network Offered Load in Erlang

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

K=1, Path
K=1, Segment
K=2, Path
K=2, Segment
K=3, Path
K=3, Segment

Fig. 4. Blocking probability. The average link utilization for 40
Erlangs is about 17% and for 200 Erlangs is about 65%.

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

40 60 80 100 120 140 160 180 200

Network Offered Load in Erlang

P
er

fo
rm

an
ce

 G
ai

n

K=1
K=2
K=3

Fig. 5. Performance gain of GSP over shared-path protection.

whenK further increases from two to three. This is ba-
sically the effect of alternate routing: the performance
improvement is significant when the number of alternate
routes increases from one to two, and the improvement
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is marginal or negligible when the number of alternate
routes increases further [27]. (c) Shared-path protection
can have modest blocking probability even at low load,
e.g., 40 Erlangs, whenK = 1. Similar effect was also
observed in [18], [25]. The reason is that an improperly-
selected working path can disconnect the network and a
backup path, which should be end-to-end node-/link- dis-
joint to the working path, can not be found. In some
cases, the least-cost paths turn out to be improper work-
ing paths. For example, the least-cost path from node
0 to node13 in Fig. 3 is 〈0, 5, 8, 9, 13〉. Clearly, there
is no path node-disjoint to〈0, 5, 8, 9, 13〉 from node0 to
node13. As a result, a lightpath request from node0 to
node13 may be blocked in shared-path protection when
K = 1. However, in GSP, backup segments〈0, 1, 2, 6, 8〉
and〈5, 10, 11, 12, 13〉 form a valid solution among others.

2) Performance Gain:Performance gain is defined as
the percentage of lightpath requests which are blocked in
shared-path protection but can be accepted by GSP. Per-
formance gain can be calculated as follows. Whenever
shared-path protection needs to block a lightpath request,
we apply GSP to check whether the same lightpath request
can be provisioned under the same network state (but we
do not set up the lightpath request even if it can be pro-
visioned). Figure 5 shows that GSP achieves significant
performance gain over shared-path protection. This is be-
cause the routing constraint in GSP is node-/link- disjoint
segment-wise; but, in shared-path protection, it is node-
/link- disjoint path-wise, as discussed earlier in Section II-
A.

3) Protection-Switching Time: For shared-path pro-
tection, protection-switching time for a lightpath can be
calculated based on the hop count of the working and
backup paths of the lightpath, as shown in [2], [24], [28].
For GSP, protection-switching time for a segment can be
calculated based on the hop count of the working and
backup segments using the same methodology as in [2],
[24], [28] since the protection entity is a segment. Figure 6
shows that the average hop count of working and backup
segments in GSP is much smaller than the average hop
count of working and backup paths in shared-path protec-
tion. As a result, protection-switching for GSP is faster
than that of shared-path protection.

4) Control and Management Complexity:The control
and management complexity might be higher in GSP than
in shared-path protection since the number of segments
is typically more than the number of lightpaths. Figure 7
plots the average number of segments per lightpath, which
is quite small (about1.2) in this numerical example. As a
result, the increase in control and management complexity
is modest. Furthermore, by aggregating the per-segment
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information, we find that the size of the conflict set, which
was defined in Section II-B, depends only on the number
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of links, not on the number of segments.
5) Resource Efficiency: Resource overbuild, defined

as the amount of wavelength links consumed by backup
paths over the amount of wavelength links utilized by
working paths [16], indicates the amount of extra re-
sources needed for providing protection as the percentage
of the amount of resources required without protection.
Typically, it is desirable to have lower resource overbuild
because lower resource overbuild implies higher backup
sharing. Figure 8 shows that GSP has lower resource over-
build than shared-path protection. The fact that a segment
is shorter than a path contributes to increased backup shar-
ing, and thus, decreased resource overbuild.
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Fig. 9. Shared-path protection (K = 2 andHb = 6).
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Fig. 10. Shared-path protection (K = 2 andε = 0.99).

III. PROVIDING DIFFERENTIATED QUALITY OF

PROTECTION (QOP) BASED ON GENERALIZED

SEGMENT PROTECTION

GSP can be employed for provisioning differentiated
quality of protection (QoP). Here, we focus on one of

the most important QoP parameters, namely protection-
switching time. The protection-switching time of a
shared-path protected lightpath can be calculated from the
hop count of the working/backup paths, as shown in [2],
[24], [28]. Therefore, we consider QoP in terms of hop
count.

Below, we first argue why new mechanisms are needed
to provision differentiated QoP in Section III-A; in Sec-
tion III-B, we present a new approach to provision light-
path requests according to their QoP requirements; in Sec-
tion III-C, we evaluate the performance of our approach.

A. Motivation

Lightpath requests may have differentiated protection-
switching-time requirements. For example, lightpaths
carrying voice traffic may require50-ms protection-
switching time while lightpaths carrying data traffic may
have a wide range of protection-switching-time require-
ments. While some lightpath requests (which carry
mission-critical information) can be dedicated protected,
it is not economically viable to provide dedicated protec-
tion to each lightpath request due to its excessive resource
requirement.

Below, we show that shared-path protection may not be
able to provide the desired level of protection-switching
time either. Let us consider a simple case in which the
backup-path hop count of any lightpath cannot exceed a
constantHb (ignoring the constraint on working path for
now). A lightpath request will be blocked if the computed
backup path is longer thanHb hops. Figure 9 plots the
blocking probability of shared-path protection forHb = 6
for the network shown in Fig. 3 with different values ofε.
Recall thatε is the parameter used by the link-cost func-
tion in computing a shared backup path. Figure 9 confirms
the conclusion in [3], [34] that a larger value ofε leads to
shorter backup path but decreased backup sharing, and a
smaller value ofε leads to increased backup sharing but
longer backup path (results for other values ofε follow
the same trend, so they are not shown here). Please note
thatHb = 6 for this network is reasonably large since the
average backup-path hop count is about5.2 for ε = 0.01
as shown in Fig. 6. However, regardless of the values of
ε, the blocking probability in Fig. 9 is quite high. The
main reason is that some lightpath requests are blocked
because their backup paths span more thanHb = 6 hops.
Figure 10 shows the impact ofHb on shared-path protec-
tion. While the blocking probability drops significantly
asHb increases, the blocking forHb = 7, which is quite
large, is still unacceptable. (Please note that we chose
ε = 0.99 in Fig. 10 to discourage detouring of backup
paths. The blocking probability of shared-path protection
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with hop-count constraint will be even worse if we chose a
smaller value ofε.) As network size grows, it is clear that
shared-path protection cannot achieve reasonable block-
ing for practical values ofHb due to its fundamental lim-
itation: the backup path has to be end-to-end node-/link-
disjoint to the working path.

Obviously, new mechanisms are needed. Below, we in-
troduce more intelligence into GSP for provisioning light-
path requests to support differentiated QoP.

B. GSPQoP Heuristic

We present a heuristic which applies GSP in a way such
that the hop count of any backup segment is no more than
Hb. For a candidate working pathlkw, our heuristic, called
GSPQoP, performs the following recursive procedure to
compute a list of eligible backup segments. 1) Starting
from nodes, compute a least-cost path to all the other
nodes alonglkw, where the cost function isC1 defined in
Algorithm 2. 2) Starting from noded and following the
reverse direction oflkw, find the first nodev which satisfies
the constraint that the least-cost path from nodes to node
v is of at mostHb hops. 3) If nodev is the destination
noded, the heuristic succeeds and terminates; otherwise,
starting from all the nodes between nodes and nodev
(excluding nodess andv) alonglkw, recursively apply the
above procedure (if there is no node between nodes and
nodev, the heuristic fails).

Our GSPQoP heuristic is specified in detail in Algo-
rithm 2. For a nodeu ∈ V , PC(u) denotes the cost of
the least-cost path destined to nodeu; HC(u) represents
the hop count of the least-cost path; andPH(u) records
the previous hop along the least-cost path. For a pathlw,
Head(lw) returns the first node alonglw.

We make the following remarks. 1) In Algorithm 2,
the candidate working pathlkw is given. This is just for
the purpose of simplifying the presentation; in our imple-
mentation, we dynamically computeK candidate work-
ing paths as in Algorithm 1, execute Algorithm 2 for each
candidate working path, and select the working path and
the list of backup segments of minimal cost.

2) There are two objectives in computing a node-/link-
disjoint backup segment. Objective one is to find a backup
segment of hop count no more thanHb. Objective two
is to select the backup segment of least cost. In general,
constraint-based path selection with multiple objectives is
NP-complete [15].

3) Backup sharing in this case is more tricky as the sit-
uation shown in Fig. 11 can arise. In the case of GSP
(without the constraint ofHb), the path〈s, x, p, q, y, d〉
could be a valid backup segment and this type of situation
may not occur typically. In the presence ofHb, the path

Algorithm 2 GSPQoP
Input: G = (V,E, C, λ), ν = {νe | e ∈ E}, s, d, a candidate
working pathlkw
Output: a list of backup segments{lib}, each of which spans
no more thanHb hops and they collectively partitionlkw into
overlapped segments{lk,i

w } such thatlk,i
w andlib are node-/link-

disjoint; otherwise, NULL if no such list is found.
1) S ← {s}, Lb ← φ, lw ← lkw, i← 0
2) V ′ ← V ; ∀u ∈ S, PC(u) ← 0,HC(u) ← 0, PH(u) ←

NULL; ∀u ∈ V ∧ u /∈ S, PC(u) ← ∞,HC(u) ←
∞, PH(u)← NULL; i← i + 1

3) define link-cost functionC1(e), e ∈ E, with respect tolw:

C1(e) :=



+∞ if lw traverses linke, or ν∗e is
equal toνu

e for some nodeu
alonglw and linke does not
have any free wavelength

ε× C(e) if for any nodeu (u 6= s, d)
traversed bylw, νu

e < ν∗e
C(e) otherwise

4) while (V ′ 6= φ) do{
u← arg min

u∈V ′
{PC(u)}, V ′ ← V ′ − {u}

if (u = Head(lw)) or (lw does not traverseu) {
∀ v ∈ V ′, s.t. 〈u, v〉 ∈ E
if PC(v) > PC(u) + C1(〈u, v〉) then{

PC(v)← PC(u) + C1(〈u, v〉)
HC(v)← HC(u) + 1
PH(v)← u

} // if
} // if

} // while
5) starting from noded and following the reverse direction of

lw, find the first nodev which satisfiesHC(v) ≤ Hb

6) retrieve the least-cost path destined to nodev by following
PH(v) and denote the path aslib

7) allocate backup wavelengths alonglib: let liw be the working
segment starting fromHead(lw) and ending atv alonglw
(inclusively); for any linke that lib traverses and for any
nodeu along liw (excluding the source and the destination
nodes ofliw), νu

e ← νu
e + 1; if νu

e > ν∗e , then reserve one
more wavelength on linke and letν∗e ← νu

e

8) if v is d, then return{lib}
9) S ← all the nodes betweenHead(lw) and nodev alonglw,

excludingHead(lw) and nodev; if S is empty, then undo
any changes made toG in Step 7 and return NULL

10) lw ← the path starting from nodev to noded alonglw
11) go to Step 2

〈s, x, p, q, y, d〉 is not valid whenHb = 4. However, the
two segments〈s, x, p, q, u〉 and 〈j, p, q, y, d〉 so formed
are still valid. Our heuristic accommodates this type of
backup sharing in Steps 3 and 7 since the freshly-reserved
backup wavelengths for a newly-computed backup seg-
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s di j u v

p q
x y

Fig. 11. Two backup segments,〈s, x, p, q, u〉 and〈j, p, q, y, d〉, of the
same lightpath share the same wavelength link on link〈p, q〉, assuming
Hb = 4.

ment is used for computing later backup segments for the
same lightpath request.

4) Sometimes, it may be desirable that the hop count
of any working segment plus the hop count of its backup
segment is no more than some constantH. We can mod-
ify Step 5 to cater to this constraint as follows. For any
nodev along pathlw, denote asli,vb the least-cost path des-
tined to nodev and denote ashv

w the number of hops from
Head(li,vb ) to nodev alonglw. Starting from noded and
following the reverse direction oflw, find the first nodev
which satisfies the constraintHC(v) + hv

w ≤ H. Other
constraints based on combinations of working and backup
segment hop count also can be easily incorporated.

Computational Complexity:The computational com-
plexity of Algorithm 2 isO(|V |2 + |E|). In particular,
the computational complexities for Steps 1-11 areO(1),
O(|V |), O(|E|), O(|V |2 + |E|), O(|V |), O(|V |), O(|V |),
O(|E|), O(|V |), O(|V |), andO(1), respectively. If we
computeK candidate working paths and execute Algo-
rithm 2 for each candidate working path, then the compu-
tational complexity isO(K · (|V |3 + |E|)).

C. Illustrative Numerical Results

We compare our GSPQoP approach to shared-path
protection under the same network configuration as de-
scribed in Section II-C. For the illustrative results shown
here, we useK = 2 as we found the performance im-
provement is marginal if we increaseK to any larger
value.

1) Blocking probability under different values ofε:
Figure 12 plots the blocking performance forHb = 6
underε = 0.01, 0.49, and0.99. Recall thatε is the pa-
rameter used by the link-cost function in computing a
shared backup path, and smaller values ofε lead to better
backup sharing. We observe that our GSPQoP approach
has drastically lower blocking probability than shared-
path protection under the sameε. We further observe that
large values ofε, e.g.,ε = 0.49 or ε = 0.99, are preferable
as both GSPQoP and shared-path protection have signifi-
cantly lower blocking whenε has a large value. Later, we
shall use large values ofε.

Figure 13 shows the performance gain, defined in Sec-
tion II-C.2, for Hb = 6 underε = 0.01, 0.49, and0.99.
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Fig. 12. Blocking probability forHb = 6.
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Fig. 13. Performance gain of GSPQoP over shared-path protection
for Hb = 6.

We observe that GSPQoP has a remarkable performance
gain (over70% across all load regions). The huge perfor-
mance gain results from the fact that GSPQoP relaxes the
path-wise node-/link- disjointness to segment-wise node-
/link- disjointness and computes segments with respect to
Hb.

2) Blocking probability under different values ofHb:
Figure 14 examines the impact ofHb on both GSPQoP
and shared-path protection withε = 0.99. We observe
that: (a) GSPQoP has much lower blocking probability
when the load is not very high. (b) WhenHb increases
from 5 to 6, GSPQoP has noticeable reduction in block-
ing probability while the reduction is marginal whenHb

further increases to7. (c) As Hb increases, the block-
ing probability of shared-path protection drops signifi-
cantly. However, shared-path protection still has remark-
able blocking (above4%) even when network offered load
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Fig. 14. Blocking probability forε = 0.99.
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Fig. 15. Performance gain forε = 0.99.
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Fig. 16. Number of segments per lightpath forε = 0.99.

is low, e.g., 20 Erlangs which translate to about8.5% av-
erage link utilization. This is due to the path-wise end-to-

end node-/link- disjoint nature of shared-path protection.
The effectiveness of our GSPQoP can be further ob-

served in Fig. 15 in terms of performance gain. When load
is modest or low, GSPQoP achieves close to 100% per-
formance gain. Even when load is high and wavelengths
are heavily used, GSPQoP still achieves more than 50%
performance gain.

Figure 16 shows that more segments are needed for
smaller value ofHb. However, the average number of
segments per lightpath is still quite low, e.g., less than1.3
even forHb = 5. This implies that the control and man-
agement overhead due to segmentation is not very signif-
icant.

3) Blocking probability for lightpath requests with dif-
ferentiated QoP requirements:Different lightpath re-
quests may have different QoP requirements, as discussed
earlier in Section III-A. Figures 17 and 18 compare the
performance of GSPQoP to shared-path protection under
two types of traffic. The QoP of the lightpath requests in
terms ofHb follows the distribution5 : 6 : 7 : ∞ = 30 :
20 : 10 : 40 in Type 1 and5 : 6 : 7 : ∞ = 10 : 20 : 20 :
50 in Type 2.

GSPQoP has much lower blocking probability than
shared-path protection, as shown in Fig. 17. For shared-
path protection, the large difference between the block-
ing probability for the two types of traffic implies that
shared-path protection cannot effectively provision light-
path requests based on their differentiated QoP require-
ments. In contrary, the difference between the blocking
probability for the two types of traffic in GSPQoP is very
small. This indicates that GSPQoP can properly pro-
vision lightpath requests according to their differentiated
QoP requirements.

As shown in Fig. 18, when load is modest or low,
GSPQoP achieves close to 100% performance gain; even
when load is high, GSPQoP still achieves more than 35%
performance gain.

4) Blocking probability for different values ofH:
Sometimes, it may be desirable that the hop count of any
working segment plus the hop count of its backup segment
be no more than some constantH. This can be easily in-
corporated into GSPQoP as discussed earlier.

Figures 19 and 20 examines the impact ofH on
GSPQoP and shared-path protection. The curves in
Figs. 19–20 have similar trend to the ones in Figs. 14–
15 and can be explained similarly. Meanwhile, sinceH
applies to both working and backup segments, as opposed
to Hb which applies only to backup segments, theH con-
straint is more stringent than theHb constraint. As a re-
sult, the performance gain for different values ofH is even
higher—namely, above 70% across all load regions—as
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Fig. 17. Blocking probability (ε = 0.99). In Type 1,Hb follows
5 : 6 : 7 : ∞ = 30 : 20 : 10 : 40; In Type 2,Hb follows 5 : 6 : 7 :
∞ = 10 : 20 : 20 : 50.
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Fig. 18. Performance gain (ε = 0.99). In Type 1,Hb follows 5 : 6 :
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shown in Fig. 20 since segmented protection leads to
shorter working and backup segments as shown earlier in
Fig. 6.

IV. CONCLUSION

This paper considered the problem of dynamic surviv-
able lightpath provisioning against single node/link fail-
ures in optical WDM mesh networks. We unified var-
ious forms of segment protection into generalized seg-
ment protection (GSP). We designed an efficient heuris-
tic which, upon the arrival of a lightpath request, dy-
namically divides a judiciously-selected working path into
multiple overlapped working segments and computes a
backup segment for each working segment while accom-
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Fig. 19. Blocking probability (ε = 0.99).
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Fig. 20. Performance gain (ε = 0.99).

modating backup sharing. Comparison between GSP and
shared-path protection demonstrated that, for a little sac-
rifice in control and management overhead, GSP achieves
much lower blocking probability and shorter protection-
switching time.

Based on generalized segment protection, we presented
a new approach to provisioning lightpath requests ac-
cording to their differentiated quality-of-protection (QoP)
requirements. We focused on one of the most im-
portant QoP parameters—namely, protection-switching
time—since lightpath requests may have differentiated
protection-switching-time requirements. Numerical re-
sults showed that our approach achieves significant per-
formance gain which leads to remarkable reduction in
blocking probability.

While our focus is on WDM network, our approaches
can also be applied to MPLS networks with appropriate
variations, e.g., differentiated bandwidth granularities.
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