
Review of Educational Research
Month 201X, Vol. XX, No. X, pp. 1–37

DOI: 10.3102/0034654314540006
© 2014 AERA. http://rer.aera.net

1

Effects of the Attributes of Educational 
Interventions on Students’ Academic 

Performance: A Meta-Analysis

Hester de Boer
Anouk S. Donker

Margaretha P. C. van der Werf
University of Groningen

This meta-analysis examined the influence of attributes related to the imple-
mentation of learning strategy instruction interventions on students’ aca-
demic performance, and also examined how the attributes related to the 
method of testing the intervention effects affected the actual effects measured. 
Using metaregression, we analyzed the influence of the subject domain in 
which the intervention was implemented, the implementer, its duration and 
intensity, student cooperation, and research method aspects (including mea-
surement instrument). Most attributes moderated the intervention effect. 
Using forward regression analysis, we only needed four attributes to obtain 
the best model, however. This analysis showed that the intervention effect was 
lower when a standardized test was used for evaluation instead of an unstan-
dardized test. Interventions implemented by assistants or researchers were 
more effective than those implemented by teachers or using computers. 
Cooperation had a negative, and session duration a positive, contribution. 
Together, these attributes explained 63.2% of the variance in effect, which 
stresses the importance of emphasizing not only the instructional focus of an 
intervention but also its other attributes.

Keywords:	 academic performance, meta-analysis, attributes of educational 
interventions and their effect studies, learning strategy instruction, 
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Large numbers of studies have been published in which the effects of educa-
tional interventions on student performance were tested. Meta-analyses have syn-
thesized the results of these studies. The major emphasis of these meta-analyses is 
on the effect of the instructional focus of the interventions on student perfor-
mance. However, other aspects can also influence the effectiveness of interven-
tions. In the current meta-analysis, therefore, we also addressed the influence of 
attributes related to the way in which the instruction is offered and the study 
method. We examined the following: the subject domain in which the intervention 
was implemented, the implementer, the duration and intensity of the intervention, 
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whether or not the students were allowed to cooperate, whether participants were 
randomly assigned to the experimental and control group, whether or not the 
fidelity of the implementation was checked, whether the control group perceived 
that they were taking part in an experiment or if it was “business as usual” for 
them, and, finally, the type of measurement instrument used to evaluate the effect.

Prior researchers may have addressed the influence of one or more of these attri-
butes to some extent but not as thoroughly as we did. We included many attributes 
and analyzed their effects separately and in relationship to each other. Furthermore, 
we took important variables related to the instructional focus of the interventions 
into account as covariates. Although our meta-analysis only included learning strat-
egy instruction interventions, the findings may be relevant to other types of educa-
tional interventions and their effect studies. Knowing which attributes of an 
educational intervention influence its effectiveness will help future researchers 
improve the quality of the implementation of their interventions. Knowledge about 
the effects of the more methodological attributes may contribute to the quality of 
future experimental designs in which intervention effects are estimated.

We start with an outline of prior research. Next, we formulate the research 
question and describe the research method. We then present the results and dis-
cuss our findings. Finally, we discuss the study’s limitations and its practical 
implications and provide some suggestions for future research. This meta-analy-
sis is an extension of the research by Donker, de Boer, Kostons, Dignath-van 
Ewijk, and van der Werf (2014) and is based on the same studies. Donker et al. 
(2014) dealt especially with the effects of the instructional focus of learning strat-
egy instruction interventions on student performance. It showed which learning 
strategies are the most effective in enhancing student performance.

Prior Research

Learning strategies enable students to self-regulate their learning, and learning 
strategy interventions are aimed at improving student performance by enhancing 
students’ self-regulated learning skills or metacognition. Three main categories of 
learning strategies can be distinguished. First, there are metacognitive learning 
strategies, such as the planning, monitoring, and evaluation of a learning task. 
Second, there are cognitive learning strategies, like rehearsal, elaboration, and 
organization. The third category encompasses management strategies that help 
students go through the entire learning process more successfully. For students to 
be able to use these learning strategies for self-regulated learning, metacognitive 
knowledge and motivation aspects are also important (Boekaerts, 1997; Mayer, 
2008; Pressley, 2002; Weinstein & Mayer, 1986; Zimmerman, 2002). In addition 
to reporting on meta-analyses of these strategies, we also looked at other studies 
in which the effects of attributes of educational interventions were examined.

Subject Domain
The interventions analyzed in prior meta-analyses were often focused on dif-

ferent subject domains. For example, Chiu (1998) only selected studies on read-
ing comprehension for his meta-analysis. Two other meta-analyses of learning 
strategy interventions by Hattie, Biggs, and Purdie (1996) and Dignath and 
Büttner (2008) did not select studies on the basis of a specific subject. The 
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average effect sizes (Cohen’s d) found in these analyses were 0.40 by Chiu, 0.57 
by Hattie and colleagues, and 0.61 and 0.54 by Dignath and Büttner (primary 
school and secondary school, respectively). Dignath and Büttner also reported the 
average effect sizes for the subject domains separately: 0.44 and 0.92 for reading/
writing in primary school and secondary school, respectively, and 0.96 and 0.23 
for mathematics in primary school and secondary school, respectively. Dignath 
and Büttner’s conflicting results for primary and secondary schools do not tell us 
much about differences in effectiveness related to subject domain. The lower 
effect size found in Chiu’s study, however, might suggest that interventions are 
less effective in reading comprehension than in other subject domains, since the 
average effect sizes reported in the other studies are higher.

We found two meta-analyses that did not deal with learning strategy instruction, 
but which examined between-subject differences. Guskey and Pigott (1988) investi-
gated the effect of mastery learning on student performance through a meta-analysis 
of 46 studies. Also comparing the effects for several subject domains, they found that 
there were significant differences among subjects. Interventions in the domain of 
mathematics yielded the highest effect (Hedges’s g = 0.70), followed by language 
arts interventions (0.60), social studies (0.53), and science (0.50). The least effective 
were the psychology interventions (0.41). However, the within-subject domain dif-
ferences were also quite large. Bangert-Drowns, Hurley, and Wilkinson (2004) con-
ducted a meta-analysis of 48 school-based writing-to-learn interventions, examining 
whether the implementation and methodological characteristics of the interventions 
moderated the intervention effect on student performance. Their meta-analysis 
included studies conducted in mathematics, science, and social studies classes. The 
authors found no significant differences among subjects.

Implementer of the Intervention
Interventions also differ with respect to the provider of the instruction. Chiu 

(1998) reported that interventions had a higher effect size when they were imple-
mented by the researcher rather than by the regular teacher (the difference in 
effect size was 0.24). Dignath and Büttner (2008) found a similar result for inter-
ventions implemented in secondary schools (d = 0.80) but observed no significant 
differences for interventions in primary schools. Bangert-Drowns et al. (2004), 
however, indicated that it did not matter whether or not the researcher was 
involved in the instruction.

Dynarski et al. (2007) summarized findings from prior research on computer-
assisted instruction. These authors not only concluded that most studies showed a 
positive effect of using the computer as (supplemental) instructor but also noted 
that most of these studies were quite small or had methodological flaws. 
Subsequently, Dynarski et al. conducted a large-scale meta-analysis of the effect 
of computer programs on reading and mathematics in primary school. The meta-
analysis tested the average effect of 16 software programs and included almost 
12,000 participants. The results showed no significant effect of computer soft-
ware compared with the traditional methods of the regular teachers.

The findings of some prior studies suggest that instructions may be more effec-
tive when provided by the researcher than by the teacher. The research literature 
gives several explanations for this possible relationship. First, teachers may be 
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less motivated than researchers to test an intervention and, consequently, put less 
effort into it. The studies by Datnow and Castellano (2000) and Wehby, Maggin, 
Johnson, and Symons (2010) suggest that when teachers are offered a choice from 
among a number of interventions (e.g., a choice between two effective programs), 
or are able to co-construct the intervention, the implementation fidelity is higher, 
which leads to better results.

Abrami, Poulsen, and Chambers (2004) offer a related explanation. They 
examined the influence of several aspects of teacher motivation on implementa-
tion fidelity with respect to a cooperative learning program. They showed that the 
extent to which a teacher expected to be able to successfully implement an inter-
vention had an influence on how well it was in fact done. Much less important 
was the perceived value of the intervention, referring to the degree to which a 
teacher perceives the intervention as worthwhile for the students or for himself or 
herself, a finding also reported by Datnow and Castellano (2000). Initial costs, 
like time and effort, did not play any role in how well teachers implemented a new 
program. Expectations regarding the intervention’s success depended, among 
other factors, on how well the teachers were instructed by the researcher, and the 
amount of support they expected to receive during the implementation phase. As 
the researcher knows best how the intervention should be implemented, success 
expectancy might explain why interventions implemented by researchers yield 
higher effects.

A third possible explanation is that being taught by a person other than the 
regular teacher creates a novelty effect, which in turn has an influence on the stu-
dents’ performance, causing them to put more effort into their work. This novelty 
effect might result in a higher effect size for interventions implemented by 
researchers. We found a final explanation in Chiu’s (1998) study: Researcher-
implemented interventions might produce higher results because researchers are 
more inclined to teach to the test than teachers are.

Duration and Intensity of the Intervention
Hattie et al. (1996) found that the duration of the intervention matters. In their 

study, short programs (1 or 2 days) appeared to be more effective than interven-
tions of 3 or 4 days, whereas even longer interventions (between 4 and 30 days) 
proved the most effective. Unfortunately, the authors did not present the results of 
the performance outcome measure separately. Instead, they combined perfor-
mance, study skills, and affect. It is, therefore, not certain whether this finding 
also holds for performance only. In addition, after reviewing the effects of various 
types of programs in reading and mathematics for both primary and secondary 
school students, Slavin and Lake (2009) found a duration effect. Shorter programs 
(with a minimum duration of 12 weeks) had a greater effect than longer ones (with 
a duration of at least 1 year).

Dignath and Büttner (2008) observed that in both primary and secondary 
schools, the duration of interventions in mathematics had a small effect on the 
students’ performance. Interventions including more sessions had a higher effect. 
However, intervention duration did not have a significant influence on the effect 
size with respect to reading/writing. Moreover, when the interventions for 
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reading/writing and mathematics were merged into a single analysis, no signifi-
cant effect of intervention duration was found.

Chiu (1998), Guskey and Pigott (1988), and Bangert-Drowns et al. (2004) 
found no significant effect for the duration of the intervention on its effectiveness. 
Chiu (1998), however, did find a small effect for intervention intensity, operation-
alized as the number of session days per week. Less intensive interventions were 
slightly more effective than more intensive programs. Bangert-Drowns et al. 
(2004) found no significant effect for intensity.

Cooperative Learning
After reviewing a large amount of research on cooperative learning, Slavin 

(1991) concluded that this approach is an effective method of teaching to enhance 
student performance. In learning strategy instruction interventions, it is quite 
common for cooperation to be used as a tool to support strategy learning. In addi-
tion, Dignath and Büttner (2008) argued that interventions based on cooperative 
learning produced a lower effect in primary school (d = −0.24) but a higher effect 
in secondary school (d = 0.56) compared with trajectories in which students were 
not stimulated to cooperate. A closer look at the data, however, showed that the 
negative effect in primary school was not significant.

Research Method
Hattie et al. (1996) examined whether the effect size of the interventions 

depended on the research design. They found that studies in which a control group 
or a pretest and posttest were used yielded a slightly lower effect size on the out-
come measure than studies based on other designs. However, these differences 
were not significant. The outcome measure consisted of three aspects, namely, 
performance, study skills, and affect.

Chiu (1998) investigated if the effect size was related to whether or not the 
participants or classrooms in the primary studies were randomly assigned to the 
control group and the experimental group. When the random assignment was the 
only variable in the regression analysis, no significant relationship was found, but 
after correction for other training characteristics, it appeared that studies based on 
random assignment produced a lower effect size than those using other methods. 
Chiu also examined whether the impact of the intervention could be explained by 
the phenomenon of participants in a study improving or modifying their behavior 
because they know that they are being monitored. The coders were asked to indi-
cate whether they thought the control group did or did not believe that it was 
receiving training. Unfortunately, the interrater reliability was too low to use this 
information in the meta-analysis.

Measurement Instrument
Hattie et al. (1996) reported a higher effect size when the training task and the 

performance goal were more closely related. Therefore, tests that measured near 
transfer yielded a higher effect size than those that measured further transfer of 
the learned task. In an analysis of 43 learning strategy instructions, Chiu (1998) 
found that the type of measurement instrument influenced the size of the interven-
tion effect. Nonstandardized tests resulted in an average d of 0.61, whereas 
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standardized tests produced an effect size of only 0.24. Moreover, this difference 
increased with correction for other intervention attributes.

Slavin and Madden (2011) observed a higher effect size for treatment-inherent 
measures than for treatment-independent measures. They reviewed the studies 
included in three meta-analyses by What Works Clearinghouse (WWC), of read-
ing programs for beginners and elementary and middle school mathematics. 
Treatment-inherent measures focused on the content taught in the experimental 
group but not in the control group, whereas treatment-independent measures 
emphasized the content equally in the experimental and the control groups. The 
authors observed that treatment-inherent measures were most commonly used to 
test curricular changes. Experimenters who wished to test an instructional pro-
gram, however, might be more inclined to use a treatment-independent test.

The Current Study

The studies described above show that the effectiveness of an intervention 
depends, at least to a certain extent, on attributes related to how the intervention 
is implemented and to the method of investigating its effect. However, not all 
studies yield the same picture. In the current meta-analysis, we systematically 
examined to what extent these attributes moderated the effects of interventions on 
student performance. Based on the results of this analysis, future intervention 
research can be optimized, and interventions can be implemented under optimum 
conditions, yielding a higher effect on students’ academic performance. Our 
research question was as follows: Is the effect of an educational intervention on 
students’ academic performance influenced by the attributes of the intervention 
and its effect study?

We examined the influence of two groups of attributes. The first group was 
made up of attributes related to the implementation of interventions. We distin-
guished the following attributes: (a) the subject domain in which the intervention 
was implemented, (b) the implementer, (c) the duration of the intervention, (d) the 
intensity of the intervention, and (e) whether or not students cooperated. Although 
this last attribute may seem a bit of an outlier, we included it because we noticed 
that many learning strategy instructions in our meta-analysis used cooperation as 
a supportive teaching method. The second group of attributes we examined related 
to the study method: how the effects of interventions were examined. We included 
the following attributes: (f) whether students were assigned randomly to the 
experimental and control groups, (g) whether the fidelity of the implementation 
was checked, (h) the perspective of the control group (business as usual or not), 
and (i) the type of measurement instrument used to evaluate the effect. We did not 
analyze differences related to the inclusion or exclusion of a control group or a 
pretest, as we only selected studies for our meta-analysis in which a control group 
and a pretest and posttest were used.

We used the data of a prior meta-analysis by Donker et al. (2014), who focused 
on the effect of learning strategy instruction on student academic performance. 
Donker et al. (2014) examined the effects of 14 learning strategies on student per-
formance and analyzed whether the intervention effect was related to the character-
istics of the students. The findings showed that learning strategy instruction that 
taught students how, when, and why to use learning strategies (i.e., general 
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metacognitive knowledge), and to plan (a metacognitive strategy), and addressed 
the value of the task (a motivational aspect) were the most effective in enhancing 
student performance. Addressing the goal orientation of students (another motiva-
tional aspect), on the other hand, had a negative impact on the intervention effect. 
The intervention effect of strategy instruction was not related to student characteris-
tics such as age, giftedness, special needs, or low socioeconomic status. To be able 
to control for the effects related to the instructional focus of the interventions, we 
took the strategies with a significant effect into account as covariates in the current 
meta-analysis. The influence of the subject domain and the measurement instrument 
were also examined in the meta-analysis by Donker et al. (2014). We summarized 
these findings in our study and analyzed them in a more in-depth manner.

The prior meta-research found large differences between the subject domains 
in which the interventions were implemented, although the effects were not 
always congruent. The results suggest that programs for reading comprehension 
have the lowest effect. In our study, we examined whether there were differences 
in intervention effect among the subject domains of reading, writing, mathemat-
ics, and science. Based on the findings of prior studies, we expected to find a 
lower effect for reading than for the other subject domains.

With respect to the implementer, we examined whether interventions imple-
mented by a researcher indeed differed in effect from those implemented by a teacher. 
We also investigated the impact of computer-based interventions. We expected to 
find a higher effect for researcher-implemented programs than for teacher-imple-
mented programs. However, we did not expect the average effect size of computer-
based interventions to deviate much from the effect of the other programs.

Next, we analyzed the relationship between the duration and the intensity of 
the intervention and its effect on student performance. Although the research lit-
erature suggests that these factors are not important moderators of the effect size, 
this finding is not what one would expect. We would expect longer interventions 
to have a larger impact on student performance. We speculated that the counterin-
tuitive findings in prior research might be the result of the researchers’ preference 
for selecting a particular test to evaluate the intervention effect that matches the 
subject taught. Large interventions are probably tested using a test that covers a 
larger study domain than short interventions. We therefore hypothesized that 
duration and intensity would only affect the estimated effect size of an interven-
tion if a test not specifically developed for the intervention was used as measure-
ment instrument. This type of test is generally less task-specific and measures 
student performance in a broader sense than tests that are specifically designed to 
estimate particular intervention effects.

With regard to cooperative learning, prior research suggests that interventions 
in which students cooperate are more effective than those where there is no coop-
eration among students. We tested whether this finding could be reproduced in our 
study. We expected that aspects of the research method such as the implementa-
tion fidelity check and situation of the control group might have a small influence 
on the estimated intervention effect. Checking the implementation fidelity may 
lead to a higher effect, and the control group being aware of taking part in an 
experiment could result in a lower effect, as in these studies, novelty effects were 
taken into account. On the other hand, we did not expect to find a large effect of 
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whether or not random assignment was applied, since we only included studies in 
our meta-analysis that took pretest scores into account.

Finally, the results of the prior research indicate that the measurement instru-
ment used to evaluate the intervention’s effectiveness influences the estimated 
effect. We expected that the effect would be higher when measured using a test 
specifically developed for the intervention than using an intervention-indepen-
dent test. Self-developed tests are considered to focus on the (very) near transfer 
of the task learned and independent tests on the further transfer. We also investi-
gated possible differential effects between standardized and unstandardized tests. 
Rosenshine (1994) has suggested that standardized tests are less sensitive to the 
measurement of intervention effects than other tests.

Method

Below, we briefly describe our search criteria for the initial study retrieval and 
indicate the eligibility criteria on which we based our choices regarding the inclu-
sion of studies in our meta-analysis. In addition, we explain the study coding proce-
dure and how we analyzed the data. For more information about the literature search 
we refer to the study by Donker et al. (2014) in which the same methods were used.

Literature Search

We started by searching the Internet databases, ERIC and PsycINFO. We 
decided to use a limited time span, from 2000 to 2011, concentrating on the most 
recent research studies. We took the year 2000 as starting point, because in that 
year, the Handbook of Self-Regulation by Boekaerts, Pintrich, and Zeidner was 
published, representing the beginning of a new era of research on this topic. The 
search terms we entered were “metacognit*” and “self-reg*,” which had to form 
part of the titles of the articles. With respect to advanced search options, we lim-
ited our search to articles written in English and published in peer-reviewed jour-
nals (so books and book chapters were excluded from our analysis).

Eligibility Criteria

Our principles for inclusion were all based on our main criterion: empirical 
studies dealing with learning strategy instruction aimed at improving academic 
achievement. This criterion meant that we exclusively selected articles that 
included the dependent variable, academic achievement (operationalized as perfor-
mance on one or more school subject domains). We excluded correlation studies 
that only examined the relationship between strategy use and student achievement. 
In these studies, learning strategy instruction is not implemented as training, so it 
is not possible to analyze the causal relationship between strategy instruction and 
student achievement. The other eligibility criteria included the following:

•• With respect to the subject domain, the focus had to be on core academic 
subjects, such as reading, writing, mathematics, and science. Subjects such 
as music, arts, and physical education were excluded, as we were particu-
larly interested in the effect of interventions on academic achievement in 
the core school domains.
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•• The research sample had to consist of primary or secondary school students 
up to and including the 12th grade, as in most European and the American 
school systems. This criterion was included to enable generalization of the 
results to school learning.

We also used the following methodological criteria to select studies of sufficient 
quality:

•• The research design had to include a control group. If a control group were 
not included, it would be unclear if the results of the experimental group 
were explained by the intervention or by other factors.

•• The research had to provide pretest and posttest measures. Studies that did 
not provide pretest scores were only included if it was indicated that there 
were no initial differences between the control group and the experimental 
group. We did not include studies with random assignment of students or 
classes to the experimental and the control group and which reported post-
test data only, if they did not report that there were no initial differences 
between the experimental and the control groups: Use of random assign-
ment does not necessarily mean that there were no pretest differences 
between the two groups.

•• The study samples had to include at least 10 students per group. We used 
this criterion to ensure that the effect size (Cohen’s d) would be approxi-
mately normally distributed (Hedges & Olkin, 1985).

Coding

The first two authors coded all articles. The intercoder reliability was based on 
10 articles that these authors coded independently. With a 96% agreement, the 
intercoder reliability of the attributes was high. Table 1 presents an overview of 
the studies and their characteristics. We have highlighted the variables relevant to 
the current meta-analysis:

•• Subject domain: We coded the subject domains in which the interventions 
were implemented, distinguishing five categories, including (comprehen-
sive) reading, writing, mathematics, science, and other.

•• Implementer of the training: Here we coded three categories, researcher or 
research assistant, teacher, and computer.

•• Duration of the intervention: This was coded in weeks.
•• Intensity of the intervention: This was coded as the number of sessions per 

week.
•• Intensity of each session: This was coded as the duration of each session in 

minutes.
•• Cooperation: This was decided in terms of whether the training focused on 

cooperative or on individual learning. We distinguished three categories: 
cooperation in intervention group and in control group, cooperation in 
intervention group but not in control group, and no cooperation in either 
group.
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•• Random assignment: This was coded as “1” when students or classes were 
randomly assigned to the experimental group and the control group and 
coded as “0” otherwise.

•• Fidelity of the implementation: We distinguished three categories: studies that 
reported that the fidelity of the implementation was checked and was good 
(fidelity yes), studies in which there was no mention of a fidelity check (fidel-
ity no), and (3) studies in which the fidelity was not checked but in which the 
researcher himself or the computer was the implementer (fidelity no but). We 
distinguished this last category as we assumed that when the researcher or the 
computer implemented the intervention, there was less chance of the interven-
tion not being implemented as it should be compared with if the intervention 
was implemented by the teachers or the research assistants.

•• Situation of the control group: This was coded as “0” if the control group 
had their normal lessons (business as usual) and coded as “1” if the teacher 
or the students perceived that the lessons were not as usual and were part 
of an experiment. It was not always clear what the situation of the control 
group was. To reduce interpretation differences, only one of the authors 
coded for this variable.

•• Measurement instrument: We distinguished three types of instruments used 
to assess the effects of the interventions: tests developed by the researcher 
himself to test the effect of the intervention (further referred to as self-
developed tests), unstandardized tests developed independently of the 
intervention, and standardized tests (which were also developed indepen-
dently of the intervention). We did not distinguish between treatment-
inherent and treatment-independent measures, as Slavin and Madden 
(2011) did, because all studies in our meta-analysis tested an instructional 
change. In experiments where instructional programs are tested, as in our 
case, treatment-inherent performance tests are not commonly used.

Analysis

Meta-analysis is a statistical technique by which the quantitative results of 
multiple studies focused on one particular research question are combined. In a 
metastudy, the unit of analysis is not the individual participant, as is the case in 
primary studies, but the effect size determined on the basis of these primary stud-
ies’ outcomes. A meta-analysis enables one to systematically review multiple 
studies on the same subject. The summary effect can be calculated based on all 
studies included in the meta-analysis. Furthermore, it can be examined if there are 
moderators that influence the size of the effect. In a meta-analysis, each primary 
study is assigned a different weight, depending on the precision with which the 
effect size has been measured. In computing a summary effect, effect sizes mea-
sured with greater precision are, therefore, given more weight. In general, studies 
with larger sample sizes are measured with greater precision. The exact weight 
assigned to each study is the inverse of the variance (1/variance).

To perform our meta-analysis, we used the statistical packages, Comprehensive 
Meta-Analysis (CMA) Version 2, developed by Biostat (see www.meta-analysis.
com), and Hierarchical Linear Modeling (HLM) Version 6, developed by 
Raudenbush, Bryk, and Congdon (2004). Because the interventions included in 
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the meta-analysis differed in many respects, we used a random effects model to 
estimate the weighted average effect size. To prevent extreme effect sizes of indi-
vidual studies from influencing the results in an unrepresentative way, we adjusted 
these values through Windsorizing (Lipsey & Wilson, 2001). Outliers were 
recoded to the general unweighted mean of the effect sizes plus or minus two 
times the standard deviation. Because of this, the results should more strongly 
reflect the average tendencies of the interventions included in the meta-analysis.

CMA was used to compute the effect size and the variances of the individual 
interventions. First, the standardized mean difference d was computed based on 
the pretest and posttest scores of the experimental and the control group. Because 
d tends to overestimate the effect in small sample sizes, we had the program con-
vert d into Hedges’s g, which is the unbiased estimate of the population standard-
ized mean difference. CMA was also used to calculate average weighted effect 
sizes and analyze publication bias. We applied hierarchical linear modeling to 
perform a metaregression analysis with multiple predictors. A metaregression is 
like a normal regression analysis, except that in the former, the predictors or mod-
erators are categorized at the level of the interventions and the dependent variable 
is the size of the effect of these interventions.

We used metaregression analysis to examine the influence of the attributes on 
the intervention effect size. For each attribute, we tested a model using the inter-
vention effect size as criterion, the attribute as predictor, and the significant learn-
ing strategies as covariates. We included these strategies to correct for the effect 
related to the instructional focus of the interventions. The significant strategies 
were general metacognitive knowledge, planning, task value, and goal orienta-
tion, as indicated in the study by Donker et al. (2014). The resulting regression 
equations were of the following type:

Effect size  intercept general metacognitive knowledge= + +B BB

B B B

planning

task value goal orientation attribute+ + +

In the results section, we only report the effects of the covariates in the final 
analyses in which we examined the joint effects of multiple attributes.

Results

Description of the Studies Included in the Meta-Analysis

The literature search resulted in 58 studies that met our eligibility criteria. 
Several of these studies reported the effects of multiple intervention types, with a 
unique experimental group for each intervention. The resulting number of inter-
ventions (and consequently also the number of different experimental groups) in 
our meta-analysis was 95. About half of the interventions focused on primary 
school students and the other half on secondary school students (the average grade 
level was 6.4, SD = 2.2). The interventions were conducted in various countries: 
the majority were in the Middle East (38.9%; mostly in Israel), followed by 
Europe (30.5%), North America (24.2%), Asia (5.3%), and Australia (1.1%). The 
studies were published between 2000 and 2011. The average number of students 
in the experimental group was 60.1 (SD = 61.8; minimum = 12; maximum = 400).
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Of these 95 interventions, 23 focused on reading comprehension, 16 on writ-
ing, 44 on mathematics, 9 on science, and 3 on other subjects. Almost two thirds 
of the interventions were implemented by the teacher, about 22% by the 
researcher or the researcher’s assistant, and another 15% via the computer. On 
average, instruction took 13 weeks, although the variability in duration was quite 
large (SD = 10.7 weeks; minimum = 1 week; maximum = 40 weeks). The aver-
age number of sessions per week was 2.3 (SD = 1.6; minimum = 0.3; maximum 
= 5), and the average duration of each session was 48 minutes (SD = 18.7 min-
utes; minimum = 10 minutes; maximum = 90 minutes). Unfortunately, 22 studies 
did not report the interventions’ duration, 29 did not indicate their intensity, and 
23 did not provide information on the duration of a session. In 37 programs, the 
students in the intervention group cooperated with one another. In 20 of these 
programs, the control group was also allowed to cooperate.

The effectiveness of the 95 interventions on student performance was mea-
sured by administering a total of 180 tests. The majority of these tests (122) were 
self-developed; 50 tests were developed independently of the intervention, of 
which 30 were standardized tests. No information was provided for 8 tests. In 
almost all cases, the research design was a pretest-posttest control group approach. 
Only 5 interventions used a posttest-only control group design (but indicated that 
there were no initial differences between the experimental group and the control 
group) and 4 interventions used both designs. Sixty-four of the 95 interventions 
randomly assigned students to the experimental and control groups, and imple-
mentation fidelity was checked in 50 interventions. In 17 cases, there was no 
fidelity check, but the intervention was implemented by the researcher himself, or 
by the computer. Finally, for 55 interventions, we coded the situation of the con-
trol group as business as usual; in the other interventions, the students in the con-
trol group perceived that they were taking part in an experiment.

We computed the summary effect of all 95 interventions, resulting in an aver-
age (weighted) effect size (Hedges’s g) estimate of 0.66 (SE = .05, confidence 
interval [CI] = 0.56–0.76). Following Cohen (1988), this is a medium to high 
effect size. The Q statistic indicates that there was significant heterogeneity 
among the effect sizes (Q = 439.3; df = 94; p = .000), which means that it is 
unlikely that all interventions shared the same true effect size. The I2 was 78.6, 
which suggests that 78.6% of the dispersion of the interventions’ effect sizes 
reflects real differences in true effect size and that only 21.4% was due to random 
error. The estimated variance of the true effect sizes (T2) was .17.

We also tested whether there was any publication bias. We used Duval and 
Tweedie’s trim and fill method for a random effects model to see if any studies 
were missing in the meta-analysis (Borenstein, Hedges, Higgins, & Rothstein, 
2009; Peters, Sutton, Jones, Abrams, & Rushton, 2007), but this seemed not to be 
the case. It is unlikely, therefore, that the results were significantly affected by 
publication bias. This result was supported by the classic fail-safe Ns of Rosenthal 
(1979), which was 5,196, and Orwin (1983), which was 777, indicating that 5,196 
and 777 interventions, respectively, would have been needed to be added to the 
meta-analysis, with an effect size of 0, before the effect found would have become 
nonsignificant at p < .05.
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Effects of the Attributes

Subject Domain
Most interventions in our meta-analysis were directed at one of the four sub-

ject domains: reading comprehension, writing a text, mathematics, and science. 
Table 2 depicts the average effect estimated for each subject domain (see the 
column with Hedges’s g; in this analysis, we did not correct for the learning 
strategies). Table 2 shows that learning strategy instruction has the largest aver-
age effect on student performance for the subject writing a text. With a Hedges’s 
g of 1.25, this effect is very high. For the other subjects, the effect size is much 
lower, although it is still considerable for science and mathematics. For reading 
comprehension, the effect of strategy instruction on student performance is, on 
average, small to moderate. The three interventions applying to other subjects 
have no significant effect on student performance. An analysis of variance for 
meta-analytical data proved that the between-subject differences were signifi-
cant, Q-between(4) = 27.6, p < .01.

To examine the between-subjects differences more thoroughly, we per-
formed a metaregression analysis. This allowed us to compare two separate 
groups with each other rather than analyzing the between-groups differences as 
a combined whole. In addition, we were able to correct for the effects that 
related to the learning strategies taught by including them as covariates. The 
findings of the analysis revealed that the average effect of strategy instruction 
was significantly higher in writing than in all other subjects. Furthermore, the 
average effect of the instruction in reading comprehension was significantly 
lower than in writing, mathematics, and science but not so compared with the 
other-subject interventions. The effects for mathematics, science, and the cat-
egory other subjects did not differ significantly from each other. The last col-
umn of Table 2 shows the metaregression results with the subject domain 
reading comprehension as the reference category. In comparison with the 
regression model with covariates only, the subject domain explained 33.1% of 
the variance in effect size.

Table 2

Mean effect size per subject domain and metaregression

Subject n Interventions Mean Hedges’s g (SE) Regression, B (SE)

Intercept .17 (.08)*
Reading 23 0.36 (.08)**  
Writing 16 1.25 (.12)** .65 (.13)**
Math 44 0.66 (.06)** .32 (.08)**
Science   9 0.73 (.13)** .33 (.12)**
Other   3 0.23 (.23) .06 (.20)

Note. In the regression analysis, the reference category for the subject domain was “reading.” The 
significant strategies were included as covariates in the regression model; the mean Hedges’s g was 
computed without these covariates.
**p < .01. *p < .05.
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Implementer of the Intervention
The meta-analysis included 21 interventions implemented by the researchers 

or their assistants. In 17 of these interventions, the control group was taught by the 
regular teacher. Of the 16 interventions in which the computer provided the 
instruction, in 15 the control group also received instruction from the computer. 
The implementer of one intervention was unknown. Table 3 provides the results 
of the analysis of the implementer’s influence on the effectiveness of the interven-
tion. It appeared that interventions implemented by the researcher or the research-
er’s assistant had the largest effect. The average effect of interventions implemented 
by the teacher was about the same as those provided via the computer. A meta-
analysis of variance, however, indicated that there were no significant between-
groups differences, Q-between(2) = 5.2, p = .07. For the interventions implemented 
by the researcher or assistant, we also examined whether there were differences 
related to the instructor of the control group. It appeared, however, that the effect 
size was not influenced by whether the control group was also taught by the assis-
tant/researcher or the regular teacher, Q-between(1) = 0.6, p = .43.

We examined the group differences more thoroughly using metaregression. In 
this analysis, the learning strategies served as covariates. In this way, we could 
correct for differences related to the instructional focus of the interventions. The 
analysis revealed significant differences in effect between interventions imple-
mented by the assistant or the researcher and those implemented by the teacher or 
using a computer. There were no differences in effect between interventions 
implemented by the teacher and those provided via the computer. The imple-
menter explained 6.6% of the variance in effect size.

Duration of the Intervention
We found a small effect of the duration of the intervention on its effectiveness. 

Longer interventions had a slightly smaller effect on student performance than 
shorter ones. Metaregression analysis with the learning strategies as covariates 
and duration as predictor reported an unstandardized regression coefficient of B = 
−.01 (SE = .00) for the number of weeks that the intervention took. This finding 
implies that an intervention with a duration of 10 weeks had on average a 0.1 

Table 3

Mean effect size per implementer and metaregression

Implementer n Interventions Mean Hedges’s g (SE) Regression, B (SE)

Intercept .49 (.11)**
(Assistant) researcher 21 0.93 (.15)**  
Teacher 57 0.60 (.06)** −.20 (.10)*
PC 16 0.55 (.06)** −.02 (.14)

Note. In the regression analysis, the reference category for the implementer was “assistant/
researcher.” The significant strategies were included as covariates in the regression model; the mean 
Hedges’s g was computed without these covariates.
**p < .01. *p < .05.
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higher effect size than an intervention of 20 weeks. The duration of the interven-
tion explained 20.2% of the variance in effect size.

Intensity of the Intervention
Metaregression analysis with the learning strategies as covariates and intensity 

as predictor showed that the intervention’s intensity, measured as the number of 
sessions per week, had no significant influence on its effectiveness. The regres-
sion coefficient for intensity was B = −.01 (SE = .01). The intensity of the inter-
vention explained no variance in effect size.

Intensity of Each Session
The duration of the sessions had a small influence on the intervention effect. 

The metaregression showed a very small but significant regression coefficient for 
this attribute (B = .0045; SE = .00). Interventions with more intensive sessions had 
a slightly higher effect than interventions with less intensive sessions. The regres-
sion coefficient indicates that a difference in session duration of 30 minutes 
resulted in an effect size difference of 0.14. The duration of the sessions explained 
no variance in effects, however.

Cooperation During the Intervention
Table 4 presents the average effect size for interventions in which both the 

intervention group and the control group cooperated, those in which neither 
group cooperated, and those in which only the intervention group cooperated. 
The table shows that there are some small differences among the groups which 
are significant, Q-between(2) = 6.0, p = .05. We were especially interested in 
whether cooperation had a positive influence on the effectiveness of the inter-
ventions. We therefore compared the effects of the programs in which the inter-
vention group cooperated but the control group did not with the effects of the 
other programs. We used a metaregression analysis with the learning strategies 
as covariates. The last column of Table 4 displays the results. It appeared that 
interventions in which students were allowed to cooperate had a lower effect 

Table 4

Mean effect size for cooperation and metaregression

Cooperation n Interventions Mean Hedges’s g (SE) Regression, B (SE)

Intercept .41 (.07)**
Cooperation in ig but not 

in cg
17 0.73 (.14)** −.23 (.10)*

Cooperation in ig and cg 20 0.84 (.09)**  
No cooperation in ig or cg 58 0.58 (.06)**  

Note. In the regression analysis, the reference category for cooperation was “intervention group and 
control group both do or do not cooperate.” The significant strategies were included as covariates in 
the regression model; the mean Hedges’s g was computed without these covariates. Ig = intervention 
group; cg = control group.
**p < .01. *p < .05.
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on average than those without cooperation. Cooperation explained 11.2% of 
the variance in intervention effect.

Random Assignment
The average effect for intervention studies with random assignment was higher 

(g = 0.70, SE = .06) than for interventions without random assignment (g = 0.58,  
SE = .09). This difference was not significant though. The findings of the metare-
gression analysis, in which we corrected for the significant learning strategies, 
also showed that there was no difference in effect between interventions in which 
students or classes were randomly assigned to the experimental and control groups 
and those without random assignment. The regression coefficient for random 
assignment was .02 (SE = .08; the reference category was “no random assign-
ment”). This attribute did not explain any variance in the intervention effect.

Fidelity of the Implementation
Table 5 shows the results of the moderator analysis for the implementation 

fidelity. It appeared that there were no differences in effect related to the fidelity 
of the intervention implementation. This attribute did not explain any variance.

Situation of the Control Group
Interventions in which the control group’s situation was business as usual had 

an average effect of 0.61 (SE = .07). Interventions with a different situation for the 
control group had an average effect of 0.72 (SE = .06). This difference was not 
significant. However, the metaregression analysis with the learning strategies as 
covariates did show a difference in effect. The effect for the studies with the busi-
ness as usual control group was 0.23 (SE = .08) lower than for the other studies. 
The situation of the control group variable explained 14.8% of the variance in the 
intervention effect.

Measurement Instrument
The findings of a metaregression analysis with the learning strategies as covari-

ates and the measurement instrument as the predictor showed that self-developed 

Table 5

Mean effect size for implementation fidelity and metaregression

Implementation 
fidelity checked n Interventions Mean Hedges’s g (SE) Regression, B (SE)

Intercept .36 (.08)**
Fidelity yes 50 0.71 (.07)**  
Fidelity no but 17 0.58 (.09)** .06 (.11)
Fidelity no 28 0.61 (.09)** .05 (.09)

Note. In the regression analysis, the reference category for implementation fidelity was “fidelity 
yes.” The significant strategies were included as covariates in the regression model; the mean 
Hedges’s g was computed without these covariates.
**p < .01. *p < .05.
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tests yielded a 0.25 (SE = .08) higher effect size than intervention-independent 
tests; the difference is significant. The measurement instrument explained 19% of 
the variance in the effect size. Chiu’s (1998) research indicated that standardized 
tests yield a lower effect size than unstandardized tests. We therefore also checked 
for these differences. We found that standardized tests yielded an effect size that 
was 0.43 (SE = .07) lower than that for unstandardized tests. Distinguishing 
between these two types of measurement instrument explained 52.1% of the vari-
ance in the intervention effect.

The Simultaneous Analysis of the Attributes
Thus far, we examined the effect of each individual attribute on student perfor-

mance. Next, we addressed the effects of the significant attributes simultaneously. 
Table 6 reports the results of our metaregression analysis with the learning strate-
gies as covariates. Only the difference between reading and writing interventions 
and writing and math interventions remains significant, as does the effect of the 
intensity of the sessions. The difference between the assistant/researcher as imple-
menter of the intervention and the computer as implementer became significant. 
The effects of the other attributes were not significant, presumably because of the 
large number of variables in the model in combination with a modest number of 
cases (interventions). The significant attributes together explained 55.1% of the 
variance in intervention effects compared with the model with only the learning 
strategies as covariates (the variance of the covariates-only model was .107. As an 
aside, the learning strategies explained 40.5% of the variance compared with the 
empty model [without variables]. The variance of the empty model was .181).

We then performed a forward regression analysis to examine if a model with 
fewer attributes would yield a different picture. We started with the model with 
the covariates only, and in every step, we included the attribute that explained 
most variance. This resulted in a model with four attributes. Adding more attri-
butes did not improve the model fit in terms of percentage explained variance in 
intervention effect. Table 6 displays this forward regression model. This model 
explained 63.2% of the variance in the intervention effect compared with the 
model with only the learning strategies as covariates. It shows that interventions 
implemented by the assistant/researcher had a higher effect than those imple-
mented by the teacher or the computer. The difference in effect between teachers 
and computers was not significant. Furthermore, the duration of a session still 
slightly influenced the intervention effect. A 30-minute difference in duration 
resulted in an average effect size difference of 0.12, with longer sessions being a 
little more effective than shorter ones. The effect of cooperation was not signifi-
cant (p = .052) but suggests that allowing cooperation between students during an 
intervention reduces its effect. Finally, the difference in effect between standard-
ized and unstandardized tests is still present.

Because forward regression analysis, like other stepwise regressions, has the 
disadvantage that it yields results that are not replicable (Lewis, 2007; Thompson, 
1995), we examined whether two other models, one containing all implementa-
tion attributes and one containing all attributes related to the study method, would 
produce comparable results. Table 6 also displays these models and shows that 
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many of the same attributes appear to have a significant influence on the interven-
tion effect as were included in the forward regression model. The model contain-
ing the implementation attributes shows significant effects for subject domain, the 
implementer, and the intensity of each session and an almost significant effect for 
cooperation (p = .051). The model containing the attributes related to the study 
method shows a significant effect for the measurement instrument only. The final 

Table 6

Metaregression with multiple attributes

Variable
Significant 

attributes, B (SE)
Forward 

regression, B (SE)
Implementation 

attributes, B (SE)
Study method 

attributes, B (SE)

Intercept .47 (.17)** .53 (.12)** .29 (.14)* .64 (.11)**
General 

metacognitive 
knowledge

.19 (.08)* .20 (.07)** .21 (.08)* .21 (.07)**

Planning .21 (.07)** .21 (.07)** .20 (.08)* .14 (.07)
Task value .64 (.23)** .81 (.20)** .61 (.23)** .88 (.20)**
Goal orientation −.19 (.14) −.21 (.11) −.26 (.15) −.26 (.12)*
Subject
  Writing .32 (.16)* .53 (.14)**  
  Math .07 (.14) .28 (.10)**  
  Science .12 (.16) .34 (.13)*  
  Other −.06 (.20) −.07 (.35)  
Implementer
  Teacher −.16 (.09) −.17 (.08)* −.20 (.09)*  
  PC −.28 (.14)* −.28 (.12)* −.27 (.14)*  
Duration of 

intervention
−.00 (.00) −.00 (.00)  

Intensity of 
intervention

.01 (.01)  

Intensity of each 
session

.004 (0.002)* .004 (.001)** .003 (.002)*  

Coop in ig but not 
in cg

−.18 (.09) −.16 (.08) −.18 (.09)  

Random assignment −.09 (.07)
Fidelity
  Fidelity no but −.04 (.10)
  Fidelity no .02 (.08)
Cg not as usual .05 (.09) .07 (.08)
Standardized test −.30 (.15) −.45 (.08)** −.42 (.09)**
Variance .048 .039 .057 .054

Note. The reference category for the strategies is “strategy not included in intervention”; for the subject “reading”; 
for the implementer “assistant/researcher”; for cooperation “intervention group and control group both do or do 
not cooperate”; for random assignment “yes”; for check of implementation fidelity “yes”; for the situation of the 
control group “business as usual”; and for the measurement instrument “unstandardized test.” Ig = intervention 
group; cg = control group.
**p < .01. *p < .05.
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forward regression model, however, explains more variance in intervention effect 
than do these two additional models.

Discussion

In this meta-analysis, we examined whether the effect of an educational inter-
vention on students’ academic performance was influenced by (a) the attributes of 
the intervention related to the implementation and (b) the attributes related to the 
method used to examine the effect of the intervention. Prior meta-analyses have 
suggested that these attributes do matter. However, in almost all of these studies, 
the investigation of these effects was merely a side issue. And more important, 
they did not always produce the same results. Through our meta-analysis, we 
aimed to offer a clearer picture of the effects of these attributes. Although this 
study included 95 learning strategy instruction interventions, we believe that its 
findings are also relevant to other educational instructions and their effect studies. 
The generalizability to interventions in educational settings with a nonacademic 
focus, such as students’ behavioral problems, motivation, or classroom manage-
ment, may be problematic, because the goals of these types of interventions are 
different from those of instructional interventions. However, we believe that the 
findings can be generalized to educational interventions with different instruc-
tional content, but focusing on similar goals, namely, enhancing students’ aca-
demic performance. The attributes examined in the current meta-analysis are 
common characteristics of instructional interventions and are not unique to learn-
ing strategy instructions. Therefore, we assume that the findings also apply to 
other types of educational instruction interventions and argue that the results of 
this meta-analysis can be used to improve future interventions, enabling these to 
be implemented under the best conditions and with good experimental designs in 
which to examine their effects.

We examined the influence of the following attributes: the subject domain in 
which the intervention was implemented, the implementer, the duration of the 
intervention, the intensity of the intervention (number of sessions per week and 
duration of each session), whether cooperation was included, the random assign-
ment of students to the experimental group and the control group, the implementa-
tion fidelity, the situation of the control group, and the type of measurement 
instrument used to evaluate the intervention. The findings of the analyses, in which 
we examined the effect of each attribute separately, indicated that except for the 
attributes random assignment, implementation fidelity, and number of sessions per 
week, all attributes were significantly related to the intervention effect. Analyzing 
the effects of the significant attributes simultaneously resulted in a model with too 
many predictors relative to the number of interventions included in the meta- 
analysis. We therefore executed a forward regression analysis to obtain a model 
with fewer predictors but with better interpretable results. We recognize that for-
ward regression analysis has several disadvantages, as discussed by Lewis (2007) 
and Thompson (1995). Lewis (2007) suggested that a better method for model 
building is to determine the order in which the predictors are included in the regres-
sion analysis based on theory and prior findings. In our view, however, there was 
no logical order of predictors for the current study. To verify the forward regression 
model results, we tested two additional models, one for each group of attributes. 
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These models yielded many of the same significant predictors as were included in 
the final model of the forward regression analysis. In addition to the learning strat-
egies as covariates, the final forward regression model included the attributes 
“standardized versus unstandardized measurement instrument,” the implementer 
of the intervention, student cooperation, and the duration of each session. These 
variables were, therefore, likely to be the most important predictors of the interven-
tion effect. Together, they explained 63.2% of the variance in intervention effect 
size, indicating that it is important to take into account not only the aspects related 
to the instructional focus of an intervention but also these attributes in order to 
optimize the implementation of the intervention and its effect study. We now dis-
cuss the effect of each attribute we examined.

We first examined the influence of the subject domain in which the instruction 
was provided. It appeared that interventions in reading comprehension, writing, 
math, and science significantly enhanced student performance but that there were 
large differences in their effect size. The simultaneous analysis of all significant 
attributes indicated that part of these differences related to other attributes, as the 
differences in effect between the subject domains were reduced when we took the 
other significant attributes into account. These results suggested that writing inter-
ventions had a greater effect than interventions in the other subject domains. The 
forward regression analysis, however, showed that the subject domain was not an 
important moderator of the intervention effect. On the basis of the findings of 
prior meta-analyses, we expected to find a lower effect for interventions in read-
ing comprehension. We did find this result, but only in the analyses in which we 
did not take the attributes related to the study method into account. A possible 
explanation for the finding that the effect for writing is higher than that for the 
other subjects may be that this subject is taught less frequently and explicitly to 
students than the other subjects. Students’ performance in writing might, there-
fore, be more susceptible to instruction than in the other subject domains.

With respect to the implementer of the intervention, our results revealed that 
instruction provided by the assistant or the researcher produced a greater effect 
than that provided by the teacher or the computer. The teacher and the computer 
were equally effective in implementing an intervention. Prior meta-analyses have 
also indicated that researcher-implemented interventions have a larger effect than 
instructions provided by the teacher (Chiu, 1998; Dignath & Büttner, 2008). We 
hypothesized that interventions implemented by the assistant or the researcher 
would have a higher effect than those implemented by the teacher because the 
latter would perhaps be less motivated and would not implement the intervention 
properly, would be less confident, and would be less inclined to “teach to the test” 
than researchers. Another possible reason is the novelty effect that occurs when 
the researcher is the implementer. In our analysis, we could only check whether 
the implementation fidelity influenced the intervention effect and whether novelty 
effects occurred; that is, whether students put more effort into their work because 
they found it interesting that a person other than the regular teacher came to teach 
them. Our findings indicated that studies in which the implementation fidelity was 
checked did not differ in their effect from studies in which this was not checked. 
Therefore, it is not likely that differences in implementation fidelity between 
researchers and teachers explain the influence of the implementer on the effect 
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size. We did expect to find some effect of implementation fidelity, though. 
Apparently, however, checking implementation fidelity was not necessary for the 
intervention to be a success. The findings of prior research indicate that teachers 
do not always implement programs properly (Datnow & Castellano, 2000). Even 
if this was the case in the studies we included in the meta-analysis, teachers may 
still have implemented the critical components.

We examined the possibility of novelty effects by comparing the effect in two 
situations, one in which both the experimental and the control groups were taught 
by the assistant or the researcher and one where the experimental group was 
taught by the assistant or the researcher and the control group by the regular 
teacher. If novelty effects occurred, they would only be visible in the second situ-
ation. The results, however, showed that the average effect sizes in the two situa-
tions did not differ significantly. In addition, we examined whether the estimated 
intervention effect was lower when the control group perceived that they were 
taking part in an experiment instead of having normal lessons. In these studies, 
novelty effects could no longer explain the intervention effect. However, the 
results did not indicate the presence of a novelty effect. Therefore, novelty effects 
were not the explanation for the greater effect of interventions implemented by 
the assistant or the researcher. Actually, we initially found that the effect was 
lower in studies in which the control group had normal lessons instead of an 
experiment-like situation. However, in the simultaneous analysis of the signifi-
cant attributes, this effect became almost zero and was no longer significant. We 
should note that the result with respect to the situation of the control group is not 
of high confidence. We agree with Chiu (1998) that coding this aspect was often 
not easy, as in many articles it was not clearly described whether the control group 
had normal lessons or whether there was a special, experiment-like, situation.

We also analyzed the effect of the interventions’ duration (measured in weeks) 
and found a very small relationship between their duration and their effectiveness. 
Longer interventions had a slightly lower effect than shorter ones. Moreover, 
when the other attributes were taken into account, the effect of the duration of the 
intervention became nonsignificant. These results largely resemble the findings of 
the prior meta-analyses. However, the finding that an intervention’s duration has 
little or no influence on its effectiveness is a remarkable one, to say the least. A 
possible explanation is that researchers tend to choose a measurement instrument 
that best fits the task: Since short interventions are likely to focus on a relatively 
specific task, the effect is likely to be estimated using a test suitable for measuring 
this particular item. In contrast, longer interventions are likely to be aimed at less 
specific tasks, while their effect is probably estimated using a test that measures 
student performance in a broader manner. The results of the simultaneous analysis 
of the significant attributes, however, indicated that this hypothesis is not true. In 
this analysis, we included the type of measurement instrument as predictor and 
found no effect of the intervention’s duration. An additional analysis with the 
measurement instrument and the duration as the only predictors produced the 
same finding. It also did not seem as if short interventions had a narrower instruc-
tional focus than longer interventions. We compared the number of learning strat-
egies addressed in the interventions but found no association with the interventions’ 
duration.
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The intensity of the intervention, the number of sessions per week, did not 
affect its effectiveness, but the duration of each session did to a very small extent. 
The sessions in this meta-analysis lasted between 10 and 90 minutes, and within 
this range, longer sessions were somewhat more effective than shorter ones. This 
finding can be explained by the fact that students need appropriate time to master 
new skills and that short training sessions may not be sufficient for students who 
need more learning time. Also, very short sessions may not allow teachers enough 
time to provide students with individualized feedback and correctives. These fac-
tors are important components of effective instruction (Creemers, 1994; Guskey, 
2007).

Next, we examined whether cooperative learning had a positive influence on 
the effectiveness of the interventions, but this was not the case. The contrary was 
true: Cooperation negatively affected the intervention effect. Among other 
researchers, Slavin (1991) reviewed the large amount of research on cooperative 
learning, concluding that this concept is an effective teaching method to enhance 
student performance. Our finding that cooperation adds no value to the effective-
ness of learning strategy interventions is, therefore, not what we would have 
expected. One possibility is that learning strategy instruction is so effective in 
itself that cooperative learning cannot add any more value to it. Another explana-
tion can be found in Slavin’s review: Cooperative learning can take several forms 
that differ in effectiveness. Perhaps cooperative learning was not implemented 
very successfully in the interventions included in our meta-analysis, as it was not 
the major focus of the researchers.

Slavin (1991) reported that to enhance student performance, cooperative learn-
ing should include the two elements, group goals and individual accountability. 
Groups have to work together to reach a goal, and the group’s evaluation depends 
on the performances of all group members. Most interventions in the current 
meta-analysis did not contain these elements. The meta-analysis by Dignath and 
Büttner (2008), however, did show a positive effect of cooperative learning in 
learning strategy instruction. Although the authors found no positive effect of 
cooperative learning for interventions implemented in primary schools, they did 
observe positive impacts of cooperation in secondary school interventions. In an 
additional analysis, we checked if differences in effect could be found between 
primary and secondary education, but this was not the case. An explanation for the 
mixed results of the current meta-analysis and that of Dignath and Büttner (2008) 
might be that we also checked whether the students in the control group cooper-
ated. It appeared that in more than half of the interventions where the students in 
the intervention group cooperated, the control group also did. This situation might 
have also been the case in the other meta-analysis, some of whose results were 
possibly influenced by this condition (although then, no significant effect for 
cooperation would have been more likely).

We then examined the effect of the application of random assignment, but as 
we expected, this attribute was not related to the intervention effect. This finding  
is likely to be because all studies included in the meta-analysis corrected for pre-
test differences between the experimental and the control groups. Finally, we 
investigated the influence of the type of measurement instrument used to evaluate 
the interventions’ effectiveness. We examined the differences between 
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tests developed by the researcher himself, especially designed to estimate the 
intervention effect, and intervention-independent tests (including unstandardized 
as well as standardized tests), and also the difference in effect measured using 
standardized and unstandardized tests (including the self-developed tests). Both 
distinctions were relevant, but the latter explained by far the most variance in 
effect. In accordance with the findings of Chiu (1998), we found that standardized 
tests yielded a lower effect than unstandardized ones. This attribute explained the 
most variance of all attributes examined in this meta-analysis. The difference in 
effect supports Rosenshine’s (1994) suggestion that standardized tests are less 
sensitive in measuring intervention effects than other types of tests. Standardized 
tests probably measure student performance in a broad sense and are not focused 
on task-specific student performances. The interventions included in this meta-
analysis may have been focused on a relatively small domain and, therefore, did 
not improve student performance as much on standardized tests as on other tests.

Limitations

The interventions examined in this study differed from one another in many 
respects. However, we were not able to take all these differences into account. To 
give an example, a meta-analysis can include one variable per approximately 10 
interventions (Borenstein et al., 2009). Although with 95 interventions in total, we 
were able to include many attributes that had been coded, we could not control for 
all. We therefore chose to only include the learning strategies that appeared sig-
nificant in a prior metastudy as covariates (Donker et al., 2014) and then to ana-
lyze the effects of their attributes. Because of this constraint in sample size, we do 
not know if a variable that was not included in the analysis might have influenced 
the results. Furthermore, all interventions were focused on learning strategy 
instruction; therefore, we do not know for sure whether the findings on the influ-
ence of the interventions’ attributes can be generalized to other types of educa-
tional instruction. However, we believe that although the effect sizes of the 
attributes of the various types of educational interventions may differ to some 
extent, the trends found can also be related to fields other than learning strategy 
instruction. Another aspect that most likely confused our findings is that the effect 
sizes of the interventions were measured using a large spectrum of different tests. 
These tests were, of course, not calibrated, whereby the ways in which student 
performance was measured varied. In addition, on taking a closer look at the 
effect sizes estimated, we noticed that there were large differences within indi-
vidual interventions. This large differentiation made it more difficult to compare 
the effects of the interventions and analyze the impact of the attributes.

Nevertheless, despite the limitations of meta-analytical research, this approach 
yields more reliable conclusions than a single primary study does. In meta-analy-
sis, the measurement and implementation errors of the primary studies are aver-
aged out, which leads to more balanced results. Therefore, it is a valuable method 
to summarize the findings of primary studies. As such, the findings of the current 
study contribute to the body of knowledge about the influence of the attributes of 
educational interventions and their effect studies on the effectiveness of these 
interventions and the quality of their effect studies, in particular that of learning 
strategy instruction.

 at PENNSYLVANIA STATE UNIV on March 4, 2016http://rer.aera.netDownloaded from 

http://rer.aera.net


Effects of Educational Intervention Attributes

29

Practical Implications

The four attributes that appear likely to be most important together explained 
63.2% of the variance in intervention effect size. This finding implies that the 
effectiveness of interventions depends to a large degree on how they are imple-
mented and how their effects are examined. This conclusion stresses the impor-
tance of implementing and testing an intervention with care. It also makes clear 
that one should be cautious when making statements about interventions. The 
results of the current study show that the effect cannot automatically be ascribed 
to the instructional focus of the intervention. The other attributes related to its 
implementation and methods used to evaluate its effects also have to be 
considered.

The findings show that interventions implemented by the assistant or the 
researcher have the highest impact; either because these implementers are more 
inclined to “teach to the test,” or because they are highly motivated and have the 
confidence to make the intervention a success. If the latter explanation holds true, 
this is a strong indication for researchers to take teacher motivation into account 
when asking teachers to implement their intervention. It would be wise to first 
focus on creating a broad basis of support among the teachers for the intervention. 
Furthermore, researchers should provide teachers with thorough instructions on 
how to implement the intervention properly and coach them during the implemen-
tation phase. Although teachers do not always look forward to having a visitor in 
their classroom to watch their teaching, they do see the benefits of it, as Datnow 
and Castellano (2000) described in their study of the implementation of a new 
teaching method. Provision of good and solid instruction to teachers could be 
especially important from a long-term point of view, because once the teachers 
have internalized this new knowledge, they can continue to work with it even 
when the research experiment has ended. As well as enhancing students’ perfor-
mance in the experimental groups, this way of working may also positively influ-
ence the achievement levels of students in the future. Therefore, we recommend 
that researchers prepare teachers thoroughly before they have them implement an 
intervention. It may also help to let teachers co-construct the intervention with the 
researcher. In this way, the intervention can be adapted to fit the specific school 
(and teacher) and still maintain its effective components (Datnow & Stringfield, 
2000). At first sight, these recommendations may appear to be merely aspects that 
increase the costs of an experiment. However, if research indicates that it works, 
it may be relevant to consider whether the benefits in (long-term) student perfor-
mance are worth the extra costs (Creemers & van der Werf, 2000).

The findings of this meta-analysis also showed that allowing cooperation 
between students was not effective in enhancing student performance. This might 
be because cooperation was merely part of an intervention that was focused on 
something else. Other research that was focused on cooperative learning did find 
a positive effect of this teaching method. We therefore recommend that if coop-
erative learning is used as a teaching method to facilitate the learning of other 
aspects, it should be implemented with great care.

Furthermore, in line with Rosenshine (1994), we strongly recommend that 
future researchers add standardized tests to their set of measurement instruments 

 at PENNSYLVANIA STATE UNIV on March 4, 2016http://rer.aera.netDownloaded from 

http://rer.aera.net


de Boer et al.

30

(in addition to any self-developed or other tests). Although these tests might be 
less sensitive in measuring intervention effects, they have the great advantage that 
they facilitate a more reliable comparison of multiple intervention effects than do 
unstandardized measurements.

Because the duration of an intervention was found to have no impact on the 
effect of an educational intervention, we conclude that it is more cost-effective to 
reduce the number of sessions in the intervention trajectory. However, we also 
believe that more research is needed to determine a proper threshold. The findings 
of the current study indicate that the duration of each session should not be too 
short, as longer sessions had a very small positive effect on the intervention’s 
success.

Future Research Directions

Our results indicated that the duration of the interventions had no significant 
influence on their effectiveness. It is not unlikely, though, that longer interven-
tions have more impact on the overall performance of students. Longer interven-
tions may be less task-specific than short ones, because they are more apt to 
provide students with opportunities to transfer their learning to other, similar 
tasks. We checked this hypothesis by examining the effect of duration after taking 
the type of measurement instrument into account. We assumed that standardized 
tests did not focus on task-specific student performance, whereas unstandardized 
tests would do so to a greater extent. However, we still found no effect. Either the 
standardized tests were still quite task-specific, or the duration of the intervention 
simply plays no role whatsoever. Nevertheless, we do recommend a further exam-
ination of the relationship between overall student performance and the duration 
of interventions.

If short interventions also yield an intervention effect, it would be a waste of 
time and money to invest in longer interventions. An example of a good analysis 
in this context would be to estimate intervention effects using tests to monitor 
student progress. In the Netherlands, for instance, primary schools use a system of 
standardized and method-independent tests, which measures student performance 
in several subject domains. These tests are taken one or more times per year. In 
this way, the progress in students’ performance is well monitored. It would be 
interesting to see if these interventions indeed improve students’ future scores on 
such tests, and if their duration has any effect on the results. A final recommenda-
tion for future meta-analytical research is to again analyze the influence of coop-
erative learning as a supportive teaching method on the effectiveness of other 
types of educational interventions. Until now, the meta-analyses that included this 
element have revealed mixed results.
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