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A Novel EOG/EEG Hybrid Human-Machine Interface Adopting Eye
Movements and ERPs: Application to Robot Control

Jiaxin Ma, Yu Zhang, Andrzej Cichocki, Fellow, IEEE, and Fumitoshi Matsuno, Member, IEEE

Abstract—This study presents a novel human-machine inter-
face (HMI) based on both electrooculography (EOG) and elec-
troencephalography (EEG). This hybrid interface works in two
modes: an EOG mode recognizes eye movements such as blinks,
and an EEG mode detects event related potentials (ERPs) like
P300. While both eye movements and ERPs have been separately
used for implementing assistive interfaces which help patients
with motor disabilities in performing daily tasks, the proposed
hybrid interface integrates them together. In this way, both the
eye movements and ERPs complement each other. Therefore, it
can provide a better efficiency and a wider scope of application.
In this study, we design a threshold algorithm which can
recognize four kinds of eye movements including blink, wink,
gaze, and frown. In addition, an oddball paradigm with stimuli
of inverted faces is used to evoke multiple ERP components
including P300, N170, and VPP. To verify the effectiveness of the
proposed system, two different online experiments are carried
out. One is to control a multi-functional humanoid robot, and
the other is to control four mobile robots. In both experiments,
the subjects can complete tasks effectively by using the proposed
interface whereas the best completion time is relatively short and
very close to the one operated by hand.

Index Terms—Electrooculogram (EOG), Electroencephalo-
gram (EEG), event-related potential (ERP), human-machine
interface (HMI), robot control.

I. INTRODUCTION

Brain-machine interface (BMI), also called brain-computer
interface (BCI), is a communication system that allows
direct connection between a human brain and a computer or
other external device [1]. It is mainly designed for assisting
people with severe motor disabilities, helping them re-establish
communicative and environmental control abilities [2]. It may
also apply to able-bodied people in some special situations
where the other means of communication become unavailable
or occupied. There are a variety of noninvasive techniques
measuring brain activities: functional magnetic resonance
imaging (fMRI) [3], near-infrared spectroscopy (NIRS) [4],
[5], magnetoencephalography (MEG) [6], electroencephalog-
raphy (EEG) [7], and so on. Among them, EEG has high time
resolution, less environmental limits, and requires relatively
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inexpensive equipments [7]. It has been largely used in both
clinical and research applications.

The EEG-based BCI modalities can be categorized
into four different types: event-related desynchroniza-
tion/synchronization (ERD/ERS) [8], [9], steady state visual
evoked potentials (SSVEP) [10], event-related potentials
(ERP) [11]–[13], and slow cortical potentials (SCP) [14].
Among these, ERP and SSVEP-based BCIs are more practical
than others because they support large numbers of output
commands, and need little training time. ERPs are brain
responses to specific cognitive tasks. P300 is one of the most
often used ERP components. It is a positive deflection in EEG
over parietal and occipital cortex, occurring approximately
300 ms after a rare but task-relevant stimulus [15]. P300-based
BCI has relatively robust performance for target detection.
Although, its information transfer rate (ITR) is at a medium
level, but unlike SSVEP-based BCI, it does not cause some
subjects feeling annoyed or fatigued by the flickering stimuli
[16], [17]. One of its representative applications is the P300
speller which is used for inputting characters [18].

Electrooculography (EOG) measures voltage fluctuations
resulted from eye movements. EOG signals are generated by
eye saccades or pursuit movements as well as blinks. EOG can
be used to track the eye-gaze direction, doing similar work as
an optical (video-based) eye tracker. It also contains highly
recognizable information of eyelid movements such as blinks
and winks. Although in EEG-based BCI, EOG signals are
usually considered as a major noise source to be removed [19],
[20], EOG alone can make up another kind of human machine
interface. For an EOG-based system, the response speed can
be considerably high, which is desirable especially for control
applications. There have already been a lot of studies about
designing EOG-based human-machine interfaces as described
by [21]–[23].

However, most current techniques of EEG or EOG-based
interfaces still face challenges that prevent these from being
accepted by the majority in the clinical applications. For
example, the main obstacle of the P300-based BCI (and almost
all BCIs) is its relatively low ITR: the response time of the
system is unsatisfactory for most daily tasks, and the accuracy
is also not perfect. Moreover, P300 is a synchronous BCI
system which receives inputs and generates outputs at specified
time intervals. In other words, when users do not want to
send commands, the system should be off to prevent unwanted
outputs. Considering this point, additional means to make the
system active/inactive are often needed. For example, SSVEP
has been used in P300 BCI as a switch [24], but this approach
still has some problems like causing vision tiredness.

For EOG interfaces, the main problem is that they do not
adequately support large numbers of outputs. The number of
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reliable EOG commands is usually limited to several eyelid
movement patterns. Comparing with video-based eye trackers,
an EOG-based eye tracking system is light-weight but poor
in accuracy, thus making it unsuitable for fine control of a
graphical user interface (e.g. as a replacement of the computer
mouse). Moreover, unlike BCI, EOG interface is muscle-
dependant which means that it inevitably causes fatigue over
a longer use.

Another problem is arises due to the needs of users. The
expected users of such interfaces may have various kinds of
needs (e.g. controlling a wheelchair to move around, sending
messages to contact other people, and so on). Usually, a single
EEG or EOG-based system can only manage one certain kind
of task. It is rather difficult to have a universally robust system
applicable to different situations.

To overcome the limitations and disadvantages, an extensive
amount of work in hybrid BCI has been invested in recent
years [25]. A hybrid BCI is typically a combination of two
different types of BCI systems, or BCI and non-BCI systems
(EOG, EMG, etc.). These hybrid systems allow for different
subsystems to be chosen for different tasks, making them more
flexible. Table I (partially from [25]) shows the recent studies
about hybrid brain or non-brain human-machine interfaces.

In this study, we propose a novel EOG/EEG hybrid human-
machine interface adopting eye movements and ERPs, and
then apply it to robot control tasks. The proposed method has
following novelties and features.
• The proposed hybrid HMI combines EOG and ERP

interfaces. According to Table I, there are no existing
studies carried on EOG/ERP(P300) hybrid system.

• The EOG method used in this study can detect four kinds
of eye movements: blink, wink, gaze, and frown, while
other similar studies only focus on blink and gaze.

• Conventional ERP-based interfaces only utilize the P300
component. Our ERP paradigm uses inverted face images
as stimuli which evoke not only the P300 component, but
also the VPP and N170 components, and thus, is expected
to give a better accuracy.

• Two different robot control experiments have been carried
out to verify the proposed system. The experiments
include single robot and multiple robots control.

The proposed hybrid interface works in two modes: an EOG
mode and an EEG mode. The two subsystems are equally
important and have separate functions: EOG for fast-response
tasks and EEG (ERP) for menu-selection tasks. Therefore,
the overall system becomes versatile and flexible. In many
other studies on hybrid BCIs, one subsystem only works in
assistance of the other. For example, among the SSVEP/P300
hybrid interfaces mentioned in Table I, SSVEP is used as
an on/off switch of P300 [24], an idle/non-idle state detector
of P300 [26], or is used to divide the character matrix of a
P300 speller into several subareas to increase ITR [27]. All
these implementations enhanced the original function of P300
interface but did not improve the versatility and flexibility.

The multi-ERP (P300, VPP and N170) paradigm based
on stimuli of inverted faces belongs to one of our previous
studies [28]. The basic idea of this hybrid HMI, as well as
a detailed design for a humanoid robot control scheme, has
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Fig. 1. The proposed model of the hybrid HMI

been introduced in another pilot study [29]. So these parts are
predigested, and the main contents in this paper are about the
hybrid HMI details, the eye movement detection algorithm,
and discussions.

II. MODEL OF HYBRID INTERFACE

In practice, a lot of control scenarios require multitasking.
As mentioned in the introduction section, the significance of
our hybrid interface is its versatility and flexibility. Combining
eye movements and ERPs can potentially make full use of
the advantages of both systems and help to overcome the
disadvantages. By using eye movements, the system can
achieve very high ITR, which compensates for the largest
weakness of ERP interfaces. By using ERPs, a graphical user
interface can be realized and large numbers of commands can
be supported more easily. In addition, user experience like
convenience is also an important feature. For using the EOG
interface, repeatedly performing eye movements will easily
accumulate fatigue on muscles. Although the ERP interface
casts no physical burden on users, continuously watching the
flashing cues on the screen can also lead to impatience and
weariness, and thus decrease the system performance. With the
hybrid interface, users do not need to constantly concentrate
on the same operation mode, which potentially relieves users’
burden, both on body and mind.

Figure 1 illustrates the whole model of the proposed hybrid
interface. The upper part is EOG processing. This part works
asynchronously, which means the system is always actively
detecting the eye movements and the user can send EOG
commands at any time. Input EOG signals are divided into
vertical EOG and horizontal EOG to detect four kinds of eye
movements: blink, frown, wink, and gaze. More specifically,
the system detects double blinks, triple blinks, and frowns
from the vertical EOG, and detects winks (left/right) and gazes
(towards left/right) from the horizontal EOG. These are all
common eye movements and can be performed easily (without
great efforts) and non-voluntarily. The single blink is not
involved in this model because people always spontaneously
make single blinks. Generally, it is difficult to distinguish
intentional blinks from spontaneous blinks. In our model,
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TABLE I
RECENT STUDIES ABOUT HYBRID BRAIN OR NON-BRAIN HUMAN-MACHINE INTERFACES

Literatures

Brain
Non-BrainNon-Invasive

Invasive
EEG Non-EEG

P300 SSVEP ERD SCP fMRI NIRS MEG ECoG EOG EMG ECG

[17] [30] [31] [32] [33] ! !

[34] ! !

[35] [36] ! !

[37] ! !

[24] [26] [27] ! !

[38] [39] [40] ! !

we avoid this problem by only concerning double and triple
blinks but ignoring single blinks. The vertical gaze is also
not involved because when compared with horizontal gazes,
vertical ones are more unreliable and easy to be performed
spontaneously.

The priority selector is used to determine the priority of
different types of eye movements. In this model, each kind
of eye movement is detected by an individual sliding window
on the corresponding EOG channel. Because all kinds of eye
movements are detected in parallel, there can be a time in
which two or more eye movements exist. A most common
example could be: a triple blink always contains double blinks,
so at a time both “triple blink” and “double blink” will be
detected. Since there can only be one output, eye movements
are assigned priorities. In our study it is like this: wink >
frown > gaze > triple blink > double blink.

The lower part is EEG processing. Similar to a conventional
P300 system, it includes an ERP paradigm and an ERP
classifier. The ERP paradigm contains a dynamic graphical
interface. It displays icons (e.g. arrows) on the screen, where
each icon represents one ERP command. Stimuli of inverted
face images are continuously flashed upon these icons in a
random sequence. When the user focuses on one target icon,
the stimulus flashed on that icon will evoke ERPs including
P300, VPP and N170. At the same time, the ERP classifier
analyzes the EEG signals of each time interval following a
stimulus. The length of the time interval should be proper to
contain the evoked ERPs (in this study it is 700 ms from the
beginning of each stimulus). The classifier identifies which
time interval is most likely to contain the evoked ERPs, and
thus determines the output ERP command.

Since the ERP interface works synchronously, as mentioned
in the previous section, there must be an external command
to enable/disable it. An eye movement is a suitable choice
for this task. Our system has two modes: EOG mode and
EEG mode. An eye movement (in this study, frown) is used
to switch between the two modes. In EOG mode, the ERP
interface (including ERP paradigm and ERP classifier) is
inactive, which means no image stimulus will be shown, and
no EEG signal will be analyzed. In EEG mode, the ERP
interface is active. By this design, the user can easily start
and end an ERP trial any time through switching between the
two modes. Although ERP interface can also have a “sleep”

Fig. 2. The placement of EOG electrodes. A: vertical EOG electrode; B, C:
horizontal EOG electrode; REF: reference; GND: ground.

command to shut down itself (turning on is impossible), but
it is definitely more convenient to use an eye movement to do
so.

On the other hand, even in EEG mode, the system still
continuously detects eye movements from EOG signals. One
reason is just mentioned above that the eye movement is
responsible for mode switching. For other kinds of eye
movements unused in EEG mode, the system can be set as
unresponsive. However, eye movements can have more roles
than this in EEG mode, one example is to report the error
of ERP classification. The accuracy of ERP classification
varies across individuals and is hardly perfect for most people.
Incorrect results lead to unwanted command being sent and
executed. To avoid this, it is better to have an error report
mechanism as an assurance. In our current setting, a 1 sec
delay is added before sending out an ERP command. During
this time if the user finds the result shown on the screen is
incorrect, he or she can perform a wink immediately to cancel
it out and then no command will be sent.

The specific contents of EOG and ERP commands can be
determined depending on various situations and tasks. But
generally, EOG commands suit tasks that require fast response,
while ERP commands suit a form of selection menu. In our
online robot control experiments, EOG commands are mainly
used to control the robot’s move, and ERP commands are to
let the robot perform some preprogrammed behaviors, or to
select the control target from multiple robots.
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(a) triple blink (from electrode A)
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(b) frown (from electrode A)
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(c) wink (left, from electrode B)
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(d) gaze (left, from electrode B subtracted by electrode C)

Fig. 3. Typical waveforms of (a) blinks, (b) frown, (c) wink, and (d) gaze. For each, the upper plot is the original waveform whose y-axis is voltage (µV)
and x-axis is time (s), and the lower plot is the differentiated result (first-order difference) of the upper one. Here each 3 second duration is considered as a
single trial. Intervals between trials are omitted.

III. EOG ANALYSIS

A. EOG acquisition

In this study, various eye movements from EOG signals
are recognized and then applied as the commands of robot
control. The EOG electrodes are placed as shown in Fig. 2
where electrode A is for recording vertical EOG; electrodes B
and C are for recording horizontal EOG. All of the electrodes
are monopolar. Other two electrodes: ground and reference,
are shared with EEG recording. Unlike the commonly used
dipolar placement of EOG electrodes (i.e., B-C dipolar and
A-D dipolar), this placement shares the reference electrode
with EEG, so that electrode D is saved.

The signals were recorded by g.USBamp with
g.GAMMAbox (g.tec medical engineering, Austria). The
original sampling rate of EOG was 256 Hz. It was down-
sampled to 32 Hz because the proposed eye movement
detection algorithm prefers smooth data. Higher sampling
rate may cause undesirable fluctuations. The band-filter was
chosen as 0.1-30 Hz (built-in). The 0.1 Hz lower-cutoff
frequency is to eliminate the effect of baseline drift, and the
30 Hz upper-cutoff frequency is to remove high-frequency
noise. In addition, the choice of lower-cutoff frequency
influences the signal shape, which may also affect the optimal
values of algorithm parameters. Our algorithm was based on
0.1 Hz lower-cutoff frequency.

B. Eye movement detection algorithm

In this study, four kinds of common eye movements: multi-
blink (blink twice or three times quickly), frown, wink (one-
sided blink), and gaze (horizontal, towards left or right) are
detected. All these eye movements have recognizable wave-
form shapes. While threshold method is commonly used for
blink detection [41], [42], we designed a simple and effective
multi-threshold algorithm applicable to all these four kinds of
eye movements.

Figure 3 illustrates the waveforms of the four kinds of eye
movements, from which it can be observed that the waveforms
of different eye movements have common characteristic. All
of them consist of a positive peak in original EOGs, and a

TABLE II
A SUMMARY OF DIFFERENT EYE MOVEMENTS

blink frown wink gaze

speed M L S S
amplitude M L S M
duration S L M M*
EOG channel V V H H**

L: large, M: medium, S: small, V: vertical, H: horizontal
* only including the eyeballs moving forth
** only considering horizontal gazes
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in our program.

positive peak followed by a negative peak in differentiated
signals. This feature can be utilized to locate eye movements.
Next, it can also be observed from Fig. 3 that different types
of eye movements have different speed, amplitude, and time
duration features. A summary can be made as shown in
Table II. According to Table II, it is possible to distinguish
different types of eye movements by the same algorithm. The
proposed multi-threshold algorithm takes the speed, amplitude,
and duration as three kinds of features to determine an eye
movement event.

To explain the rough idea of the algorithm, see Fig. 4
as an example. The figure shows a blink waveform and its
differentiated shape. To locate the blink, we need to find a
positive peak (the interval between t1 and t2) and a negative
peak (the interval between t3 and t4) on the differentiated
signal. Then the blink event is just the interval between t1
and t4. To further verify if it is a blink, three kinds of
thresholds (speed, amplitude, and duration) were applied to
identify its eligibility. These threshold values are determined
by a calibration process before each experiment.

Assume that f(t) is data of original EOG corresponding
to a channel, and f ′(t) is the data of time differential of
the original EOG signal. For detecting different kinds of eye
movements f(t) is also from different channels. As Fig. 2
shows the electrode positions, for blink and frown detection,
f(t) is from channel A; for wink detection, f(t) is channel B
(left) or C (right); for gaze detection, f(x) is channel B−C
(left) or C−B (right). The detailed steps of the algorithm are
as follows.

1) Locate all the peaks: Assume that we already have
following thresholds: Smin, Smax, Amin, Amax, Dmin, and
Dmax, which represent minimal and maximal thresholds of
speed (S), amplitude (A), and duration (D), respectively.

The first step is to find all the points t1, t2, t3, and t4 which
satisfy the following inequalities:

f ′(t1 −∆t) < Cp, f
′(t1) > Cp, f

′(t1 + ∆t) > Cp,

f ′(t2 −∆t) > Cp, f
′(t2) > Cp, f

′(t2 + ∆t) < Cp,

f ′(t3 −∆t) > Cn, f
′(t3) 6 Cn, f

′(t3 + ∆t) 6 Cn,

f ′(t4 −∆t) 6 Cn, f
′(t4) 6 Cn, f

′(t4 + ∆t) > Cn,

(1)

where in the algorithm, by default we have Cp = 10, Cn =
Smin. This step locates all the eligible peaks, where [t1, t2]

has a positive peak whose initial and final value is equal to Cp,
and [t3, t4] has a negative peak whose initial and final value
is equal to Cn. Here Cp is given as a smaller number i.e. 10,
because the more Cp is close to zero, the more accurate is t1,
which is also the start point of eye movements. In the same
way, if Cn is close to zero, the end point of eye movements t4
will be accurate. However, in an online running environment,
early detection is much more preferred than accurately locating
the end point. That is why Cn is set equal to Smin, but not
some value close to zero.

For clarity, the results are sorted to multiple pairs of {t1, t2}
(for positive peaks) and {t3, t4} (for negative peaks).

2) Apply speed thresholds (Smin and Smax): The second
step is to pick out all the eligible peaks that satisfy the
following inequalities:

max
t∈[t1,t2]

f ′(t) > Smax,

min
t∈[t3,t4]

f ′(t) 6 Smin.
(2)

This step is to make sure that the maximal f ′ value of each
positive peak exceeds the threshold Smax, and the minimal f ′

value of each negative peak is lower than the threshold Smin.
Note that if in the previous step Cn = Smin, here the second
equation will be automatically satisfied.

The result comprises of some pairs of {t1, t2} (positive
peaks) and {t3, t4} (negative peaks). Then, adjacent {t1, t2}
and {t3, t4} are grouped together to form a complete eye
movement candidate {t1, t2, t3, t4}.

3) Apply amplitude threshold (Amin, Amax): The third step
is to pick out all the eligible eye movement events that satisfy
the following inequality:

Amin 6 max
t∈[t1,t4]

f ′(t)− f(t1) 6 Amax, (3)

where maxt∈[t1,t4]{f ′(t)}−f(t1) means the maximal voltage
in an eye movement subtracted by its initial voltage, which
leads to the amplitude.

4) Apply duration threshold (Dmin, Dmax): The last step
is to pick out all the eligible eye movement events that satisfy
the following inequality:

Dmin 6 t4 − t1 6 Dmax. (4)

5) Special cases for wink and gaze: As mentioned above,
this algorithm is suitable for all four kinds of eye movements
as long as the threshold values are properly set. But still, there
are a few differences in processing wink and gaze.

First, wink and gaze have some similarities. Only using
thresholds cannot separate them perfectly, so there is an
additional step to distinguish them from each other. For gaze
(left/right), the signals of channel B and C are almost inverse,
while in the case of wink (left/right), the signals from these
two channels are more likely to have the same trend. For
example, a left wink leads to a large positive peak in channel
B, and a small positive peak or no peak in channel C.
Therefore, we can compare the linear correlation between
channel B and C, to determine if the eye movement event
is a wink or a gaze. The criterion is:

ρ(fB(T1), fC(T1)) > −0.8→ wink, T1 = [t1, t4]

ρ(fB(T2), fC(T2)) < −0.8→ gaze, T2 = [t1, t2],
(5)
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where ρ(X,Y ) is Pearson’s linear correlation coefficient
ranging from -1 to +1. Here +1 means total positive corre-
lation, 0 means no correlation, and -1 means total negative
correlation.

The above criterion uses {t1, t2} to determine a gaze
instead of {t1, t4}. The reason is explained as follows. For
a gaze, times of the positive peak and the negative peak in
a differentiated EOG are highly separated (see Fig. 3(d)), as
the process of the eyes moving to one side and then moving
back is much slower compared to other eye movements. As
waiting for the occurrence of the negative peak will cause too
much delay, for gaze detection the negative peak is completely
ignored. So to detect gaze, for step (1) and (2), remove all the
procedures related to t3 and t4, and for other steps, replace t4
by t2.

C. EOG calibration and thresholds calculation

A calibration process is needed to determine the specific
threshold values. The time duration of eye movements is stable
and can be fixed, but speed and amplitude values change
in every experiment because the subject conditions and the
electrode positions are inconsistent. Before a subject begins
the real-time experiment, he or she is asked to go through a
calibration process first. During the calibration, on the screen it
shows the texts of “ready (1 s)→movement name (3 s)→relax
(1 s)” repeatedly, where “movement name” includes “frown”,
“triple blink”, “left wink”, “right wink”, “gaze left”, and
“gaze right”, and is also displayed in this sequence. For each
movement the cue is repeated for ten times.

In the calibration process, all the eye movements are time-
locked so they can be easily detected even without thresholds.
For frown, wink, and gaze, we simply find the peak amplitude
in the middle 3 seconds of each trial, and define a short interval
T (2 s for frown and wink, 1 s for gaze) centered on the peak
value to represent the eye movements. For triple blink, since
there are three individual peaks, we use predefined threshold
values (Smax = 10, Smin = −10, Amin = 150) to locate
all the three blink events. With these eye movement samples,
positive peak speed Sp, negative peak speed Sn, and amplitude
A for each eye movement can be calculated as

Sp = max
t∈T

f ′(t),

Sn = min
t∈T

f ′(t),

A = max
t∈T

f(t)− f(t0),

(6)

where t0 is the first time point of T . Then the thresholds are
calculated as in Table III. Thresholds, which are not mentioned
in this table, are not necessarily needed for our experiments.

IV. EEG ANALYSIS

A. EEG acquisition

In this study, 8 electrodes were used to record EEG: Fz, Cz,
P7, P3, Pz, P4, P8, and Oz (Fig. 5). The device is the same
as EOG acquisition. The electrodes of ground and reference
are shared with EOG electrodes (placed in forehead and ear
lobe). These positions cover the areas where N170, VPP, and
P300 occur.

Fig. 5. Electrode positions for EEG recording. (Ground and reference
electrodes are shown in Fig. 2.)
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Fig. 6. Grand average ERP waveforms derived from the target and non-
target stimuli of the inverted face image. VPP, N170, and P300 can be clearly
observed from channel Cz, P8, and Oz. The y-axes are voltage (µV) and
x-axes are time (ms).

The original sampling rate of EEG was 256 Hz and was
down-sampled to 64 Hz. This was not specifically designed,
but just for reducing redundant information that might result in
over-fitting. The filter was the same which was used in EOG.

B. ERP paradigm

This study adopts a more advanced ERP paradigm which
combines oddball presentation and inverted face perception.
This paradigm mainly exploits three ERP components, namely
VPP, N170 and P300, instead of only P300. According to
our previous work [28], it can significantly improve the target

TABLE III
THRESHOLDS FOR EYE MOVEMENT DETECTION

Th. Speed Amplitude Duration (s)

Blink
Smax = 0.5minSp*

Amin = 0.8minA Dmax = 0.5
Smin = 0.5maxSn

Frown
Smax = 0.4minSp

Amin = 0.8minA
Dmin = 0.4

Smin = 0.5maxSn Dmax = 2.0

Wink
Smax = 0.5minSp

Amin = 0.8minA
Dmin = 0.1

Smin = 0.5maxSn Dmax = 0.5

Gaze Smax = 0.8minSp
Amin = 0.8minA

Dmax = 0.5
Amax = 1.4minA

* Here minSp means the minimal positive peak speed of all the blinks in
the calibration process.
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detection performance in contrast to the stimulus intensifica-
tion pattern used in the conventional P300-based system.

Among the ERP components, N170 and VPP are evoked by
the configural processing of facial image, and P300 is evoked
by oddball event. Typical ERP waveforms are illustrated in
Fig. 6.

The ERP interface used in this study has 8 arrow icons
placed in 8 directions of screen (N, W, S, E, NW, NE, SW,
SE). For one trial, stimuli (invert facial images) were displayed
upon each arrow icon once, in random order. One stimulus was
presented for 100 ms. After another 100 ms interval, the next
stimulus was displayed. So one trial has 200 ms × 8 = 1.6 s.

It is possible to classify which icon the subject is focusing
on by only analyzing a single trial, but to improve the
classification accuracy, usually more than one trial are used
to determine one output. We call such group of trails a run.
Our training phase contains eight runs. Each run corresponds
to one of the eight arrow icons as the target, and is of 5
successive trials. At the beginning of each run, there will be a
1 s cue instructing the subject which target he or she should
focus on.

After training, subjects will go through a test phase which
also contains eight runs. In the test phase each run only
contains 2 trials so as to speed up the process and increase the
difficulty. The test phase does not have cues at the beginning
of each run; instead, the classification result (one of the 8
arrows) will be highlighted as a feedback to subjects after
each run. With the feedbacks, subjects can be aware of their
performance.

Figure 7 illustrates a detailed timeline of a single run.

C. ERP classification

Linear discriminant analysis (LDA) was used to classify
which target the subject is focusing on. Before the online
experiment, EEG data collected from the training phase were
used to train the LDA classifier first.

A 700 ms data segment was extracted from the beginning
of each flash stimulus and baseline corrected by a 100 ms
pre-stimulus interval. A total of 320 such data segments
consisting of 40 targets and 280 non-targets were derived
from each subject. To reduce the feature dimensionality, each
data segment was further downsampled to 15 temporal points
(approximately 21 Hz). The training samples (i.e., feature

(a) Humanoid robot NAO (b) Mobile robot Kobuki

Fig. 8. Experimental robots.

vectors) were then formed by the concatenation of 15 temporal
points at 8 channels from the data segments. That is, the
dimensionality of feature vector is 8 × 15 = 120. The extracted
feature vectors were then fed to train the LDA classifier for
the subsequent online application.

V. EXPERIMENTS

A. Experiment introduction

In this study, two kinds of online experiments were carried
out to verify the proposed system. One was humanoid robot
control, in which the experimental robot was NAO (Aldebaran
robotics, Inc., Fig. 8(a)). The other was multiple mobile
robots control, where the experimental robots were Kobuki
(Yujin Robot Co. Ltd., Fig. 8(b)). For simplicity, hereinafter
the two experiments are called the “NAO experiment” and
the “Kobuki experiment”. The experimental platform was
MATLAB Simulink (The MathWorks, Inc.). The details of
the two experiments are introduced in this section.

Totally 13 subjects (numbered S1∼S13) were involved in
the two experiments. Among them, two (S7 and S10) are
female and others are male. All the subjects are able-bodied,
aged from 22 to 30. Four subjects: S1, S2, S3, and S4
participated in the NAO experiment, and ten subjects: S1,
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S5∼S13 participated in the Kobuki experiments. In addition,
S1∼S4 have some knowledge about BCI while others do not.

In both experiments, EOG and EEG were acquired as the
descriptions of Section III and IV. For each subject, EOG
was calibrated and EEG was trained before doing the online
experiments. The target of the online experiments was to
control robots to complete a series of tasks. Subjects needed
to send different commands to robots in EOG mode and EEG
mode. In EOG mode, the system was asynchronous, which
means whenever the user performs an eye movement, the
robot responds. The timing of sending commands was held
by the user. If the user did not send any command, the robot
would make no action. The eye movement detection algorithm
must be robust enough to prevent any false detection which
leads to undesired output. On the other hand, EEG mode was
synchronous, which means the user had to follow the system’s
predefined pace. In this mode, even the user did not look at
the screen, the system would still analyze the EEG and output
most probable results. So, when the user was idle, he needs to
switch to EOG mode in order to inactivate the ERP paradigm.

In EEG mode, one output was generated after 16 stimuli
were given (8 icons by 2 trials) where each stimulus consisted
of 100 ms highlight and 100 ms dark, which was 3.2 s.
Including the time of showing the result and any other interval
of delay, the total time to generate an ERP command was about
6 s, whereas using eye movement to generate a command only
took around 1 s. Considering this fact, commands requiring
fast response such as moving and turning are assigned to EOG
mode; other functions which do not require fast response are
assigned to EEG mode. In addition, the left/right eye move-
ments respectively correspond to leftward/rightward move-
ments of robots. The detailed commands for both experiments
are listed in Table IV.

Note that in the NAO experiment, when a wrong ERP
command was generated, the subject needed to “frown twice”
to cancel that command (frown once to stop the current output
and switch to EOG mode, then frown again to switch back).
Since this operation was too ineffective, we implemented a
new command “right wink” in EEG mode to report classifica-
tion error and cancel the corresponding execution. However,
this function was unused in the Kobuki experiment where
the ERP commands were only related to robot selection, not
behavior execution.

B. Humanoid robot control

NAO is a multi-functional humanoid robot, programable
to perform various complex behaviors. The NAO experiment
stimulates a scenario that a person controls a humanoid robot
to make simple communication with other people. The detailed
experiment scenario is described as follows.
• The robot starts from the point S (see Fig. 9), and moves

to the point A by a provided route, then receives an object
from a person at the point A.

• Holding the object, the robot moves to the point B, and
gives the object to a person at the point B.

• Then the robot moves to the point C and performs a
dance.

TABLE IV
COMMANDS FOR THE TWO ROBOT-CONTROL EXPERIMENTS

Mode Command NAO Exp. Kobuki Exp.

EOG mode

double blink stop stop
triple blink go head go head
left wink turn 90◦ left keep turning left

right wink turn 90◦ right keep turning right
left gaze head 90◦ left –

right gaze head 90◦ right –
frown mode switch mode switch

EEG mode

icon 1 receive an object select robot No.1
icon 2 hand over an object select robot No.2
icon 3 dance select robot No.3
icon 4 sit down select robot No.4

icon 5∼8 – –
frown mode switch mode switch

right wink –* error report**

* unimplemented
** implemented, but unused

+ A 

B 

C 

S 

Fig. 9. Experimental layout. The solid arrows are routes of NAO, and the
dashed arrows are routes of Kobukis.

• Finally the robot moves back to the point S and sits down.
The whole experiment was divided into 4 sessions. These

sessions consist of similar tasks. Take the first session as an
example, the detailed experiment steps are:
• The robot gets ready at the point S (standing, in EOG

mode).
• The robot moves ahead, until gets to the center point (+),

then stops.
• The robot looks left, then looks back to center.
• The robot turns 90◦ left, then goes ahead.
• The robot stops at the point A, then switches to EEG

mode.
• The robot performs a provided behavior by ERP

command.
For other sessions, only the robot positions and the provided
behaviors are different. The four sessions (S→A, A→B, B→C,
C→S) were scheduled separately.

C. Mobile robots control

The purpose of the Kobuki experiment is to simulate a
scenario that a person controls multiple robots to move around
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and gather information. In this experiment, four Kobuki robots
were used and moved to destinations one by one. These robots
only have basic function of mobility. For simplicity, in this
experiment they were placed near each other under the direct
observation of the subject. But if necessary, they can also be
mounted with a laptop and sensors like a camera and a GPS,
which can enable them to remotely perform complicated tasks.

The experimental layout (Fig. 9) was designed similar to the
previous experiment. Four Kobuki robots numbered 1∼4 were
placed at the right side of the marks (so they were unlikely to
run into each other) S, C, B, and A, respectively. The detailed
experiment steps are:
• The subject switches to EEG mode, and selects the No.1

near the point S (see Fig. 9).
• The No.1 moves ahead, and stops when near the center

point.
• The No.1 turns right, and stops when facing its destina-

tion.
• The No.1 moves ahead, and stops when reaching its

destination (near C).
• Repeated until all four robots are selected and moved to

their destinations.
Each subject completed the experiment without any break, and
repeated the experiment again after the first completion. The
time for each completion was recorded.

VI. RESULTS

A. Offline evaluation

For all the 13 subjects involved in online experiments, their
offline data (EOG calibration and ERP training) were recorded
and evaluated. Since one subject participated in two different
experiments, there are totally 14 groups of data, and the results
are listed as follows.

1) EOG: 14 groups of calibration data are used for eval-
uation. Each group includes 6 kinds of eye movements:
triple blink, frown, left wink, right wink, left gaze, and right
gaze, with 10 repetitions of each. A comparison has been
made between the proposed threshold method and a standard
pattern matching method. The proposed method calculated the
thresholds according to Table III. For the pattern matching
method, the implementation is as follows: 10 repetitions of
eye movements are averaged, and the result is considered
as a standard eye movement pattern. Then a sliding window
on original signals is compared with the standard pattern, by
calculating the Pearson’s linear correlation coefficient ρ. If ρ is
larger than a predefined threshold, it means an eye movement
is detected. We have carefully chosen a proper length of the
time window, as well as a proper threshold of ρ for each kind
of eye movement.

Figure 10 shows the recall of each kind of eye movement
detected by the two methods. Lower recall means higher miss
rate.

2) ERP: Figure 11 depicts the classification accuracy aver-
aged on all subjects using one to five trials. The classification
accuracy is calculated by cross-validation. Since each subject
took 8 ERP runs (one run includes five trials) in training
process, the cross-validation took 7 runs as training data, and
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Fig. 10. The recall of six kinds of eye movements, detected by the proposed
method and a pattern matching method. One kind of eye movement has 140
repetitions.
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Fig. 11. The ERP offline classification accuracy averaged on subjects using
various trials. Vertical lines show maximal and minimal accuracies among all
the subjects. The x-axis means how many trials were used.

the rest one as test data. This process was repeated 8 times,
and each time the test data was a different run.

B. NAO experiment

The performance of subjects and experiment details are
shown in Table V. The time listed in the table does not include
any behavior performing (e.g. dance) so that each session has
the same expected time cost. For comparison and evaluation,
the experiment was also completed by using Choregraphe, a
GUI software platform for NAO, with a mouse. Operated by
hand, the completion time of one session was about 49.1 s,
which was averaged by four runs.

One session without any mistake should include nine
commands (eight EOG, one ERP) which are sequentially: go
ahead, stop, look left, look center, turn left, go ahead, stop,
EEG mode, and behavior selection. So the minimal number
of commands for one experiment is 32 EOG commands and
4 ERP commands. In Table V, the results are evaluated
by: i) the total number of detected commands, ii) the time
cost, iii) the ERP accuracy, and iv) the EOG accuracy. The
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TABLE V
RESULTS OF THE NAO EXPERIMENT

Subject Session No. of
commands Time(s) Avg.

time (s)
ERP

accuracy
EOG

accuracy

S1

1 12 62.9

70.2 4/4 35/39
2 9 57.0
3 11 58.3
4 11 102.6

S2

1 10 57.2

72.6 4/9 41/45
2 9 52.0
3 11 59.1
4 24 122.2

S3

1 14 78.3

67.5 4/6 35/40
2 9 57.3
3 10 56.2
4 13 78.2

S4

1 15 62.7

54.1 4/4 33/38
2 9 52.2
3 9 52.5
4 9 49.0

Note: The minimum number of commands for one session is 9. If operated
by hand, the average time cost is 49.1 s.

ERP and EOG accuracy is expressed as “number of effective
commands/number of detected commands”. For ERP, the
number of effective commands is always equal to 4, because
a complete NAO experiment contains 4 ERP commands. For
EOG, the effective commands include the minimum necessary
commands to complete the task (which is 32), plus the
commands to correct earlier mistakes. For example, if the robot
received a wrong command and did “look right” instead of
“look left”, there should be an additional command ordering
the robot to “look center” first. Although this command does
not belong to the minimum necessary commands, it is still
counted as an effective command. Additionally, in Table V for
each subject, the denominator of “ERP accuracy” plus that of
“EOG accuracy” means the total number of commands, so it
should always be equal to the sum of “No. of commands”.

The EOG accuracy of online experiment shows the number
of false detections, while the miss rate (false negative) can
only be referred from the offline evaluation. This is because
in the online experiment the EOG detection process was
asynchronous: the subject could perform any eye movement at
any time. So it is difficult to tell which eye movements were
missed. However, the miss rate can also be estimated from
the time cost. If the time cost was very long in spite of high
EOG accuracy, it is very likely that there is relatively a larger
number of misses.

C. Kobuki experiment

Table VI shows the performance and details about the
Kobuki experiment. Four robots were used in the experiment,
and each was given seven commands: EEG mode, robot
selection, EOG mode, go ahead, turn right, go ahead, and
stop. Therefore the minimal number of commands for one
experiment should be 28 (4 ERP and 24 EOG). The evaluation

TABLE VI
RESULTS OF THE KOBUKI EXPERIMENT

Subject Exp. No. of
commands Time(s) Avg.

time (s)
ERP

accuracy
EOG

accuracy

S1
1st 29 123.7

124.9 8/9 52/56
2nd 36 126.1

S5
1st 45 190.7

172.5 8/10 52/76
2nd 41 154.2

S6
1st 35 160.9

157.5 8/9 52/62
2nd 36 154.1

S7
1st 51 212.0

221.5 8/9 56/103
2nd 62 230.9

S8
1st 37 147.5

136.5 8/9 52/59
2nd 31 125.5

S9
1st 34 137.3

140.8 8/10 50/61
2nd 37 144.3

S10
1st 37 147.0

141.8 8/9 51/65
2nd 37 136.6

S11
1st 35 136.4

140.3 8/8 51/67
2nd 40 144.1

S12
1st 39 141.1

134.2 8/10 55/63
2nd 34 127.2

S13
1st 34 138.0

141.6 8/9 50/60
2nd 35 145.1

Note: The minimum number of commands for one session is 28. If operated
by hand, the average time cost is 122.7 s.

is similar to the NAO experiment, except that this experi-
ment was not timed in separated sessions, and each subject
completed this experiment twice.

For this experiment, we also calculated the hand-operated
time for comparison. Because Kobuki has no corresponding
GUI software platform, we created an operation menu in
Simulink as its GUI which enables speed adjustment, direction
adjustment, and robot selection. By using this operation menu,
the whole experiment could be completed in about 122.7 s

VII. DISCUSSIONS

A. Performance

1) EOG: According to the results shown in Fig. 10, when
compared to the pattern matching method, the proposed
threshold method has a distinct advantage in detecting triple
blinks, but remains below expectations in frown detection.
Regarding wink and gaze detection, both methods have very
high recall, but the proposed method performs better.

The main reason of the performance gaps between the
proposed method and the pattern matching method is the
duration of blink and frown. First, blinks are usually very
quick, so a long blink and a short blink will have relatively
large deviation. Because the pattern matching method checks
the similarity between a blink candidate and the standard
pattern, large deviation of blink candidates will lead to a high
miss rate. For a triple blink, if the method misses at least one
of the three blinks, the detection will fail. On the contrary, the
threshold method does not have this problem as long as the
blink candidates do not exceed the threshold.



0018-9294 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TBME.2014.2369483, IEEE Transactions on Biomedical Engineering

11

The case of frown detection is just opposite. Generally
a frown is more difficult to detect relative to other eye
movements because it is usually close to a facial expression
and is more affected by individual habits. But as its duration is
usually very long, the deviation of frown candidates becomes
small. In that case the pattern matching method will have some
advantages. For the threshold method, we set the duration
threshold to 2 s, so frowns longer than 2 s will have no
chance to be detected. We have told subjects not to make very
long frowns because that is not effective in doing a control
experiment. However, some frowns were made longer than
2 s in the calibration process.

Although we have summarized the thresholds as in Table III,
they need to be determined for individual subjects. A safe
strategy is to manually adjust the thresholds for every subject,
and in that way, the gap in frown detection can also be
filled. However, only using pattern matching method to detect
frowns, and using the proposed method to detect other eye
movements could be a simpler solution.

2) ERP: The feature extraction based on P300 activity with
high classification accuracies have already been discussed in
many studies [43]–[47]. However, a P300-based BCI usually
still requires several (more than five) trials average to obtain
good performance. The inverted face paradigm adopted in our
study used stimuli of facial images with loss of configural
face information. The configural face perception has been
demonstrated to evoke not only significantly stronger P300 but
also VPP and N170 [13], [28], [48]. The outstanding effects
of the inverted face paradigm can help the BCI to accurately
decide the desired command with only two trials or even single
trial [28]. This is why we chose the inverted face paradigm
instead of the conventional P300 paradigm for our system
development.

In fact, many studies have suggested other components,
in addition to P300, may also contribute significantly to the
target detection in an ERP-based BCI [13], [28], [49], [50].
The adopted inverted face paradigm exploits a joint effect of
multiple ERP components (including N170, VPP and P300)
for target detection, which has been confirmed by giving very
good classification accuracy while using the ordinary LDA
even in a small sample size scenario [28]. Whereas other
algorithms such as SVM, regularization FDA, etc. could be
a better choice for classification when only a low number of
samples are available, they require a regularization parameter
that is typically determined by the time-consuming cross-
validation. Considering a trade-off between efficiency and
accuracy, we adopted the simple LDA for classification in the
developed BCI system.

3) Online experiments: In the NAO experiment, all the four
subjects got a satisfactory result (see Table V), except for
the 4th session of S1 and S2. Although S1 has a high EOG
accuracy, but as mentioned above, the online accuracy does not
show the miss rate (which is only shown in offline evaluation).
According to the data, when S1 tried to make frowns in his
4th session, they were not detected. The data showed that
his frowns in the 4th session became weaker than those he
did in the calibration process, where the most possible reason
might be tiredness. S2 failed the ERP command for 5 times

successively in his 4th session, but before that his ERP was
100% accurate. It is possible that the subject was distracted
or tired at that time, nevertheless, such kind of successive
failures never happened on other subjects. Apart from these
two sessions, the experiment was successful. Especially, S4
gave an outstanding result, whose average completion time
was 54.1 s, which means only 5 s longer than operating by
hand. While he was unaccustomed to the experiment in his
first session, all of his session 2, 3, and 4 were completed by
minimal necessary commands and without any error.

Regarding the results of the Kobuki experiment (Table VI),
most subjects had a stable performance except S5 and S7.
Among all the 10 subjects, only S1 had participated in the
NAO experiment and was familiar with BCI. This may be the
reason that he had a clear advantage in terms of time. His
average completion time was only 2.2 s longer than the hand-
operated time. S5 had poor performance in his first attempt,
he failed some winks, and confused double blinks and triple
blinks many times. However, in his 2nd attempt he made a
clear improvement where his completion time was reduced
from 190 s to 154 s. In the case of S7, she spent obviously
longer time than the other subjects. The reason for this was
that she had some troubles in making winks. More specifically,
her intentional winks were as weak as normal blinks, so the
algorithm confused these two eye movements. As a result, she
could not effectively make use of our hybrid HMI.

The proposed hybrid HMI received positive feedback from
most subjects. The results show that the proposed hybrid HMI
can be potentially applied to able-bodied people due to its good
effectiveness. However, considering the fact that a few people
might not be able to perform certain kinds of eye movements,
more attention is needed for irregular eye movement detection.

B. Practicality

In this study two online experiments were carried out:
one using a multi-functional humanoid robot, the other using
multiple mobile robots. On the basis of these two experi-
ments, the proposed hybrid interface can also be expanded
to applications requiring multiple controllable agents with
multifunction. In that case, the ERP paradigm should include
two ERP menus: one for target selection, and the other for
behavior selection. The two ERP menus can be switched by
ERP commands or eye movements.

The proposed control strategy is suitable for both direct
control and remote control. Mounted with cameras, the robots
are able to perform various tasks remotely, which can be
applied for the case when the user has difficulty with mobility.
On the other hand, the proposed method can also be used to
assist the user’s self-move. For example, nowadays there is
a new concept called BCI smart home which is designed for
assisting people with disabilities in their daily house life [51].
A smart BCI house usually includes a BCI wheelchair for
moving between rooms, and some other BCI operations for
using household electrical appliances like TV, lights, and so
on. Compared to traditional EEG-based wheelchair which is
relatively poor in mobility, using the proposed hybrid HMI,
the user can move dexterously and freely, unrestricted by

https://www.researchgate.net/publication/221892642_A_novel_BCI_based_on_ERP_components_sensitive_to_configural_processing_of_human_faces?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/221892642_A_novel_BCI_based_on_ERP_components_sensitive_to_configural_processing_of_human_faces?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/221892642_A_novel_BCI_based_on_ERP_components_sensitive_to_configural_processing_of_human_faces?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/221892642_A_novel_BCI_based_on_ERP_components_sensitive_to_configural_processing_of_human_faces?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/203918044_A_comparison_of_classification_techniques_for_the_P300_Speller?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/6382719_An_effcient_P300-based_brain_computer_interface_for_disabled_subjects?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/221097976_A_Hybrid_Brain-Computer_Interface_for_Smart_Home_Control?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/7593514_Face_eye_and_object_early_processing_What_is_the_face_specificity?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/51658054_Flashing_characters_with_famous_faces_improves_ERP-based_brain-computer_interface_performance_J_Neural_Eng_8056016?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/51658054_Flashing_characters_with_famous_faces_improves_ERP-based_brain-computer_interface_performance_J_Neural_Eng_8056016?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/10629949_ERPs_evoked_by_different_matrix_sizes_implications_for_a_Brain_Computer_Interface_BCI_system?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==
https://www.researchgate.net/publication/279895590_Classifying_mental_activities_from_EEG-P300_signals_using_adaptive_neural_network?el=1_x_8&enrichId=rgreq-3361d051-e94e-48b5-8a8d-00f63b87ccd4&enrichSource=Y292ZXJQYWdlOzI2ODI4MTQ4NDtBUzoxNzEyMzQzNDgyNDkwOTFAMTQxNzgzNjg1ODkzNA==


0018-9294 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TBME.2014.2369483, IEEE Transactions on Biomedical Engineering

12

predefined routes. Moreover, the EOG mode and ERP mode
are supposed to work well together in this application. For
example, we can imagine a scene such as a user moved into
living room by EOG controlled wheelchair, then he chose
to operate the TV from an ERP menu which listed all the
operable targets in the living room. The TV turned on, and all
the available channels appeared on the ERP menu. He chose
a channel, made a wink to gradually turn up the volume, and
winked again when he felt the volume was just good.

Compared with pure BCI or brain-based hybrid BCI such
as SSVEP/P300, the proposed hybrid HMI has advantages
in versatility and flexibility. Of course, since it takes eye
movements as commands, those disabled persons who cannot
control eye movements normally (e.g. serious facial paral-
ysis) are unable to use this hybrid interface. Because most
disabled people have preserved eye movement capabilities, the
proposed hybrid HMI shows promise.

C. Extensions

As mentioned above, the hybrid EOG/EEG interface
requires the user to, at least, preserve normal function of
making eye movements. However, even able-bodied people
may have troubles in making certain kinds of eye movements.
Our eye movement detection is implemented by using prede-
fined thresholds which are only optimized for regular eye
movements. Unfortunately, the proposed method still has some
flaws when the eye movements are not regular, which can
be seen from the result of the S7 in the Kobuki experiment.
For this reason, powerful algorithms are needed to correctly
recognize irregular eye movements. We have tried extracting
standard eye-movement patterns from the subject’s EOGs and
doing online matching, but it was only advantageous in frown
detection. Using classifiers can be a potential solution, except
for two problems. First, EOG mode works asynchronously, so
the training set of classifier will be largely biased where most
data belongs to null class. Second, the training time is another
important issue. Short training time affects the accuracy, while
longer training time harms user experience. These difficulties
need to be overcome to find a proper solution.

In aspect of ERP paradigm, the most important issue has
always been to increase the information transfer rate. When the
classification accuracy has been improved through using N170
and VPP together with P300, error report is an another way to
achieve the goal. If the classification error is reported in time,
a second trial can be presented at once, or even the second
probable result can be directly selected. As a result, the overall
time consuming will be reduced. In this study, it has been
proposed that eye movements can be used to report errors.
However, there is another interesting method using error-
related potential, which enables the system to automatically
identify whether the subject considers the result correct or not
[52], [53]. If this automatic error detection can achieve a high
accuracy, the ERP paradigm will be more convenient to use.

VIII. CONCLUSION

In this study, a novel EOG/EEG hybrid human-machine
interface is proposed. The hybrid interface works in two

modes, where EOG mode detects eye movements including
blink, frown, wink and gaze, and EEG mode adopts multi-
component ERPs to judge the user’s visual focus. The useful-
ness of the hybrid interface is verified by two online exper-
iments about controlling different robots. In each experi-
ment, most subjects have satisfactory performance, and a few
subjects were even able to complete the tasks with high
effectiveness comparable with hand operation. The experi-
ment results suggest that there is a complimentary relation-
ship between eye movements and ERP paradigm, and also
suggest that the introduced hybrid interface is promising for
BCI related applications. Future work will focus on further
optimization of the eye movement detection method, and to
improve its ability to detect irregular eye movements so that
the proposed hybrid interface can better be applied to disabled
persons.
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