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Abstract—Application-specific system-on-chip (SoC) design
offers the opportunity for incorporating custom network-on-chip
(NoC) architectures that are more suitable for a particular appli-
cation, and do not necessarily conform to regular topologies. This
paper presents novel mixed integer linear programming (MILP)
formulations for synthesis of custom NoC architectures. The
optimization objective of the techniques is to minimize the power
consumption subject to the performance constraints. We present a
two-stage approach for solving the custom NoC synthesis problem.
The power consumption of the NoC architecture is determined by
both the physical links and routers. The power consumption of a
physical link is dependent upon the length of the link, which in
turn, is governed by the layout of the SoC. Therefore, in the first
stage, we address the floorplanning problem that determines the
locations of the various cores and the routers. In the second stage,
we utilize the floorplan from the first stage to generate topology
of the NoC and the routes for the various traffic traces. We also
present a clustering-based heuristic technique for the second stage
to reduce the run times of the MILP formulation. We analyze the
quality of the results and solution times of the proposed techniques
by extensive experimentation with realistic benchmarks and
comparisons with regular mesh-based NoC architectures.

Index Terms—Design automation, integrated circuit intercon-
nection, multiprocessor interconnection.

1. INTRODUCTION

NTERNATIONAL Technological Roadmap for Semicon-

ductors [1] predicts that in future high-end system-on-chip
(SoC) architectures will be implemented in less than 50 nm
technology, and clocked in the 10-20 GHz range. Global
signal delays will span multiple clock cycles [2], [3], and make
synchronous communication infeasible. Signal integrity would
also suffer due to increased resistance—inductance—capacitance
(RLC) effects. Network-on-chip (NoC) has been proposed as
a solution for the SoC global communication challenges in
nanoscale technologies [4], [5]. NoC supports asynchronous
transfer of packets. It can support high-communication band-
width by distributing the propagation delay across multiple
switches, thus pipelining the signal transmission. The lower
left-hand-side half of Fig. 1 shows a SoC architecture. In the
figure, the “P/M” blocks denote digital signal processing (DSP),
application-specific integrated circuit (ASIC) or storage cores
(SRAM, CAM), and the black boxes denote the router nodes.
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The lines between various blocks represent the physical links.
The black blocks along with the physical links form the NoC.

NoC architectures can be designed with both regular and
custom (or irregular) topologies. The primary advantage of a
regular NoC architecture is topology reuse and reduced design
time. They are suitable for general purpose architectures, such
as the RAW processor [6] that include homogeneous cores.
This paper addresses the design of a NoC in the context of
application-specific SoC architectures. Regular topologies
assume that every core has equal communication bandwidth
with every other core which does not hold in custom SoCs. Ap-
plication-specific SoC architectures consist of heterogeneous
cores and memory elements which have vastly different sizes.
Consequently, even if the system-level topology is regular, it
does not remain regular after the final floorplanning stage. The
alternative option of regular layout results in a large amount of
area overhead.

Application-specific SoC design offers the opportunity for
incorporating custom NoC architectures that are optimized for
the target problem domain and do not necessarily conform to
regular topologies. For such architectures, as the results of this
paper (and those by [7]) demonstrate, the custom NoC archi-
tecture is superior to regular architecture in terms of power and
area consumption under identical performance requirements. In
custom topologies, the router architecture itself is regular and
can be easily parameterized for reuse (on number of ports, width
of physical links, number of virtual channels, and so on).

The complexity of automated system-level design can be ad-
dressed by decomposing it into two stages: 1) computation ar-
chitecture design and 2) physical design and NoC architecture
synthesis. The output of the computation architecture design
stage is a collection of processing and memory cores and a
mapping of the computation and storage operations on the re-
spective cores. This problem has been widely addressed in the
system-level synthesis [8] community. The paper focuses on the
problem of automated application-specific NoC design. We also
extend our techniques to mesh-based interconnection architec-
tures and compare them against custom topologies.

NoC design flow is shown in Fig. 1. The input to the NoC
synthesis problem is the computation architecture specification,
characterized library of interconnection network components
and performance constraints. The computation architecture
consists of processing and memory elements labelled as “P/M”
blocks. Each “P/M” block is uniquely identified by a node
number “n ¢.” The physical dimensions of the blocks are
also specified. The directed edges between any two blocks
represent the communication traces. The communication traces
are annotated as “Crm(B,L),” where “m” represents the trace
number, “B” represents the bandwidth requirement, and “L” is

1063-8210/$20.00 © 2006 IEEE
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Fig. 1. System-level NoC architecture synthesis.

the latency constraint. The bandwidth and latency requirements
of a communication trace can be obtained by profiling the
system-level specification in the context of overall application
performance requirements. The traffic model that we assume
for synthesis is a continuous stream model. Consider a core
that sends a packet of size 256 bits every 1000 clock cycles.
Assuming that the clock cycle is 3 ns, the communication trace
can be abstracted as a continuous stream with 85-Mb/s band-
width requirement. Applications in multimedia and network
processing domains demonstrate well-defined periodic com-
munication characteristics and hence, can be easily modelled
in the trace graph.!

The characterized library of interconnection architecture
components is depicted on the left-hand side of the figure. In
nanoscale technologies, minimizing power consumption is a
first-order design goal along with performance maximization.
Therefore, the components are characterized for both perfor-
mance and power consumption. Each router architecture is
characterized by: 1) the number of router ports; 2) the peak
bandwidth supported at input or output ports;2 and 3) the
power consumed to transfer data across the ports. The power

IIn the case that the application has a wide variation in the bandwidth re-
quirements, the designer can specify either average or worst case communica-
tion traffic.

2As the NoC is designed after the computation architecture, the traffic band-
width produced/consumed by a core is known. Since every core is connected to
a router, we assume that the input/output ports can support the required band-
width of each computation element.

consumption in a port is a function of the total traffic flowing
through it. Hence, the port is characterized by power consumed
per unit bandwidth of traffic. In nanoscale technologies, global
physical links are also significant consumers of power. The
power consumption in the physical link is a function of the
bandwidth of data flowing through the link and the length of the
link. Therefore, the physical links are characterized by power
consumed per unit bandwidth per unit length.

The output of the communication architecture synthesis
problem is a system-level floorplan of the final design, topology
of the network, and static routing of the communication traces
on the network such that the performance constraints are satis-
fied, and the power consumption is minimized. Calculation of
power consumption due to the physical links requires estimates
for link lengths. Consequently, system-level floorplanning is
performed as part of the communication architecture synthesis.
The topology of the network specifies the number of routers and
their interconnections. The static routing of a communication
trace is shown on the right-hand side of Fig. 1. For example,
C2 begins from “nl,” passes through “r1” and “r2,” and ends
at “n3.”

In the following sections, we first characterize the router that
we utilized for generating the experimental results, and then de-
fine the custom NoC synthesis problem.

A. Router Power and Performance Characterization

Banerjee et al. [9] presented a cycle accurate power and per-
formance model of a generic NoC router architecture that can
be incorporated in mesh topologies. The router architecture had
five ports, each of which was composed of an input and output
port for bidirectional data transfer. We enhanced the router ar-
chitecture to support custom topologies and application-specific
routing scheme. Custom routing is achieved by including a com-
munication trace identifier (ID) in every packet. The ID uniquely
identifies a particular data stream flowing from a source node to
the destination. On reception of a packet, the header decoder de-
cides the output port based on the ID.

We characterized the power consumption of the input and
output ports of a router in 100 nm technology with the help of
a cycle accurate power and performance evaluator® [9]. In the
experiment, the width of the physical links [consequently, the
width of input and output (I/0O), first-in, first-out (FIFO), and
crossbar] is 32 bits, number of virtual channels is 2, the depth
of virtual channels is 4, and the number of flits in the packet is 8
(packet size 256 bits). The neighboring link controllers utilize a
two-clock cycle, hand-shaking protocol to transfer a flit across
the physical links. Therefore, the maximum bandwidth that can
be supported over the physical links in a particular direction is
16 bits/cycle or 0.0625 packets/cycle. The clock period was con-
servatively assumed to be 3 ns. The simulator was first allowed
to stabilize for 3 us (1000 clock cycles), and the data was col-
lected over the next 7 us (2333 clock cycles). Notice that the ex-
periment is performed for the characterization of only one port
of a router. Thus, 2333 clock cycles are sufficient.

3Although the following discussion is based on a router architecture assumed
by our paper, the characterization techniques, observations, and conclusions are
applicable to other router architectures. Consequently, the proposed techniques
are applicable to other router architectures as well.
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1) Power Consumption in the Input Port: The total power
consumption due to traffic at a particular input port is the sum-
mation of the power consumed by the link controller, header
decoder, input FIFO, and crossbar. We considered a five-port
router with five processors attached to each port as shown in
Fig. 2. Processor 1 sends packets with random contents to the
four other processors with a uniformly random distribution.
Fig. 4 plots the power consumption in the input port for varying
injection rate at processor 1. The delay for a particular injection
rate was uniformly distributed within the mean delay interval.
As can be observed from the plot the power consumption in
the input port varies linearly with the injection rate, and can be
approximated by P = (28 x i) mW where 4 is the bandwidth
in packets/cycle injected into the port and 28 is the slope of the
line. For a clock period of 3 ns, the power per Mb/s of input
data passing through the port is given by P = 328 nW/Mb/s.

2) Power Consumption in the Output Port: The power con-
sumption at the output port is the summation of the power
consumed by the arbiter, output FIFO, and link controller.
Again, we considered a five-port router with processors (1-4)
attached to four input ports as shown in Fig. 3. All four ports
inject packets that traverse through the fifth port to processor 5
attached to the neighboring router. The contents of the packets
were randomly generated, and the delay for a particular in-
jection rate was also uniformly distributed within the mean
delay interval. Fig. 4 plots the total power consumption (for
the arbiter, output FIFO, link controller) versus the cumulative
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injection rate. The power consumption of the output port also
varies linearly with the cumulative injection rate and can be
approximated as P = (5.6 X 1) mW, where “” is the band-
width in packets/cycle passing through the port and 5.6 is
the slope of the line. Again, for a clock cycle of 3 ns, the
power/Mb/s of output traffic passing through the port is given
by P = 65.5 nW/Mb/s.

3) Power Consumption in Physical Links: Figs. 4 and 5 plot
the variation in link power consumption versus injection rate
(for a constant link length of 2.5 mm) and link length (for a con-
stant injection rate 0.035 packets/cycle), respectively. As can be
observed from the figures, the link power varies linearly with
both injection rate and link length. The slope of the plot in Fig. 4
can be approximated as (16.915 x i) mW, where 1 is the injec-
tion rate in packets/cycle. As the link power also varies linearly
with link length, we can divide the slope of the plot by the corre-
sponding length to obtain a function for the link power. Hence,
the link power can be approximated as (6.79 x 7 x [) mW, where
[ is the link length in mm. Thus, with a clock cycle of 3 ns, the
power consumption of the link per Mb/s/mm can be expressed
as P = 79.6 nW/Mb/s/mm.

4) Latency: Fig. 6 plots the average latency versus the injec-
tion rate for the packets in experiment 2 (Fig. 3). Please note
that the z-axis plots the injection rate due to one processor as
opposed to the cumulative injection rate of the four processors
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as in Fig. 4. As can be observed from the figure, the average la-
tency remains constant until the output port becomes congested.
The injection rate at which the output port becomes congested
is given by 0.01563 packets/cycle/port. A similar trend is ob-
served (see Fig. 6) when we consider a 4 x 4 mesh architecture
with 16 processors that are injecting to uniformly distributed
random destinations. The network congestion is marked by a
sharp increase in average latency. Our synthesis technique pre-
vents network congestion by static routing of the communica-
tion traces subject to the peak bandwidth constraint on the router
ports. Since the network is always operated in the uncongested
mode, we can represent the network latency constraint in terms
of router hops (such as 1 or 2) instead of an absolute number
(such as 100 cycles).

B. Problem Definition

Given:

* a directed communication trace graph G(V, E), where
each v; € V denotes either a processing element or a
memory unit (henceforth, called a node), and the directed
edge e, = {v;,v;} € E denotes a communication trace
from v; to v;. For every v; € V, the height and width of
the core is denoted by H; and W;, respectively;

 forevery e, = {v;,v;} € E,w(ey) denotes the bandwidth
requirement in bits/cycle, and o(ey) denotes the latency
constraint in hops;

e arouter architecture, where 7 denotes the number of I/O
ports of the router,* and {2 denotes the peak input and
output bandwidth that the router can support on any one
port. Thus, each port of a router can support equal band-
width in input and output modes. Since anode v € V is at-
tached to a port of a router, the bandwidth to any node from
a router, and from any node to a router is less than 2. Two
quantities ¥; and U, that denote the power consumed per
Mb/s of traffic bandwidth flowing in the input and output
direction, respectively, for any port of the router;

 a physical link power model denoted by ¥; per Mb/s/mm;

4Heterogeneous routers with variable number of ports can also be supported.
‘We can initially design the NoC with the router with maximum ports. Once the
topology has been generated, routers with unutilized ports can be replaced with
lower port routers.
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* two constants H and W, that denote the height and width
constraints on the overall dimensions of the system-level
floorplan;

e two constants 7y and ymax, that denote the lower and
upper bounds on the aspect ratio of the layout.

Let R denote the set of routers utilized in the synthesized archi-
tecture, F,. represent the set of links between two routers, and
FE, represent the set of links between routers and nodes. The ob-
jective of the NoC synthesis problem is to:

* generate a system-level floorplan and;

* anetwork topology T(R,V, E,., E,), such that:

o for every e, = (v;,v;) € E, there exists a route
p = {(vi,mi),(ri,7j),...(rk,v;)} in T that satisfies
w(ek), and o(eg);

* the bandwidth constraints on the ports of the routers are
satisfied;

¢ the bounding box of the floorplan satisfies H and W;

* the aspect ratio of the floorplan lies between ~,i, and
Vmax;

* the total system-level power consumption for inter-core
communication is minimized.

The floorplanning subproblem is a variation of a quadratic
assignment problem [10], and is known to be NP hard. The in-
terconnection network generation problem is a variation of the
generalized steiner forest problem [11], which is also known to
be NP hard.

In this paper, we present a two-stage approach to solving the
custom NoC synthesis problem. In the first step, we generate the
system-level floorplan of computation architecture with an ob-
jective of minimizing the communication power consumption
subject to the layout constraints. Our methodology exploits the
fact that the dimensions of the routers are much smaller than
those of the processing and memory cores. The possible loca-
tions of the routers are assumed to be at the corners of the var-
ious cores in the layout. In the second stage, we generate the
actual topology of the interconnection network and specify the
routes for the various communication traces based on the floor-
plan generated in the previous stage.

We discuss optimal MILP formulations for both problems.5
The MILP formulation for the interconnection architecture
generation in particular, is constrained by large solution times.
Therefore, we also present a clustering-based heuristic tech-
nique for alleviating this limitation.

The designs generated by our technique could have deadlocks
between the various communication traces. However, the dead-
locks can be removed by a post-processing step that introduces
additional virtual channels at select routers [14].

This paper is organized as follows. Section II discusses the
previous work. Section III presents the MILP formulation.
Section IV presents the clustering based approach. Section V
presents the experimental results, and, finally, Section VI
concludes the paper.

II. PREVIOUS WORK
In recent years, a number of researchers have proposed archi-
tectures, performance evaluation techniques, and optimization

SThis paper is an integrated and extended version of our two conference pa-
pers [12] and [13].
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approaches for NoC. The research presented in this paper
falls in the category of automated optimization approaches.
Vellanki et al. [15] presents a detailed discussion about existing
NoC architectures and performance evaluation approaches.
Existing research in these two categories has predominantly
concentrated on regular mesh-based NoC architectures. In this
paper, we present automated techniques to generate application
specific NoCs that do not conform to a regular topology. In
the following paragraph, we discuss existing automated NoC
design approaches.

The XpipesCompiler proposed by Jalabert et al. [7] is a
custom topology instantiation framework. However, it does not
provide any support for NoC synthesis. Therefore, our work
can be considered to be complementary to XpipesCompiler.
Pinto et al. [16] presented a technique for constraint driven
communication architecture synthesis of point-to-point links
by utilizing deterministic heuristic-based k-way merging. Their
technique results in network topologies that have only two
routers between each source and sink. Hence, their problem
formulation does not address routing. Lei ef al. [17] and Ascia
et al. [18] presented genetic algorithm-based techniques for
mapping tasks on mesh-based NoC architectures. Hu et al.
[19] presented a branch and bound technique to map IPs onto
a regular mesh-based NoC architecture. In [20], the authors
extended the work presented in [19] to incorporate a dead-
lock free deterministic routing function. In [21], the authors
presented an algorithm that schedules both computation and
communication transactions onto mesh-based NoC architec-
tures under real-time constraints. In all these papers, the authors
assume that a NoC architecture already exists and has a mesh
topology. Our work, on the other hand, addresses design of
an application-specific NoC and does not assume an existing
interconnection network architecture. We synthesize a custom
NoC architecture and route the communication traces on the
topology, such that the performance constraints are satisfied
and the communication power consumption of the NoC is
minimized.

III. MILP FORMULATIONS

In this section, we present our MILP formulations for the NoC
design problem. We address the problem by splitting it into two
subproblems: 1) system-level floorplanning with an objective
of minimizing the power consumption of the NoC subject to the
layout constraints and 2) NoC topology and route generation
again with an objective of minimizing the power consumption
subject to the performance constraints.6

A. System-Level Floorplanning

We present a NoC-centric floorplanning formulation that
minimizes communication power consumption by utilizing
a unique cost function. At the floorplanning stage the power
consumption, due to the interconnection architecture, can be
abstracted as the power required to perform communication via
point-to-point physical links between communicating cores.
Although such a cost function does not include the router

6We also address router utilization by: 1) eliminating redundant routers at
floorplanning stage and 2) utilizing minimum number of routers to route each
trace at the interconnection architecture design stage.

power consumption, it is a true representation of the power
consumption due to the physical links. However, inclusion of
only the power consumption in the cost function ignores the
performance requirements on the communication traces. Band-
width constraints on the communication traces can be satisfied
by finding alternative routes or adding more interconnection
architecture resources. However, satisfying latency constraints
is more difficult if the cores are placed wide apart. In addition
to minimizing power and latency, it is also important that the
layouts consume minimum area. Therefore, we specify our
minimization goal as a linear combination of the power-latency
function, and the area of the layout. Mathematically, we mini-
mize

. ist(u,v) - ¥, - w(e)
(07 Z d t( s ) \Ifl 0'2(6)

Ve(u,v)GE

+ ﬂ . [Xmax + Ymax]

where dist(u, v) is the distance between the cores u and v, «
and [ are constants, and X ,,x and Y.« represent the bound-
aries in positive X and Y directions, respectively. Note that
minimizing X ,.x and Y;,.x minimizes the area that is given
by Xmax X Yimax. The MILP is formulated such that the layout
is obtained in the first quadrant. Thus, all the coordinates are
greater than or equal to zero. The above optimization function
gives a higher priority to latency constraint of a communication
trace as opposed to the bandwidth. The values of the constants
a and (3 determine the relative weight given to power minimiza-
tion compared to area minimization and are specified by the de-
signer. In the following section, we describe the MILP formu-
lation.”
1) Variables:

Independent variable: As mentioned before, we assume
that the cores are placed in the first quadrant of the XY plane.
For each core v; € V let (X; min, Yi min) denote the lower left-
hand-side coordinate of the placed core.

Dependent variables: The formulation utilizes the fol-
lowing derived variables.

» Foreachcore v; € V let (X; max, Yi,max) denote the upper
right-hand-side corner of the placed core. Thus,

X’i,max = X’i,min + Wi7 Yv’i,max = I{ min + HL

* For each pair of cores v;, v; € V, let DX; ; denote the dif-
ference between the x coordinates of the top-right corner
of the placed cores, and DY; ; denote the corresponding
difference between the y coordinates. Thus

DX1,] = Xi,max

Dy1,j = }/'i,max -

- Xj,ma)u Yj,max-

Since these differences can be negative, DX; ; and DY; ;
are unrestricted variables.

TMILP formulations for system level floorplanning have been proposed in the
literature [22]-[24]. We include our formulation so that we can discuss exten-
sions for mesh-based topologies. The floorplanning formulation does not ad-
dress aspect ratios and orientations of individual cores. At the floorplanning
stage, the contribution of the paper is in terms of a unique cost function that
addresses NoC specific constraints and extensions for addressing mesh-based
layouts. Existing formulations can be combined with the proposed cost func-
tion to generate NoC specific layouts.



412 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 14, NO. 4, APRIL 2006

* For each pair of cores v;,v; € V, let A; ; and & ; denote
binary (0,1) variables that are given by

X — 17 if)('i,min Z Xj,max;
©J 0, otherwise.

X/ L 17 if Xj,max > Xi,min;
v 0, otherwise.

X; ; and A} ; can be obtained by the following linear

equations:
X’i,min - Xj,rnax - XL] -MAXVAL <0
Xj,max - Xi,min - Xi/,j -MAXVAL <0

XL/_] + Xi’,j = 1

where M AXV AL is a very large integer.
* Let );; and ) ; denote similar quantities along the y
coordinates.
2) Objective Function: The objective function for the floor-
planning stage is to

Minimize (P + A)

where

P=a-

wle
Z U 02((6)) (DX ;1 + DY)
Ve(v;,v;)EE
A :/3 : [Xmax + Ymax]-

We model |DX; ;| by introducing two variables DX jj and
DX, ;. We define
DX}, — DX, = DX, jand DX}

i T DX = DX 51

During minimization, the solver will set either DX j'] or
DX, ; to zero, and the other to one. Similarly, we introduce
Dyfj and DY, ; and define them as

DY} —DY;; =DY;; and DY, + DY;; = |DY; 1.

3) Constraints:

* Floorplanning requires that no two cores overlap when they
are placed on the layout. Therefore, for each pair of cores
v;,v; € V one of the following four conditions must be

true:
Xi,min Z Xj,max; Xj,min Z Xi,max
Yvi,min Z Y}',maxv Y},min Z Yvi,ma)v
Therefore

DX;;+DX;;+DY;; +DY;; > 1.

e Apart from minimizing the power and area, the layout
should satisfy the given aspect ratio constraints. Therefore

Ymax Z Ymin X Xmax
Ymax S ’YITIB,X >< Xmax-

|

Fig. 7. Example mesh-based floorplan.

Fig. 8. Illegal layout in mesh-based topology.

e The layout should not violate the X and Y boundaries.
Therefore, for eachnode 2 € V

Xi,max S Xmax
Yi,max < Ymax-

4) Additional Constraints for Mesh-Based Topologies: We
compare and contrast the custom topologies generated by our
techniques against mesh-based topologies. An example of the
mesh-based layout is shown in Fig. 7. The cores in the mesh-
based layout are aligned along a grid. The height and width of
a row and column in the grid is determined by the largest core
in the particular row or column, respectively. In the mesh-based
floorplan, in addition to the constraints described earlier for the
generic layout, we require more constraints that avoid the illegal
case shown in Fig. 8. In Fig. 8, the two cores are not aligned
along a column, and, therefore, cannot be laid out on a grid.

For each pair of cores v;,v; € V, we introduce a pair of
binary variables GX'; ; and GY; ; defined as

. 1, if Xi,max > Xj,max§
G = {0, otherwise.

1, ifY max > Y max;
9V = {0, otherwise.

GX; ; and GY; ; can be obtained by similar linear equations as
those defined for A ;.

The various cores will be aligned along a grid if the following
equations are satisfied for each pair of cores v;,v; € V:

GXi; + &) ;<1
GYij+Yi; <L

B. Custom Interconnection Topology and Route Generation

The power consumption of the NoC is dependent upon the
length of the physical links in the architecture. We utilize the
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Fig. 9. Example of router allocation for custom topology.

floorplan from the previous stage to select router locations and
thus, determine inter-router, and node-to-router distances. By
intelligently determining router locations, we can reduce the
size of the MILP formulation and thus, reduce its runtime.

Initially, we create a bounding box for each node. A
bounding box is a rectangular enclosure of the node, such that
the bounding boxes of two adjacent nodes about each other. For
example, in Fig. 9(a), the bounding box of node 4 extends to
the top boundary of node 3, and that of node 10 extends to the
top boundary of node 12, and to the left boundary of node 9. In
the figure, all other bounding boxes are the coordinates of the
respective nodes.

The second step is the placement of the routers. We exploit
the fact that the dimensions of routers are much smaller than that
of the processing cores [4]. Therefore, once the bounding boxes
are generated, we place routers at the nodes of the channel in-
tersection graph [22] formed by the bounding boxes. A channel
intersection graph is a graph in which the bounding boxes form
the edges and the intersection of two perpendicular boundaries
forms a node. In Fig. 9(b), the black circles depict the placement
of routers at the channel intersections.

Finally, we remove all redundant routers. We remove all
routers that are:

* placed along the perimeter of the layout;

* placed less than a specified distance apart.

The motivation for removing routers can be explained as fol-
lows. The routers in the perimeter are not likely to be utilized
and are redundant. Similarly, if two routers are placed very close
to each other, one of them becomes redundant as it is unlikely
to be utilized in the final topology.

The location and number of routers available for the second
stage depends on the algorithm used to remove redundant
routers. Our algorithm for removing routers is shown in Fig. 10.
First, the algorithm removes the routers along the perimeter of
the floorplan. Fig. 9(c) depicts the stage when the routers along
the perimeter are removed. After removing routers along the
perimeter, the algorithm calls the initialization function that
marks all the internal routers as free. In lines 3-5, the algorithm
generates a list L for each router that specifies the routers
that are less than the minimum distance from it. Line 6 of the
algorithm sets the current router (cur_rtr) to be the router at
the bottom-left-hand corner of the layout, which is the router at
the bottom-left-hand corner of node 12 in Fig. 9. The next line
calls the function rem_close_rtrs that removes all routers that
are in L(cur_rtr), marks cur_rtr as tagged, and hops to the
closest available router (next_rtr) that is free (neither tagged
nor removed). The function rem_close_rtrs recursively calls

rem_close_rtrs(cur_rtr)

for (r € L(cur_rtr))
rem_redundant_rtrs()
set(r) = removed

1
2
3 end for
4

1 rem_perimeter_rtrs()
2 initialize()
set(cur_rtr) = tagged
3 for (re R)
5 next_rtr = get_next_rtr()
4 L(r) = get_close_rtr(r) X
6 if (next_rtr = NULL)
5 end for
7 return
6 cur_rtr = bottom_left_rtr()
8 else
7 rem-close_rtrs(cur-rtr)
rem_close_rtrs(next_rtr)
8 return
10 end if

11 return

Fig. 10. Algorithm for removing redundant routers.

itself with next_rtr as parameter, until all routers are either
tagged or removed. Fig. 9(d) depicts the stage when routers are
placed at more than a specified minimum distance apart.

Let R denote the total number of available routers. In the
algorithm, each router is either tagged or removed. A router
cannot be both tagged and removed. Therefore, the complexity
of the algorithm is given by O(|R|).

We can further minimize the size of the formulation by lim-
iting the number of routers that a node can be mapped. Since
the layout places communicating nodes close to each other, it
is very unlikely that an optimal solution will have a node that
is mapped to a router located at a large distance away from it.
Therefore, for each node, we consider only those routers that
are within a certain maximum distance from it. The distance is
specified by the designer. Let R; denote the set of routers avail-
able to node v;.

Since we know the location of the routers, we can determine
the shortest distance from a node v; to the routers in R ;. By the
same argument, we can also determine all inter-router distances.

The objective function of the formulation is the minimiza-
tion of the communication power. The power consumption in
the NoC is the sum of the power consumed by the routers and the
physical links. The power consumed by the routers is given by
the product of the bandwidth of data flowing through the ports
and the characterization function that specifies the power con-
sumption per unit bandwidth. Similarly, the power consump-
tion in a physical link is a product of the bandwidth of data
flowing through the link, length of the link, and the character-
ization function that specifies the power consumption per unit
bandwidth per unit length.

Sections III-B1-III-B3 discuss the variables, objective func-
tion, and constraints, respectively.

1) Variables:

Base variables: We define the following base (indepen-
dent) variables.

* Number of routers: Letr; € R, 0 < ¢ < R,,q. denote a
router. Each router in the NoC architecture is identical with
the same number of ports “r,” and peak bandwidth “(2” per
port. All ports are bidirectional.

* Ports of the router: Let p; ; and 0 < 5 < 7 represent the
jth port of a router r; € R.

* Node-to-port mapping variables: For each node v, € V,
let R, denote the set of routers that it can be mapped to. Let
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NRy,i,; bea{0,1} variable that is 1, if node vy, is mapped
to port p; ; of router 7; € Ry, otherwise 0. For each router
Tm € Rk, meyj,NR[ﬁm?j = 0.

* Port-to-port mapping variables: For each port p; ; of router
r; € R, let RR; jr, be a{0,1} variable that is 1, if port
p;,; of router 7; € R is linked to port py,; (k # ¢) of router
rr € R, otherwise 0.

» Variable for flow of traffic out of a port: For each edge
{vi,v;} € E,let O;j; be a {0,1} variable that is 1,
if traffic from node v; to node v; flows out of port py i,
otherwise 0.

» Variable for flow of traffic into a port. For each edge
{vi,v;} € E,letZ; ;,; be a {0,1} variable that is 1,
if traffic from node v; to node v; flows into port py g,
otherwise 0.

Variables O and 7 are utilized for modeling and satisfying
the bandwidth and latency constraints on the various communi-
cation traces.

Derived variables:
variables.

o Variable for the total traffic flowing out of a port: Let BOy, ;

be a variable that represents the total traffic flowing out of
port pg ;. BO can be derived as follows:

We define the following derived

BOy,; =

>

Vem={vi,v;}€EE

w(em) * O j k1

* Variable for the total traffic flowing into a port: Let B1y,
be a variable that represents the total traffic flowing into
port pg ;. BT can be derived as follows:

BIk,l =

>

Ve, ={v;,v; }EE

w(em) * Zi j k.-

* Variable for flow of traffic on a link: Let Z; ; i 1.m.n be a
{0,1} variable that is 1, if traffic (¢, j) leaves port [ of router
k, and port [ of router k is connected to port n of router m.
Hence, Z; j k.i,m,n can be represented as

Zijkgmn = ikt X RRp 1m,n-

The nonlinear equation can be easily linearized by the fol-
lowing rule:

Oi kg +RRiimm =2 X Zi jkimn

Oijkt + RRitmn < Zijkimn + 1.
2) Objective Function: The objective is to minimize the
power consumption of the NoC due to the cumulative traffic

flowing through input and output ports of all the routers. The
objective function can be expressed as follows:

Minimize (Pr + Pr)

where
Pr=Ui Y > BILj+¥,- Y > BOi,
Vri€R Vp; ; Vri€ER Vp; ;
PL=VYyp Z w(i,7) - RDk,m * Zi jk lymom

i,3,k,l,m,n

+ ) NDik-w(i,§)  NRig

,4,k,1

+ 3 NDjgw(i g)  NRjk

i,3,k,1

where ¥,; and W, are weights that denote the power con-
sumed/Mb/s of traffic flowing in the input and output directions,
respectively, for any port of a router in the NoC, and W, is the
link power per unit length/Mb/s, RDj, ,,, denotes the distance
between routers k& and m, and ' D; i denotes the distance of
node ¢ from router k.
3) Constraints: The following constraints are formulated.
* Port capacity constraint: The bandwidth usage of an input
or output port should not exceed its capacity. Therefore

Vi e R, Vpid', BIL]' <Q, B(’)m» < Q.

* Port-to-port mapping constraint: A port can be mapped to
one node, or to any one port that belongs to a different
router:

Z Z RRk,l,i,j + Z NRm,i,j S 1

Vr €R,k#iVpi Vv, €V
Vpi,j,VTk ER, k 7é i,'R'Rk,l,,‘

VDi js
g =RRijk,i-

The first constraint above is an inequality because it is pos-
sible that a port may not be mapped to any other port or
node. The second equation models the symmetry of the
variable R'R.

* Node-to-port mapping constraint: A node should be
mapped exactly to one port. Therefore

Yv; €V, Z Z NRi,,k,l =1.

Vre€Ri Vi 1

* Traffic routing constraints: The traffic routing constraints
discussed below ensure that for every e, = (v;, vj) ek,
there exists a path p = {(vs,73), (ri,75),..., (Tk,v;)} in
T.

1) If a node is mapped to a port of a router, all traffic
emanating from that node has to enter that port. Simi-
larly, all traffic terminating at that node should leave
from that port. Thus, for each router 7, Vp; and
V(vi,vj) € E, we require

Tijrg 2 NRikt, Oijrg > NRja
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2)

NRykai+Zijrs <1,

3)

4)

5)

6)

7)

If a node is mapped to a port of a router, no traffic from
any other node can either enter or leave that port. Thus,
V{vi,v;} € EVv, € V,m # i, m # j, Vpi,

NRyki+ Oijra < 1.

If a traffic enters a port of the router, it should not enter
from any other port of that router. Similarly, if a traffic
leaves a port of a router, it should not leave from any
other port of that router. This constraint ensures that the
traffic does not get split across multiple ports. Thus, for
each router 74, and V(v;,v;) € E,

Z Zijra < 1, Z Oi kg < 1.

VP Vpr.

If a traffic enters a port of a router, it has to leave from
exactly one of the other ports of that router. In the
same way, if a traffic leaves a port of a router, it must
have entered from exactly one of the other ports of that
router. This constraint ensures the conservation of the
flow of traffic. Hence, for each router 7, Vpg 1, and
V(’Uz'., ’U]') e FE

E Oijkem 2Lij ks
ka,nzym7él

>

VPk m ,m#l

Lijkm 2 Oijiki-

If two ports of different routers are connected, traffic
leaving from one port should enter the other, and vice
versa. For example, if py; and p,, , are connected,
RRk,im,n Will be 1. Therefore, a traffic O; jmn
leaving port n of router r,, should enter port [ of
router 7. Therefore, I; ; 1., should be set to 1. Sim-
ilarly, if I; jx1 = 1, O; jm,n should be set to 1.
Therefore, for each pair of routers {ry,rm}, k # m,
vpk,l’ me_’n, and V(Ui,?)j) ekl

RRipmn + Zigkt — Oimm — 1 <0

RRikimmn —ZLijri+ Oijmn—1<0

If two ports of different routers are connected, a traffic
can leave exactly one of the two ports. Similarly, a
traffic can enter only one of the two ports. For ex-
ample, if p;; and p,, , are connected, for any traffic
(vi,vj) € E, I; jmn, and I; j i, ; cannot be 1 simulta-
neously. Similarly, O; j m.» and O; ; x; cannot be 1 si-
multaneously. Thus, for each pair of routers {7y, 7 },
k # m,Y(vi,v;) € E,Ypr1, VPmn

RRi1mm +ZLijri +ZLijmn—2<0
RRk1mmn + Oijkg+ Oijmn —2 <0.
If a traffic enters a port of a router, that port must be

mapped to a node or to a port of a different router.
Therefore, if Z; ; 1; is 1 for some traffic (v;,v;) € E,
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some /\/Ri,k,z should be 1, or some R'R, n,k,1 should
be 1 where p,, ,, exists. Similarly, if a traffic leaves a
port of a router, that port must be mapped to a node, or
to a port of a different router. Therefore, if O; ; 11 1s 1,
for some traffic {v;,v;} € E, some N'R; j; should be
1, or some R'R,,n,k,1 should be 1, where p,,, ,, exists.
The constraints can be modeled as follows. For each
router 7, Vpg 1, and V{v;, v;} € E

NR; i+ Z Z RRimmn 2Zjik1

V7 ER VP n

NR; ki + Z Z RREk1mmn = Ojiki-

Vrm €R Vpm ,n

* Latency constraint: The latency constraint refers to the
maximum number of router hops that is allowed to route
the traffic from a source node to a sink node. The latency
constraint is modelled as follows:

Ve, = {’Ui,’ljj} € E, Z Z Oi,j,k,l < J(ek).

Vr R Vpr

Latency constraint of 1, is a special case in which no

router-to-router connections are allowed. Therefore, for

latency constraint of 1, all previous constraints pertaining

to router-to-router connections can be removed. The im-

position of latency constraint affects the feasibility of a

NoC architecture. Latency and the number of ports in the

router architecture are related by the following lemma.

Lemma: If the router architecture has n ports per router and o
is the maximum latency constraint on any edge, (i.e., Ve € E,
o(ex) < o), a NoC topology is not possible if for any node,
the total number of edges entering and leaving the node is more
than (n — 1)°.

Proof: Without loss of generality, we will prove the lemma
for multiple traffic traces originating from one source node, and
ending at multiple sink nodes. In Fig. 11, the source node is
denoted by an unfilled circle, the routers are denoted by filled
square boxes, and the sink nodes are denoted by filled circles
that form the leaves of the tree. We will prove our lemma by
mathematical induction on ¢. For simplicity, the proof assumes
that bandwidth constraints are not violated.

Base Case: Let 0 = 1. In this case, all sink nodes have to
be mapped to ports of the router to which the source node is
mapped. As shown in Fig. 11(a), the resulting architecture can
be visualized as a n-ary tree with height 1. Since one port is
taken by the source node, the maximum number of ports avail-
able for sink nodes is given by numtraces; = n — 1.

Induction Hypothesis: Suppose the assumption holds for
o = 0y,. Therefore, the maximum number of traces is given by
numtraces,, = (n — 1)7. The resulting architecture is shown
in Fig. 11(b). The architecture is an n-ary tree of height o,,, and
the maximum number of traces is given by the number of leaf
nodes in the tree ((n — 1)7).

Proof for o, + 1: An n-ary tree with height o,, + 1 can
be formed from an n-ary tree with height o,,, by introducing a
router at each leaf node. As shown in Fig. 11(c), introduction of
arouter at a leaf node is equivalent to routing traffic from source
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to the various sink nodes in o,, + 1 hops. In a tree with height
on, €ach leaf node can be replaced by a router, thus increasing
the number of leaf nodes in a tree with height o,, + 1 by  — 1.
Therefore, when all leaf nodes in the o,,-height tree are replaced
by routers, the maximum number of traces that can be mapped
in the o, + 1 tree is given by numtraces,+1 = (n — 1) *
(n—1)7 = (n— 1)+

IV. CLUSTERING-BASED HEURISTIC TECHNIQUE

The MILP formulation for interconnection topology and
route generation is constrained by exponentially increasing
solution times for large communication trace graphs. We present
a clustering-based heuristic technique for reducing the solution
times. The heuristic technique is executed after the layout has
been generated. The overall approach is shown in Fig. 12.

The first stage is to form clusters of nodes. The sizes of the
clusters are constrained by the maximum number of nodes in
the clusters which is specified by the designer. We utilize an
algorithm by Johnson et al. [25], to form our clusters.? For each
edge e € F, the clustering algorithm assigns a distance metric
to the edge given by DF, = 02 /w,. As discussed before, since
it is more difficult to satisfy latency compared to bandwidth,
we assign a higher weight to latency. Two communicating
nodes that have low latency and high bandwidth are close to

8http://www.analytictech.com/networks/hiclus.htm

TABLE 1
GRAPH CHARACTERISTICS

| Graph | Graph ID [ Nodes | Edges |
mp3 decoder G1 5 3
263 encoder G2 7 8
mp3 encoder G3 8 9
263 decoder G4 9 8
263 enc mp3 dec G5 12 12
mp3 enc mp3 dec G6 13 12
263 dec mp3 dec G7 14 16
263 enc mp3 enc G8 15 17
263 enc 263 dec G9 16 16
263 dec mp3 enc G10 17 17

each other in terms of the distance metric, and are placed
in the same cluster.

Once the clusters have been formed, for every communication
trace that is cut across a cluster boundary, two dummy nodes
are added to the respective clusters. If two edges share either a
source or sink node, then only two dummy nodes are introduced
instead of four. For example, in Fig. 12 the top two edges that are
cut share a common source in the left-hand-side cluster. Hence,
only two dummy nodes (that are labelled as “A” in the figure)
are introduced. The latency constraint on the original commu-
nication trace is split in half across the edges attached to the
pair of dummy nodes. The bandwidth constraint is duplicated
on the edges. The MILP formulation for topology design is then
utilized to generate the partial solution for each cluster. In the
figure, we assume that the routers have four ports and are on the
four sides of the rectangle. The full topology is generated from
the partial solution by adding physical links between ports of
routers that are in neighboring clusters, and are attached to iden-
tically named dummy nodes. For example, in Fig. 12, routers R1
and R3, that are in different clusters, are attached together with
physical link since they both have a dummy node named “A”
assigned to a port.

V. RESULTS

The section presents and analyzes the NoC designs synthe-
sized by our techniques for benchmark applications.

A. Experimental Setup

We generated custom NoC architectures for four multimedia
benchmarks, namely, mp3 audio encoder, mp3 audio decoder,
H.263 video encoder, and H.263 video decoder algorithms. Ad-
ditionally, we obtained results for six other benchmarks by map-
ping combinations of two applications from the above men-
tioned benchmarks simultaneously. The benchmarks are shown
in Table I. The communication trace graphs for the benchmarks
were obtained from Hu et al. [19] .

We obtained results for router architectures with five and
four ports, respectively. As discussed in Section I-A, the power
consumption in 100-nm technology, for the input and output
port was estimated to be 328 nW/Mb/s and 65.5 nW/Mb/s,
respectively. The link power consumption was estimated to be
79.6 nW/Mb/s/mm. We utilized the Xpress-MP optimizer [27]
to solve the MILP problems. The solver was configured with a
timeout of 8 h for the floorplanning stage, and a timeout of 12 h
for the NoC architecture generation stage. If the solver failed to
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find the optimal solution, the best available solution generated
within the timeout criterion was accepted. We obtained best
results when:

the minimum distance between two routers was set to one
half the length of the maximum sized node;

the distance of a node from the router to which it can be
mapped, was set to the length of the maximum sized node;
the sizes of the clusters were limited to nine nodes for the
clustering-based heuristic.

All results were obtained on a 950-MHz SPARC processor.

B. Results for Floorplanning Stage

Figs. 13-15 present the communication trace graphs for
263-dec mp3 dec, 263-enc mp3 dec, and mp3-enc mp3 dec
benchmarks, respectively. The edges of the graphs are annotated
with bandwidth requirement in kb/s. The node descriptions are

TABLE II
NODE DESCRIPTIONS

[ Node | 263 dec mp3 dec | 263 enc mp3 dec | mp3 enc mp3 dec |

0 VLD ME FP

1 1Q DCT FFT

2 IDCT P FILTER

3 MC IDCT MDCT

4 ADD MC ITER. ENC.1
5 MEM 1 VLE ITER. ENC.2
6 MEM 2 MEM BIT RES 1
7 HUFF 1 BIT RES 1 BIT RES 2
8 HUFF 2 BIT RES 2 BIT RES 3
9 BIT RES 1 IMDCT BIT RES 4
10 BIT RES 2 SUM IMDCT

11 IMDCT BUF SUM

12 SUM BUF

13 BUF

depicted in Table II. Figs. 13—15 also present the corresponding
floorplans obtained by executing our MILP based floorplanner
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TABLE III
RESULTS FOR FLOORPLANNING
Graph Area ratio Runtime (sec)

(Mesh over Custom) Custom ] Mesh
G1 1.26 <1 <1
G2 1.09 2 13
G3 1.21 17 56
G4 1.45 9 31
G5 1.74 507 9987
G6 1.56 13376 28800(t.0)
G7 1.39 2383 13746
G8 1.44 28800(t.0) 28800(t.0)
G9 1.36 28800(t.0) 28800(t.0)
G10 1.38 28800(t.0) | 28800(t.0)

on the benchmarks for custom architectures and mesh topolo-
gies. The floorplanner places high-communicating nodes close
to each other. For example, in the custom layout of Fig. 13,
nodes 1 and 2 that have high communication bandwidth, are
placed next to each other.

Table III presents the ratio of the area consumption of mesh-
based topologies over that of custom topologies, and the run-
times of the floorplanning stage for custom and mesh topolo-
gies. On an average, the mesh topology consumed 1.38 times
the area consumed by custom topology. Since the cores of the
mesh are aligned in a grid, mesh topologies occupy more area
compared to custom topologies. In the table, “t.0” denotes that
the solver did not converge to an optimal solution within the
timeout period of 8 h. The longer running time for mesh may be
attributed to the extra constraints required in the formulation to
generate mesh topologies.

C. Results for Topology Design and Routing Stage

Table IV compares the results obtained for the MILP-
and clustering—based techniques, respectively. In the table,
columns 5 and 6 present the total power consumption of
solutions produced by MILP formulation and the clustering
technique, respectively. Column 7 gives the ratio of power con-
sumption of the clustering technique solutions over the MILP
solutions. Columns 8§ and 9 denote theoretical lower bound on
the power consumptions of the MILP- and clustering-based for-
mulations, respectively. Columns 10 and 11 give the ratio of the
power consumption of the solution of the clustering-based tech-
nique to the MILP and clustering lower bounds, respectively.
Columns 12 and 13 present the router requirements of MILP
and clustering techniques, respectively. Column 14 denotes the
ratio of routers required by the clustering solutions over the
MILP solutions, and finally columns 15 and 16 denote the run
times of the MILP and clustering techniques, respectively. In
the table, “t.0” denotes that the solver did not converge to an
optimal solution within the timeout period of 12 h.

The MILP-based technique did not generate an optimal result
in 12 h for larger sized graphs. However, the clustering-based
heuristic is able to generate results in almost all cases (3 excep-
tions out of 20) in a reasonable amount of time.® Further, the

9The experiments utilized a cluster size of nine nodes. The run time of the
clustering-based technique can be improved by reducing the cluster size (to eight
or seven nodes). Thus, for a SoC with 100 components, our heuristic technique
would operate on about 12 clusters (of size 8) to generate the overall NoC ar-
chitecture.

overall results produced by the clustering-based technique were
better than the MILP results, both in terms of power consump-
tion (96%) and router requirements (85%). The custom topolo-
gies of the three benchmarks produced by clustering-based tech-
niques for five-port and four-port routers are shown in Figs.
13-15.

We would like to emphasize that for every graph for which the
MILP formulation resulted in a time out (rows 5—10 and 15-20),
the lower bound is strictly a theoretical value, and it denotes the
best lower bound that was generated by the formulation for a
particular graph within the specified time. The lower bound for
the clustering-based technique for a graph is the summation of
the lower bounds for the individual formulations for different
clusters of the same graph. On an average for the larger graphs
(rows 5-10 and 15-20), the final result of the clustering-based
technique is 1.37 (standard deviation of 0.31) and 1.08 (standard
deviation of 0.17) times that of the lower bounds due to the
MILP- and clustering-based formulations, respectively. Thus,
the clustering-based heuristic generates results that are within
40% of the theoretical optimal lower bound.

We also compared the custom NoC designs against solutions
with mesh-based NoC topologies. We estimated the power and
router consumption of a regular mesh topology by considering
the shortest distance in terms of the number of routers from the
source node to the sink node for each trace. The value, thus
calculated serves as a lower bound on the power consumption
of the regular mesh topology. Similarly, we also obtained the
number of routers and power consumption for the quality-of-
service NoC (QNoC) architecture [28]. The QNoC architec-
ture is identical to a mesh topology except that it permits mul-
tiple cores to be attached to routers that are on the periphery of
the mesh. Table V shows the results of the comparative study.
The number of ports in the routers was five. The number of
nodes in the communication trace graph place a lower bound on
the number of routers in both regular mesh- and QNoC-based
topologies. The regular mesh-based topology, on an average,
consumes over 2.3 times more power and requires 3.5 times
as many routers as a customized topology. The QNoC-based
topology, on an average, consumes 1.75 times more power and
requires 1.4 times as many routers as a customized topology.
The predesigned physical connections in both the mesh-based
topologies force the communication traces to pass through more
routers, thus, leading to the increased power consumption and
latency. This advantage would diminish as the proportion of
power consumption of the physical links to the power consump-
tion of the routers increases. In the comparative study, we fo-
cused on the interconnection architecture. The overall advan-
tage will be smaller if the power and area consumption of the
computation architecture is also included in the comparison.

We also evaluated the number of additional virtual channels
that are required for the custom architectures synthesized by our
techniques. We found that for our set of applications, deadlock
did not occur in any of the synthesized designs. We next mea-
sured the maximum number of traces flowing through any port
of a router in the topology. This value acts as an upper bound
on the number of virtual channels required in the design if a
deadlock were to occur. We found that for most of the cases
the number of traces were either 1 or 2. In only 5 (out of a
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TABLE 1V
COMPARISON OF MILP- AND CLUSTERING-BASED TECHNIQUES
No. | No. [ Graph No of Power (uW) Power lower bound (pW ) Routers Runtime (secs)
Ports Clusters | MILP [ Cluster [ Ratio || MILP | Cluster | Ratio [ Ratio || MILP [ Cluster Ratio MILP Cluster
(M) © C/M (ml) (cl) C/ml | Clel (MR) (CR) CR/MR

1 5 G1 1 2.622 2.622 1 2.622 2.622 1 1 1 1 1 <1 <1

2 5 G2 1 108.3 108.3 1 108.3 108.3 1 1 2 2 1 330 330

3 5 G3 1 5.7 5.7 1 5.7 5.7 1 1 2 2 1 1720 1720

4 5 G4 1 5.722 5.722 1 5.722 5.722 1 1 3 3 1 2318 2318

5 5 G5 2 179.5 110.9 0.61 93.26 110.9 1.18 1 5 4 0.8 41200 (t.o) 1103
6 5 G6 2 8.635 8.157 0.94 5.50 8.15 1.48 1 5 5 1 41200 (t.0) 2099
7 5 G7 2 1191 | 8.535 0.71 8.10 8.53 1.05 1 5 5 1 41200 (t.0) 35522
8 5 G8 2 170.7 155.2 0.90 116.9 155.2 1.32 1 5 5 1 41200 (t.0) 1559
9 5 G9 2 245.4 115.6 0.47 90.74 115.6 1.27 1 7 5 0.7 41200 (t.0) 35467
10 5 G10 2 15.52 11.54 0.74 10.97 11.54 1.05 1 7 6 0.8 41200 (t.o) 1540
11 4 G1 1 2.631 2.631 1 2.631 2.631 1 1 2 2 1 <1 <1
12 4 G2 1 138.0 138.0 1 138.0 138.0 1 1 4 4 1 347 347
13 4 G3 1 5.944 5.944 1 5.944 5.944 1 1 3 3 1 1206 1206
14 4 G4 1 5.722 5.722 1 5.722 5.722 1 1 4 4 1 22222 22222
15 4 G5 2 194.6 140.7 0.72 1214 140.7 1.15 1 5 5 1 41200(t.0) 2502
16 4 G6 2 10.94 12.47 1.12 8.20 10.4 1.52 1.19 6 6 1 41200(t.0) | 41200(t.0)
17 4 G7 2 13.90 8.664 0.62 6.88 8.66 1.25 1 6 6 1 41200(t.o) 36733
18 4 G8 2 158.6 209.4 1.31 102.1 134.3 2.05 1.55 7 7 1 41200(t.0) | 41200(t.0)
19 4 G9 2 241.3 147.2 0.61 80.33 113.7 1.83 1.29 7 7 1 41200(t.0) | 41200(t.o0)
20 4 G10 2 17.22 11.97 0.69 9.01 11.97 1.32 1 8 8 1 41200(t.o) 36544

TABLE V compared to the MILP formulation. In comparison to the NoC

COMPARISON OF CUSTOM (C), MESH (M), AND QNOC (Q) DESIGNS

Graph Power (uW ) Routers

C M [ Ratio Q Ratio || C| M [ Ratio | Q [ Ratio

‘ M/C ‘ Q/C ‘ M/C Q/C

G1 2.622 | 7.363 | 2.80 [2.627 | 1.00 115 5 2 2
G2 108.3 | 291.4 | 2.69 |216.1 | 1.99 217 3.5 4 2
G3 5.7 10.51 | 1.84 [6.368 | 1.11 218 4 4 2

G4 5.722 | 12.51 | 2.18 [6.453 | 1.12 319 3 3 1
G5 110.4 | 273.7 | 2.47 | 244.9 | 2.21 4112 3 6 1.5
G6 8.157 | 18.02 | 2.21 [12.35 | 1.51 5 (13| 26 5 1
G7 8.535 | 22.27 | 2.60 | 2237 | 2.62 5114 28 6 1.2
G8 155.2 | 277.0 | 1.78 | 155.7 | 1.00 5115 3 5 1
G9 115.6 | 296.7 | 2.56 | 352.4 | 3.04 5116 3.2 7 1.4
G10 11.54 | 28.63 | 2.15 | 25.86 | 1.95 6|17 28 7 1.1

total of 20) of the cases, we had some ports that supported 3
traffic traces. Warnakulasuriya et al. [29] show that the dead-
lock probability in irregular networks becomes negligible with
three virtual channels. Therefore, we can conclude that for the
multimedia benchmarks utilized in this paper, the number of ad-
ditional virtual channels required after synthesis are minimal.10

VI. CONCLUSION

We defined the application-specific NoC synthesis problem
and proposed linear programming based solutions. We ad-
dressed the complexity of the NoC synthesis problem by
dividing it into two stages: floorplanning and interconnection
network generation. We presented optimal MILP formulations
for the two stages and presented a low run time clustering-based
heuristic for the second stage. The optimal MILP formulation
timed out for many benchmarks. On the other hand, our
clustering-based technique was able to generate results with
superior quality in reasonable time. On an average, the designs
generated by the clustering technique consumed only 85%
of the power and 96% of the router resources, respectively,

10Tn general, the final number of virtual channels may vary. Increasing the
number of virtual channels leads to diminishing performance improvements.
As the power consumption is directly influenced by the performance, the char-
acterization figures for a router with a fixed number of virtual channels can be
utilized for NoC design.

designs synthesized by our technique, mesh- and QNoC-based
topologies, on an average, consumed 2.3 and 1.75 times more
power, and required over 3.5 and 1.4 times the router resources,
respectively.

Technology scaling will result in an increase in the static
power consumption of routers and dynamic power consumption
of the physical links. Our techniques account for the dynamic
power consumption due to the physical links. Static power con-
sumption can be minimized by removing router ports that do
not support any traffic. Virtual channels are chief contributors
of leakage power consumption [30]. Their contribution can be
reduced by over 80% by deploying run time power management
schemes [30].

Our techniques do not currently address fault-tolerant topolo-
gies. Automated design techniques for fault-tolerant topologies
would be the focus of future work. As we generate custom
topologies, adaptive routing techniques that can be readily
applied to regular topologies, cannot be easily integrated into
our architectures. Our paper addresses the NoC design in
isolation. Integration of computation architecture design with
NoC synthesis has the potential for larger power savings.
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