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Many randomized studies in small patient populations and studies in early research (such
as Phase I and Phase II trials) have small to moderate numbers of patients. In such
studies the use of simple randomization or blocking on only one or two factors can easily
result in imbalance between treatment groups with respect to one or more potentially
prognostic variables. Baseline adaptive randomization methods (such as biased coin
methods) can be used to virtually guarantee balance between treatment groups with
respect to several covariates. One such method, which has been implemented in Splus,
is discussed in detail. The impact of the baseline adaptive randomization method on the
nominal distribution of the analysis of covariance test statistic is also discussed. Rather
than relying solely on the assumption that the distribution of the analysis of covariance test
statistic has its nominal distribution when adaptive randomization is used, a mechanism in
Splus has been developed to perform a randomization test taking into account all of the
constraints imposed by the chosen adaptive randomization procedure.
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MOTIVATION to adjust for between-group differences,
however, does not lead to unambiguous eval-A FREQUENTLY OCCURRING problem
uation of study results when there is imbal-in small studies is that simple randomization
ance between groups with respect to covari-can easily result in imbalance between treat-
ates (eg, 1).ment and control groups with respect to one

When there is imbalance between groupsor more significant prognostic variables. Some-
with respect to covariates, the bias in analysistimes analysis of covariance or multiway anal-
may also be exacerbated when the relation-ysis of variance are used in an attempt to
ship of the covariate to the dependent vari-adjust for between-group differences with re-
able is nonlinear (and so raises the likelihoodspect to the covariates. The value of analysis
of unequal slopes among treatment groups).of covariance and multiway analysis of vari-
Such a nonlinearity is more likely to reduceance is well-recognized as a valid means of
power but not introduce bias in the case ofreducing the error sum of squares and
balance between treatment groups with re-thereby increasing power. Use of analysis of
spect to the statistical distributions of thecovariance and multiway analysis of variance
covariates.

In very large studies, it is unlikely that
there will be any important differences be-Reprint address: James W. Frane, Genentech, One

DNA Way, South San Francisco, CA 94080. tween treatment groups with respect to prog-
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nostic variables. Hence, concern here is pri- easily be made to accommodate categorical
response and censoring.) Covariates can bemarily for studies of small and moderate size

where it is likely that there could be notable categorical (eg, sex, study center, etiology of
disease) and/or continuous (eg, age, weight,differences between treatment groups with

respect to one or more prognostic variables. body mass index).
The procedure discussed here is a general-Even in large studies, however, important

imbalance may occur when planned and un- ization of the biased coin method originally
proposed and studied by Efron (15,16). Pa-planned subset analyses are performed.

On those rare occasions when all patients tients in the procedure are assigned one at a
time, that is, when each new patient is pre-to be randomized are known before any pa-

tient is randomized to treatment, stratified sented for randomization, the values of all
covariates for this patient and previously ran-randomization might be used if the number

of covariates and blocking factors is small. domized patients are known as well as the
treatment assignments for the previous pa-The concern here is for studies where patients

are enrolled one at a time and for studies tients.
There may be concern about the cost andwith several covariates and blocking factors.

For such studies, several papers have been effort of implementing a baseline adaptive
randomization procedure. One should recall,written describing what could be called base-

line adaptive randomization procedures. These however, that protocols typically specify lists
of inclusion and exclusion criteria so thatare sequential randomizations where the ran-

domization of each new patient is adjusted obtaining information at a study center about
the prognostic variables is frequently an easyfor the covariate values of both the new pa-

tient and for the covariate values of all pre- additional task. Moreover, the additional ef-
fort required to execute a baseline adaptiveviously enrolled patients, for example, Har-

ville (2), Pocock and Simon (3), Taves (4), randomization procedure is often small in
comparison to the total of other efforts in thePocock (5), Simon (6), Begg and Iglewitz

(7), Atkinson (8), Smythe and Wei (9), Smith course of a study.
The author’s baseline adaptive random-(10), Halpern and Brown (11), and Hannigan

and Brown (12). Related work has been done ization procedure was implemented and vali-
dated using the Splus version of S (17).by Hollander and Peña (13) and Begg (14).

It is important to note that these randomiza-
tions are not adjusted for the results of the
endpoint of the trial in question, hence the BLOCKING
expression “baseline adaptive randomiza-
tion.” Input to the baseline adaptive randomization

procedure for each patient includes patientWhile many papers provide a certain de-
gree of general guidance and in some in- identification, study center, treatment block-

ing, and the values of one or more covariates.stances specific results, the results are not so
general as to permit the unqualified use of (As each new patient’s screening data are

added to the [blinded] randomization data-baseline adaptive randomization procedures.
In addition, constraints are made in the pro- base, the treatment assignment is left pending

until the randomization is performed andcedures so that approximately equal numbers
of treatment and control patients are assigned then the randomization database is updated

with the randomized treatment code. Thereat each study center and so that the total num-
ber of treatment and control patients are ap- is necessarily some time lapse between the

time of patient screening and the time ofproximately equal at all times during study
enrollment. randomization.)

In addition to the data for each patient,The author’s personal experience has been
with studies with continuous outcomes. (The the procedure is invoked with options includ-

ing the following:general strategy and software, however, can
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• Study drug is sent to centers in blocks. All tients must be randomly assigned without
constraints. If there are m treatment groupsof the drug in each block must be assigned

before assignment of any drug in the fol- then the first m patients are assigned with
simple randomization, one to each of thelowing block at that center is permitted.

For example, if there are two active and groups without constraints. Then the next m
patients are also randomly assigned withouttwo placebo patients in each block, then

there must be two active and two placebo constraints.
Subsequent randomizations are constrainedassignments at a study center before either

the third active or third placebo assignment with respect to:
can be made at that study center, and

• Conditional on completing the block as dis- • The continuous and categorical covariates,
• The number of patients in each treatmentcussed above, there is a required balance

in the overall number of patients for each group at each study center, and
• The total number of patients over all studytreatment at any time during patient enroll-

ment. For example, one can specify that the centers in each treatment group.
maximum difference in the total number of
placebo and active patients over all study Conditional on satisfying both of the con-

straints described in the last section regardingcenters cannot exceed four.
the number of patients in each treatment group,
the randomization of each new patient is per-The biased coin randomization is not,

however, constrained to equal or nearly equal formed using a variation of the biased coin
procedure first proposed and defined bynumbers of patients assigned to each treat-

ment group. For example, one may (for a Efron (15). The essence of any biased coin
procedure is that the probability of assign-variety of reasons) choose to have approxi-

mately two treated patients for every one pla- ment to the various treatment groups varies
according to the imbalance between groupscebo patient. In this case, the balance in the

overall number of patients for each treatment with respect to one or more covariates. Other
biased coin procedures have fixed probabili-at any time during patient enrollment is con-

trolled in terms of the actual and target num- ties defining the bias (eg, assigning the cur-
rent patient with probability 2/3 to the groupbers of patients randomized to each group.

Specifically, if there is a two-to-one random- that results in the best balance). The author’s
procedure is distinguished from others inso-ization and if the total number of patients at

a given point during enrollment is 30, then far as the degree of bias varies with the de-
gree of imbalance that exists at the time eachthe target numbers of patients in the two

groups are 20 and 10. The constraint applies patient is randomized.
There are several ways that one mightto actual enrollment numbers that differ from

20 and 10. If the constraint limit is four, then choose to define imbalance. The procedure
discussed here uses p-values for t-tests andthe actual numbers must be between 16 and

24 and six and 14, respectively. analysis of variance (ANOVA) for continu-
ous prognostic variables and uses frequency
table p-values for categorical prognostic vari-

BIASED COIN RANDOMIZATION
ables.

The procedure is defined as follows. ForThe following is just one of many possible
ways in which a biased coin randomization the sake of simplicity, temporarily ignore

blocking constraints (such as equal or nearlyprocedure can be implemented. The specific
procedure described here can also easily be equal numbers of treated and placebo pa-

tients at each study center). Also considermodified to provide other variations of bi-
ased coin randomization. the case of a single continuous prognostic

variable with a normal distribution and sup-In a study, before the biased coin random-
ization can get fully underway, several pa- pose that there are two groups. Let p denote
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TABLE 1the p-value for the t-test between the two
Hypothetical p-values forgroups with respect to the prognostic vari-

Randomizing a Patient
able. Let p1 and p2 denote the t-test p-values
alternatively assuming assignment of the cur- Group Group Group

1 2 3rent patient to groups one and two, respec-
tively. These t-tests are computed using the

Covariate 1 0.43 0.91 0.11
values of the prognostic variable for all pa- Covariate 2 0.37 0.22 0.17
tients previously randomized and for the pa- Covariate 3 0.15 0.23 0.24

Covariate 4 0.82 0.19 0.14tient currently being randomized. The cur-
Minimum p 0.15 0.19 0.11rent patient is then assigned to group one
Randomization p 0.33 0.42 0.24with probability p1/(p1 + p2) and to group two

with probability p2/(p1 + p2). Thus, the ran-
domization biases the assignment in the di-

groups have minimum p-values of 0.15, 0.19,rection of providing balance between groups
and 0.11, respectively. The probability of ran-with respect to the prognostic variable. (Note
domization to the three groups is therefore:that it is not necessary that the use of the t-

test is rigorously justified. One only needs
0.15/(0.15 + 0.19 + 0.11) = 0.15/0.45 = 0.33,to know that the p-values in some sense mea-

0.19/0.45 = 0.42, and 0.11/0.45 = 0.24sure the imbalance between the two groups
with respect to the prognostic variable.)

The section on blocking described con-If there are three groups, one uses ANOVA
straints such as blocking. When determiningto obtain three p-values. Assignments are
the treatment assignment of each patient, themade to the three groups with probabilities
biased coin randomization is performed withinp1/(p1 + p2 + p3), and so forth.
the limits of the constraints. Thus, for exam-If there is more than one prognostic vari-
ple, if all treatments in a block have beenable, then p-values are computed first for
assigned except one, then the remaining unas-each of the prognostic variables individually.
signed treatment is assigned to the next pa-Let qij denote the p-value for the jth prognos-
tient without further explicit randomization.tic variable in the ith group. Then let pi =

min(qi1, qi1, . . . ). Probabilities for treatment
group assignments are then made as de-

ANALYSIS OF RESULTS
scribed previously. Note that this strategy fo-
cuses on achieving balance with respect to There are three issues regarding the analysis.

First, for the most rigorous analysis of studythe prognostic variable for which between-
group imbalance would be greatest, that results, one should use study center and other

blocking factors in the analysis as one wouldis, the strategy maximizes the minimum be-
tween-group p-values among all prognostic do in any study. Second, the prognostic vari-

ables used in the adaptive randomizationvariables.
Table 1 provides a specific example with should be used as covariates. Ignoring the

fact that biased coin randomization has beenhypothetical p-values associated with ran-
domizing a patient in a study with three treat- used for a continuous response variable one

would use an analysis of covariance with ament groups and four prognostic variables.
Assignment of the new patient to Group One number of continuous covariates, blocking

factors, and categorical covariates.would yield an analysis of variance p-value
of 0.43 for the first prognostic variable. The A serious question is how the biased coin

part of the randomization should affect theminimum p-value obtained by assignment of
the new patient to Group One is for the third analysis. Halpern and Brown (11) discussed

this issue in detail and concluded that it isprognostic variable, that is, 0.15. Similarly,
p-values and their minimums are obtained likely in many instances that the analysis need

not be adjusted. Nevertheless, in the light offor groups two and three. Thus, the three
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modern computing power there seems to be effect is compared with the nominal p-value
obtained using analysis of covariance withan obligation to develop analytic methods

adjusted for all of the features in the random- all of the blocking factors and all of the prog-
nostic variables used as covariates. The ran-ization process. Because of the complexity

of the entire set of constraints, exact methods domization test has also ben implemented in
Splus.would seem to be difficult. Hence, the author

has resorted to a randomization test. For the sake of simplicity, analyses are
sometimes presented without including all ofThe randomization test entails reran-

domizing patients to treatment groups. The the blocking factors and covariates, particu-
larly when there is no evidence of a statisti-rerandomization is done with exactly the

same constraints as were done in the original cally significant effect for one or more covar-
iates or blocking factors. Naturally, therestudy including constraining the order of en-

rollment of the patients to be the same as in should be reluctance to remove such vari-
ables from the ANCOVA model. Forsythethe original study. Everything is the same

except the outcomes of tossing the biased and Stitt (18) and Halpern and Brown (11)
have shown that the alpha level of a test cancoin. The rerandomization is repeated a few

thousand times and the empirical distribution be reduced (with consequent loss of statisti-
cal power) when randomization has been per-of the ANCOVA p-value testing treatment

FIGURE 1. Observed versus expected p-values (sorted).
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FIGURE 2. Observed versus expected p-values (sorted).

formed to balance on a baseline characteristic the order of enrollment of the patients is re-
randomized. While one feels obligated tothat is correlated with response but has not

been included in the analysis of covariance “never say never,” it would seem that this
practice would require justification in eachor analysis of variance model. There would

seem, however, to be no objection to elimina- specific instance since patient characteristics
at the time of enrollment may (and often do)tion of nonstatistically significant effects

from the ANCOVA model as long as the vary over calendar time. In such circum-
stances, randomly permuting patient enroll-analysis is also performed using the complete

set of covariates and constraints imposed by ment order would not constitute a plausible
reexecution of the original study.the adaptive randomization. For the reduced

set of covariates and blocking factors, how- Estimating statistical power at the time a
study is designed is a related issue. One reallyever, both the naive analysis (the usual

ANCOVA) and the analysis with the random- does not know the precise baseline character-
istics of the subjects who will be recruitedization test should be performed.

It has been suggested by some that a ran- into the trial in question. One does not know
the order in which the patients will be en-domization test could be performed assum-

ing that the patients come in a random order, rolled and randomized. Nevertheless, the
same basic software can be used to computethat is, doing the randomization test where
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FIGURE 3. Observed versus expected p-values (sorted).

an estimate of power on the basis of the muli- uous covariates. The nominal analysis of co-
variance p-value using the blocking factorvariate distribution of the selected character-

istics as seen in previous studies of similar and all of the six continuous and categorical
covariates was 0.0006. Figure 1 shows thepatients.
q-q plot for the p-values obtained from the
randomization distribution (n = 10,000) of
the p-values from analysis of covariance, thatEXAMPLES
is, from reassigning the patients to treatment
via adaptive randomization and recomputingTwo examples are presented here. The first

example is taken from a study with 71 pa- the analysis of covariance p-value for each
rerandomization. This figure demonstratestients from 26 study centers. By design, two-

thirds of the patients were randomized to the credibility of the nominal p-value from
the analysis of covariance. Figure 2 is similartreatment and one-third to control. The block

size within study center was three. (The block to Figure 1 except the logarithms of the p-
values are used in order to emphasize thesize was small since the number of patients

per study center was small.) The baseline small values.
The second example is taken from a studycharacteristics for which balance was re-

quired included sex, etiology of disease (with with 98 patients from 20 study centers. Again,
the number of patients per study center isthree categories), age, and three other contin-
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FIGURE 4. Observed versus expected p-values (sorted).

small. Patients were randomized in approxi- SOME PRACTICAL
CONSIDERATIONSmately equal numbers to one of two treat-

ments. The block size within each study cen-
ter was four. There were seven baseline Performing a randomization test for the re-

sults from a study using a baseline adaptivecharacteristics for which balance was estab-
lished through adaptive randomization. Fig- randomization is likely to require consider-

able computing resources. Computations atures 3 and 4, like Figures 1 and 2, demon-
strate the credibility of the nominal p-value Genentech are facilitated by the Medical Af-

fairs Solaris system with eight processors.from the analysis of covariance.
There was no statistically significant dif- Thus, the rerandomizations were executed in

parallel and the results were merged.ference between treatment groups with re-
spect to any baseline characteristic in either The rerandomizations discussed in the

previous section were also executed usingexample. The number of baseline character-
istics for which balance was established by the UNIX at utility to begin processes at

times of otherwise low computer use. In ad-adaptive randomization was not large in ei-
ther example. Therneau (19) discusses simu- dition, some of these rerandomizations were

executed during normal working hours usinglation results from adaptive randomization
accommodating up to 20 baseline character- the UNIX nice utility to be sure that they did

not interfere with other work.istics for two treatment groups with 50 sub-
jects in each group. Limitations were encountered regarding



Biased Coin Randomization 431

the amount of computation that could be per- computers, however, randomization tests can
easily be used to verify the nominal p-valueformed in one invocation of Splus. This limi-

tation was circumvented by UNIX shell from analysis of covariance.
scripts and the UNIX make utility.

While the software for adaptive random-
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biased coin randomization was first made by Maria Kor-

of prognostic variables, there must be some etz in 1982. The software for adaptive randomization
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thought through the implications.
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