L eakage Control Through Fine-Grained Placement and Sizing of Sleep Transistors

Vishal KhandelwalMember, IEEE and Ankur Srivastavaylember, IEEE

ABSTRACT As shown in figure 1(a), low; logic modules or gates are

Multi-Threshold CMOS (MTCMOS) technology has becon§@nnected to the virtual supply rails through higih sleep
a popular technique for standby power reduction. Sbé@nsistors [14] which behave similar to a linear resistor i
transistor insertion in circuits is an effective applicati of active mode as shown in figure 1(b). The high threshold sleep
MTCMOS technology for reducing leakage power. In thigansistor is controlled using th&leep signal and limits the
paper we present a fine grained approach where each gé@@kage current to a low value in the standby mode. In this
in the circuit is provided an independent sleep transistof/Ork we have chosen to use both nMOS and pMOS sleep
Key advantages of this approach include better circuit lsladransistors. The proposed scheme can b_e easily modified to
utilization and improvements in ground bounce related aignWork with only a single set of sleep transistors.
integrity (which is a major disadvantage in clustering baseThe load dependent delay of a gatei in the absence of a
approaches). To this end, we propose an optimal polynomf@@ep transistor can be expressed as
time fine grained sleep transistor sizing algorithm. We also _ CVi
prove the selective sleep transistor placement problem as "o (V—i‘/)“ 1)
NP-Complete and propose an effective heuristic. Finalty, i dd i
order to reduce the sleep transistor area penalty, we prithereCy is the load capacitance at the gate outpds, is
pose a placement area constrained sleep transistor sizifftp Iow voltage threshold = 350 mV¥;; = 1.8 V anda is
formulation. Our experiments show that on an average tfiée velocity saturation indexx( 1.3 in 0.18um CMOS tech-
sleep transistor placement and optimal sizing algorithmega Nology). In the presence of a sleep transistor, the propagat
50.9% and 46.%; savings in leakage power as comparedelay of a gate can be expressed as
to the conventional fixed delay penalty algorithms for 5% ‘ KCLViy
and 7% circuit slowdown respectively. Moreover the post .

sleep — — — o (2)
placement area penalty was less th#i which is comparable (Vag =2V = Vir)
to clustering schemes [11]. whereV/,, is the potential of the virtual rails as shown in figure

1 andK is the proportionality constant. We can see that now in
I. INTRODUCTION AND BACKGROUND the active mode, the logic gate operates not at the true wuppl
In recent years, technology scaling has increased the rods (Vaq), but at the virtual supply rails that are offset by a
of leakage power in the overall power consumption of cimagnitudeV,. from the supply rails on either side. Hence, the
cuits. Multi-threshold CMOS (MTCMOS) has emerged asffective supply voltage seen by the gateVig - 2V...
an effective technique for reducing sub-threshold cusrent Let US SUPPOSE;iccp,, IS the current flowing in the gate
in the standby mode while maintaining circuit performancéuring active mode of operation. During this mode, the sleep
MTCMOS technology essentially places a sleep transistor gansistor is in the linear region of operation. Using theiba
gates and puts them in sleep mode when the circuit is ndigvice equations for a transistor in linear region, therdtai
operational. State of the art techniques in leakage opditioiz  Source current in the sleep transistor (which is the same as
using MTCMOS essentially assign a sleep transistor to eabiiepoy) IS given by
gate and size them such that all gates have a fixed slowdown.
This is followed by a clustering approach that groups togeth V2
gates with mutually exclusive switching patterns to share alsteeron = HnCox(W/L)stcep((Vaa = Verr)Ve — =) (3)
sleep transistor thereby reducing the area penalty anddgak
There are several problems in this approach that we address i vad

Vdd
our work. Firstly, the traditional approach sizes the sleap- high Ve sleep
sistors such that all gates have the same slowdown. It ddes no Sleep H%nsm %R
oVdd -Vx

investigate the possibility of slowing down non-criticadtgs O Vdd ~Vx

more than critical gates for better improvements in leakage Low Vi logic Low Vi logic
Secondly, it has been shown that clustering MTCMOS gates Module } Module
has adverse effects on signal integrity due to ground bounce
issues [11], [2], [10]. In this paper we address these isbyes o oW oW
developing a fine grained methodology for MTCMOS based Steep — hioh V! sleep R
leakage optimization. ond ond

®
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timing slack in the design for sizing sleep transistors in an
Tscepon = tnCos(W/L)stcep Vaa — Virr ) Va (4) automated MTCMOS design methodology.
: Our experimental results show that on an average the
.The sub-thrgshold leakage currd%k in the gleep mode Optimal Sizing Algorithm gave 50% and 46.5; savings in
vv_|II be determined by the sleep transistor and is expressed@dkage power as compared with the conventidinat delay
given by [13] penalty algorithms for 5% and 7% global circuit slowdown
S . respectively. Moreover, the area penalty in our approach wa
Tk = MnCoz(W/L)szeepel'gvzgengTm(1 —¢ Vi) (5) minimal (less than 5%). _ . .

_ N _ _ _ The rest of the paper is organized as follows: section I
wherey,, is the N-mobility , C,, is the oxide capacitancin  discusses the issue of noise margins and signal integrity,
is the high threshold voltage (= 500 mWy is the thermal section 11l describes our polynomial time optimal sizing
voltage = 26mV and: is the sub-threshold swing parameterg|gorithm, section IV describes the selective placement an

_Equation 2 establishes a relation between delay of a gafging heuristic, section V discusses the proposed stelrugir
dgeep and V. By replacingV, in equation 4 in terms of placement based sizing formulation, section VI discusses o

d.., (using equation 2), we get a dependence betwegRperimental results and section VIl contains the conchssi
(W/L)sieep andd’ (assuming thé@ N current is constant drawn from this work.

sleep

for each gate). Thus, a range Of/L)g.., for the sleep
transistor would correspond to a range of gate delays.lginal || g,GNAL INTEGRITY AND NOISE MARGIN |SSUES

W/L)seen in €quation 5 can be replaced in termsddf. . . N
(W/L)stce q P d@fee” The existing literature on MTCMOS circuits [11], [8],

hence establishing a relationship between gate delay aed gi [7], [10] presents clustering based approaches foesle
leakage. The final relation between leakage and delay can fl, 1181 pre -ring pp s
transistor insertion. Clustering of gates has adversectsffe

expressed as S .
on circuit performance due to the virtual ground bounce
problem [11], [10], [2]. Ina MTCMOS scheme, the logic gates

Vgs —Vin —Vds

Lieat = finCope Ve~ (1 — e V1 )x opera_te at.virtual .supply rails which tend tq bounc_:e with the
I charging/discharging of the logic gates. This varying ag#
TecpoN X depends on the number of gates within the cluster that are
#nCox (Vaa = Vurr) switching simultaneously at a given point in time and their
dsleepl/a (6) corresponding discharge currents. Ground bounce can have a

(Viga — VtL)dszeepl/o‘ — (KCLVygg)l/e severe effect on gate speed and noise immunity.

This relationship exists for only those gates that have aln contrast, our fine-grained scheme does not share the

sleep transistor assigned to them. Note that the momen}/Irtual ground across multiple gates and we do see adverse

. . . . ei‘?ects on performance due to ground bounce issues. Siace th
sleep transistor is assigned, some delay penalty is inturré . R .
eep transistor at each gate is individually sized, theedpe

) : |
:z:]negeraggfhgfa?:iggt;g?@t/v? Lg)ate Ca;]hga(\)/gjeliti?,zcgege?; tE1eegradation and noise margins can be accurately controlled
sleep-
transistor sizing is to decide the best values(Bf/L)sec, In [10], the authors suggest that the ground bounce problem

for all sleep transistors such that the global delay coimtis can be eliminated by using fine-grained sleep transistors as

. LT opposed to clustered sleep transistors.
satisfied and the total leakage is minimized. .
. i . In [6], the authors discuss the presence of reverse conduc-
We look at a fine-grained sleep transistor placement aﬁg

. . : n paths in clustered MTCMOS logic blocks. These reduce
sizing methodology in this work. Our approach controls th?1 ) ! o .
22 the noise margins of the circuit and in the worst case cause

iathe circuit to fail logically. Furthermore, as pointed ont[?],
) . : ) ) . .afine-grained sleep transistor placement allows us to gteean
time formulation for the fine-grained sleep transistorrgizi . ~ A .
) ) ) : . circuit speed. This is inherently true because if sleepsistors

problem. The key idea is to identify gates that are noneaiti

: . o are placed at gate level, we can exactly calculate the wasst ¢
and increase their delay more than that of the critical gatggla of each aate throuah a aate-level simulation
such that the overall leakage is minimized and the delay y 9 9 9 '
constraint is satisfied. Similar ideas about using noneumif
delay degradation have been proposed earlier in [8], [9]. We . OPTIMAL MTCMOS SzING
also address the sleep transistor placement and sizingeprob We propose a novel polynomial time optimal sizing algo-
and prove it to be NP-Complete. A dynamic programmingthm that tries to maximize the utilization of the existigigck
based heuristic is proposed to solve the same. Since the fiimethe circuit for additional savings in leakage power. The
grained scheme has potential for a very high area penalty, sizing algorithm is independent of the placement probledh an
present a standard cell placement driven sizing methoglologan be defined as follows:
We show that the area penalty incurred by our proposedGiven a circuit along with the location of the sleep transis-
scheme is comparable with that of other existing clusterinigrs, the arrival time at each primary input and a required
based schemes that consider standard cell placement id]. ime constraint at each primary output, optimally size the
work presented is this paper is orthogonal to the existirdybosleep transistors for minimal leakage while satisfyingdietay
of work [8], [11], [3] in terms of proposing to leverage theconstraints on the circuit.



We propose a sizing formulation that has a convex and sep@reuit which belong to the sef (have sleep transistors) in
rable objective function under a set of linear constrainex¢e such a way as to utilize as much slack available. The gates
optimally solvable in polynomial time [4]). We exploit thewhich do not have a sleep transistgf §) have a constant
relationship between gate delay and transistor size fatadl delay given byd..... Each sleep transistor has a range of
in equations 2 and 4. We use the load dependent delay masieés it can take which implies that the corresponding gate
as given by equation 2. Essentially we budget the delay loés a range of possible delay budget which is denoted by the
each gate (on which there is a sleep transistor) such that [hg,;,,d....]- The objective of optimal sizing is to minimize
total leakage is minimized and the delay constraint is fsatis the total leakage power of the circuit which can be represknt
For each gate with a sleep transistor, there exists a rangeasf
delays which is decided by the range of sleep transistos size
that are of interest. We optimally assign delay budgets tt ea

gate with sleep transistor in the circuit such that our dijec min(Xiev P;) = min(Ziev Vaaljear) (14)
function, which is the sum of the leakage power over all gates
is minimized. As illustrated before the dependence between leakage and
gate delay (on which there is a sleep transistor) is given as
bu Dv follows
du dv
v v

N @ O O/@ @ OuT
U v
IN 1.8y,2 Yo Ven Vs
o —@ our Lieak = pnCope °Vie "r (1 —e V1 )x

il/a
Isleep()N d’

N @O O #0Cos(Vad = Virr) (Vg — Vi )di® — (K CVigg) Ve
(15)

Fig. 2. DAG representation

We represent our circuit as a directed acyclic grap() ;tr)]l(zoraﬂ: Optimal Sizing Algorithm is polynomial time solv-

G(V.E) as shown_ n flgure 2 Each node in t@AG Proof: From [4], we know that a problem formulation with
represents a gate in the circuit. We are also provided with - . :
. : a convex separable objective function under a set of linear
a setS of gates which have sleep transistor. We add a dumm ; : S .
) : . constraints is polynomial time solvable. Let us consider th

IN node before each of the primary inputs which are shown as

the black nodes market in figure 2. We also add a Sim”armmlmlza'uon objective function in equation 14. We can see

dummy nodeDUT after each of the primary outputs which aréhat itis a separable function since each tarrdepends only

shown as the black nodes marketT in figure 2. For each on the variablel® as seen from equation 15. Hence, grouping

nodewu, we associate a variabig, which represents the delayzfng de;?ervsg t:aenortge:ez(;r;fst)ﬁr:;;yr:blj);g:g EZ”;;?EI?S
of that node. We also associate another varidb|ewith each 3 P ¢ q
node which represents the arrival time at the output of node

u. Now we consider two nodes and v as shown in figure rgitle
2. Their corresponding variables have also been shown in the P = % (16)
figure. The timing constraints on G(V,E) can be modeled as Kyd? fo _ K3/°‘
1
—— v 17)
dy—Dy+D,< 0 Ve(uv)eE @) Ky — Ksd
pin < di < ‘_ﬁnam Vowerter i € Vi€ S (8) \where K, and K; are positive constants. We know
di= d,,, VvertexicV,i¢gS (9 that —1/a = —0.77 and therefored “/* is a convex

er = T . va Y vertexicIN (10) function. A function f(x) is a strictly convex function if
Doyr < T, YwvertericOUT (11) f()\ZC_1 + (_1 ~ Mz2) < /\f(.x,ll)/,j__ (1 B A)f(2). Sim_ple

i } manipulations can show that is strictly convex. Since

IN = 0 Y vertex i € IN (12) . » 1/a _

) K5 is a positive constanti{sd’ is also a strictly convex

0 Vverter i € OUT  (13) function. Therefore,—Kg)di_l/o‘ is a concave functionky

For all the IN nodes, theD;y values have been set tois a positive constant, hencE, — K5di_1/(y is a concave
the corresponding arrival time valu@y,.;..; for the signals. function which by definition is positive as well. Therefore,
The delay of thel N nodes denoted by; have been set to P; = KrK:di,l,a is a convex function (inverse of a positive
zero. Similarly for theOUT nodes, their delayloyr values concave function). Thereby we have shown that the objective
have been set to zero and the correspondihg;r values function is convex separable. Hence, according to the tresul
have been set to be less than or equal to the required tifrem [4], Optimal Sizing Algorithm is polynomial time
constraintl,,,, at the corresponding primary output node. Theolvable.
above formulation assigns delay budgets to all the gateseof t

U
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IV. SELECTIVE SLEEP TRANSISTORPLACEMENT AND A. Heuristic for Selective Placement and Sizing

SIZING S . .
The proposed two-step heuristic is a dynamic programming

formulation. The arrival time at the output of gajecan be

In delay critical circuits, it is not possible to place a gleeatmost equal to the required time at that gate for correct
transistor at each gate. The proposed fine-grained schewperation. In the first step, we traverse the circuit topiaialdy
allows us to selectively place sleep transistors at soméef from primary outputs to primary inputs generating a leakage
gates while meeting the delay constraint. In this section wersus required time trade-off curve at the input of eack.gat
propose a novel heuristic for selectively placing and gizinAt any gateg, every point on its trade-off curve represents
the sleep transistors. Formally, the problem can be defisedame solution of sleep transistor placement (and its sizegelh
follows gate in the fanout-cone of gage While generating this trade-

Given a gate level design represented as a Directétff curve at gatey, we consider all possible combinations of
Acyclic Graph (DAG) and a delay constraint at the output,SI€ep transistor placement (and sizing) at gafand implicitly
selectively place and size sleep transistors at individjates consider all combinations at the fanout gates of gatas

such that the overall leakage is minimized and the deldyell). In the second step, we move topologically from the
constraint is satisfied. primary inputs to the primary outputs. At each gatewe
decide whether a sleep transistor gets placed (and its size)
I_@ased on the trade-off curve at that gate and the arrival time

onstraints posed by the fanin gates of gatéwhich have
already been assigned a sleep transistor placement sglutio
We choose the minimum leakage solution that satisfies this
Wi heuristic t ve thi bi Bef arrival time constraint.
o e e e o e e he Tt tep e heursc raverses e iut oplo

' célly from the primary outputs to the primary inputs genieat

important issue. Our selective placement formulation eaus | . i
: . . eakage versus required time trade-off curve at each igate.
interaction between gates which are MTCMOS and CMO% suppose that we are at gateas shown in figure 4 that has

During the standby state, the MTCMOS gate output can (33 :
into a floating state [7] resulting in short circuit currenssd- o fanout gates (gate8 and@). Since we traverse the graph

pation. In [7]. the authors propose to use a leakage feedbto ologically, we would have already generated the trdtle-o

ate structure as shown in figure 3. We note that there are g <. at these gates which are shown as Cutvand Q in
gdd't'onlgl z h threszvolc; cl)gl]t: R t.rans'stors (labeledpiie 2 figure. First, we need to combine these trade-off curves
X ! IdY '9 ted i V” Ig th th ! | ¢ ist P That the fanout gates into a single curve at the output of gate
andY’) connected in parafiel wi € sieep ransistors. Thg \, bich would represent the trade-off curve between leakage
helper transistors alongwith the extra inverter connetudtie d ired ti for the f f aate(sh .
feedback from the output (that drives these helper traorsist ana require time for the fanout gates o' 9 &shown in
help preserve the output logic state of the MTCMOS gatflgure 4 as curvex). We note that a point on the curve
. or Q) signifies the sleep transistor placement solution at each
Hence, at every MTCMOS-CMOS interface we can use this @) sig P b

ate in the fanout-cone of gaie(or Q). This solution includes
leakage feedback gate structure for the MTCMOS so that Wwe . . :
can safely drive a CMOS gate at its output without creati e placement of sleep transistors (alongwith their type | o

A i ¥ and their respective sizes. Let us now understand how to
any short circuit currents. We will refer to the leakage tesmzk % P

) . merge curvesP and @ to get curveX. Each point on the
structure as sleep transistor of Type Il throughout thlsepaprﬂerged curveY would correspond to a specific point on both

The leakage feedback gate that we have proposed to use inéu'?vesP and (. Suppose we are trying to merge two points

work requires both nMOS and pMOS transistors to functioglne with required timel'l (and leakagel P1) on curve P

correctly. The proposed _scheme_ is independent of the exg% other with required tim&2 (and leakagd.)2) on curve
structure and other possible designs can also be used. O as shown in the figure. The resulting required tifend
leakageL will be given as:

S| vad Helper X
s Jo— T = min(T1,T2) (18)

Theorem: The optimal sleep transistor placement and sizi
problem is NP-Complete.
Proof: Detailed proof is omitted for brevity.

n [ Oouf L =LP1+ LQ2 (19)
Let us suppose that we are generating the point at required
Helper time 70 as shpwn on gurvé{. The idea_is to .get a minimum
Sleel leakage solution at this value of required time at the output
— of gate A. Hence, we need to evaluate all combinations of
Gnd points with required time§'1 and 72 on curvesP and

respectively such thaf'0 < min(T'1,72). The combination
that results in minimum leakage (using equation 19) will
be chosen as the final solution. We now make an important

Fig. 3. Leakage Feedback Gate
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Fig. 4. Merging of Trade-Off Curves

observation: leakage has a monotonically increasingioalat As discussed earlier in this section, we cannot drive a
ship with required time. Hence, the lowest leakage solutid@MOS gates with an MTCMOS gate of type | due to the
such thatT0 < min(T1,72) will be whenT1 = T0 and existence of short circuit currents at such interfaces.ddeif

T2 = T0. Therefore, the solution at poiff0 on curve X the solution poin'4 on curveX corresponds to any one of the
will be generated as follows: fanout gates of gatd (hamely gateP and(@) being a CMOS
gate, then we can only place a Type Il sleep transistor on gate
. A. The heuristic needs to make these considerations during
To = min(T1=T0,T2=T0) (20)  this curve generation step. Hence, we evaluate all possible
L0 = LPO+LQO (21) points with required tim&" on curveX to generate point’3

Similarly we can generate any point on cur¥e(say with on.cu.rveA (which mea_né]” - T,3)' The minimum Ieal_<age
required timeT) by merging points with required tim@ on pomt is chpsgn as the final solution for cgrAaMth required
curvesP andQ. Therefore merging curveR and( into curve time T'3. Similarly, we generate every point on curx!efrom. _

X corresponds to a simple addition of cunand( for each curve X. Hence, at the end of _the f|_rst step of the heuristic
value of required time. Now that we have generated cutve V& hgve_a leakage versus required time curve at each gate of
at the output of gated, we need to combine this with thethe circuit. . o
possible sleep transistor placements at gag@amely Type | Ir_1 the second step, the _heurlstlc traver;es the circuit-topo
or Il or no sleep transistor) and the possible sizes to gmer!i)g'ca”y from r:he primary inputs FO the primary ou\;c\|/3uts.tLe
the trade-off curved at the input of gated. Depending on us suppose .t at_we are at a primary |nput. gateWe are

the size of the sleep transistor placed at gateits delay given the arrival timed,. of the primary input signal X. In the

D and leakagd. will be decided (size corresponds to dela)f/irSt step of the heuristic, we had generated a leakage versus

through equation 2 and 4 and leakage through equation quired time trade-off curve at each gate in the circuit. On

Additionally, to place a sleep transistor at a gate there isl4S curve ‘_'ﬂ the primary input ga, we choose th? fma!
minimum delay penalty that has to be incurred. Depending 3R|Ut'0n point .to be th? one corresponding to a required time
the size of the sleep transistor, the delay can increase erHPal to the signal arrival t'mﬂ?' . -
this minimum delay penalty value. If no sleep transistor h Whenever we chose a solution at any gate in the circui,

been placed, then its leakage and delay are unchanged £ @SO[}J:}I-OH. |Tpost()as a cho!C(atr?f ?Olrt'?n at earc]h O.f ttheliano
their base case values for that particular gate. Let us s;q)pga es. This Is true because in the first step, each point geuer

that we are trying to generate the point with required tima! the trade-off curve at a gate was corresponding to one

T3 on curveA. Clearly, the only points on curv& that can particular point on the trade-off curve at each of the fanout
be used to generate this point are those with required tirfgtes: As shown in figure 5, I_et us suppose that we are at
T > T3. Let us suppose that we are at poifit on curve gate A and we choose a solutioR on the trade-off curve.
X. The allowed value of gate dela for this point to be This solution choice implies a placement of sleep transisto

translated to poin’3 on curveA is given by: gate A (either Type | or Type Il or no sleep transistor) and its
' size. Additionally, this solution point corresponds to &uson

D—=T4—_T3 22) point at each of the fanout gatés and Q. Hence, choosing
a solutionR at gateA corresponds to solution¥ andY at
If this value of gate delayD is greater than the minimum gatesP and @ respectively.
delay required to place a sleep transistor at ghtehen we In order to choose a solution at any gaten the circuit as
can evaluate the size of the sleep transistor (of type | doil) shown in figure 6, we look at the fan-in gates of gdtaamely
this value of gate delay and its leakagéd.. Thus the leakage gatesP and (. Since the heuristic traverses in topological or-
of the pointT'3 on curveA would now be: dering, we have already decided the sleep transistor pkeicem
and sizing solution at these gates which is denoted in figure 6
LA3=I14+1L (23) by pointsX andY on curvesP andQ respectively. Each of



Leakage

Leakage

We know that an MTCMOS gate with a type | sleep tran-
Curve F sistor cannot drive a CMOS gate (without a sleep transistor)
‘ If the chosen solution at any of the fanin gates (solution
= andY for gate P and @ respectively as shown in the figure)
Required Time is such that it places a sleep transistor of type | at the gate,
P >o— an additional sleep transistor type constraint is imposethe
solution chosen at gatéd. Since gateA is being driven by a
gate that has a sleep transistor of type I, we cannot choose
Q >o— a solution that implies a CMOS gate at gate Therefore,
at gateA the final solution chosen must have th@nimum
required timeT" such that the sleep transistor type constraint
(if it exists) is satisfied and the timing constraints (given
equation 24) are met.

T3
Required Time

A

Leakage

LQ2

Curve C

T2

Required Time Required Time T > max(T3,T4) (24)

Fig. 5. Choosing a Solution Due to the above mentioned reasons, the final solution

Leakage chosen at gatel may have a higher required time such that
some of the inputs get some timing slack. This timing slack
can later be used to resize the sleep transistor for further
leakage reduction at that fanin gate. This completes thenskec
step of the heuristic.

At the end of the two step heuristic, we have a placement
of (sized) sleep transistors at the selected gates in thaitir
We resize these sleep transistors using the optimal sizing
formulation as a post-processing step to further reduce the
leakage power by utilizing the available slack. The overall
Required Trme heuristic can be given as in Algorithm 1.

Curve A

Leakage

Required Time

Fig. 6. Building the Solution

these solution points correspond to some point on the leakag V. MANAGING AREA PENALTY IN STANDARD-CELL
versus required time curve at gatie(as explained earlier in PLACEMENT

this section). Let the point® (with required timel'3) and.S
(with required timeT'4) be the points that are correspondingin
to solution pointsX andY respectively. The final solution
chosen at gatel must have a required tim€ that is atleast
equal to the maximum of'3 and T4 in order to satisfy the
timing constraints.

In this section we present a standard cell placement driven
e-grained sizing methodology that ensures that the area
penalty incurred is comparable to existing clustering dase
schemes [11]. In [12], the authors propose a sleep transisto
sizing methodology considering them to be distributed in
rows in a fully placed circuit. They adopt a clustering based
sleep transistor insertion methodology implementing thaam

Algorithm 1: Heuristic for Selective Placement and Sizing SPecial-purpose leakage control cells.

INPUT: Circuit, PI arrival time values, PO required time values
***Ejrst Steprr*

vdd
F{or each gate A (in topological order from PO to PI) sg;r;;ardD D D DDDD DD

Merge the leakage vs required time curves at its fanout géies
generate curve X)

Generate curve A at the input of gate A by considering all ipbess
placements and sizing of sleep transistor

= Sleep Device Cavity

Gnd

Sleep Transistor

./ Placed in the Device
" Cavity

***Second Step***

Fig. 7. Existing Scheme
Based on the solutions chosen at the fanin gates of gatealculate
the arrival time constraint . . Lo
Based on the solutions chosen at the fanin gates of gatetermine Let us first understand that area penalty imposed by existing

if thgrﬁ is a sleep ,transilstoL type chJnt_Straint bhat satisfies both th clustering-based schemes. Most of the MTCMOS schemes [3],
00S€e a minimum leakage solution on c at satisfies bo e . P .

arrival time and the sleep transistor type constraint [101' [8]’ [6]’ [7]’ [2] either do not exphcnly_analyze the

} area penalty or are based on custom designs. In [11], the

***EOSt{ErOTeSSTg St_ef***l Cinf ion 1 bovert ontimal authors present a clustering based MTCMOS insertion and

Se (ne sleep transistor placement iInformation from abovert optimal P H .

sizing algorithm sizing approach that utilizes a standard-cell plqcemeﬂgdg

methodology. For every row of standard-cells in the design,




“\‘ oo Transisior Rou that the lengthZ of the sleep transistor is fixed @\ units
//ED LU ///‘SI o " (A = 180nm for 0.18 micron technology). Hence the sizing is
sggﬁ:fDD LU DDDU S done through changing th&" of each sleep transistor. If the
QQD LIS “~ Dead Space height of each sleep transistor row is fixed2ty, the sizing is
S P performed along the length of the row. The length of eachpslee
paniBNE NI R transistor row is fixed by our chip size (sayaxLength).
/smé,; Transistor Therefore, there is a limit on the maximum sizing that can be
done in each row. Now in the formulation we assign a sizing

variableW? for each vertex in the design. For each pair of
adjacent standard cell rows and K 41 that share a common
sleep transistor row, we restrict the total size of the sleep
transistors in that row to be atmost equal Aax Length.

their scheme inserts a row of sleep transistors (which thr%e following constraints can be added to our optimal sizing

call sleep device cavity) as shown in figure 7. : : . L
o . formulation (section Ill) to enforce this area constraint:
Our proposed scheme is similar in essence to that in [11] in

terms of sleep transistor row insertion into the design. st
cqnsider_a st.andard cell placement as s_hown in figu.re 8. We Siex W'+ Zie(K+l)Wi < MazLength
will consider inserting rows of sleep transistors of f|?<ectghe ¥ adjacent standard cell rows K and (K +1) (26)
between every two standard cell rows as shown in figure 8.
Hence, for am row standard cell placement design, the total The convex relationship between transistor dizZé and its
area penalty would correspond to thatof 1 sleep transistor delayd’ (as given by equation 25), is an additional constraint
rows of fixed height. Since our sleep transistor methodology the sizing formulation now. Hence, we can add the con-
places bothPMOS and NMOS transistors, we would needstraints from equation 26 and 25 to the formulation for gjzin
a row of PMOS and NMOS transistors for each standardas presented in section lll. We want the sizing formulation
cell row. We counter this overhead by aligning our standatd have linear constraints with a convex objective function
cell rows such that adjacent rows haké/0OS and NMOS Hence, we impose the convex constraint from equation 25 as
transistors on the same side. Hence our standard cell rquiscewise linear constraints. These additional condtgnt
could be flipped to align their transistors in two possiblan area restriction on each sleep transistor row duringgizi
orderings (PNNPPNN.. or NPPNNPP...). This will allow us téience using the placement information, we have ensured that
share rows of sleep transistors between two adjacent sthndaur sizing algorithm does not result in an area explosion.
cell rows and keep our area penalty to only- 1 rows.

In our area-constrained approach, we first generate a 8o-Other Area Considerations
lution for the placement of sleep transistors at the gates inThe leakage feedback gate structure (Type Il sleep transis-
the design under a delay penalty constraint (without ang ar@rs) has an extra area penalty (due to the helper transishor
constraint) using our placement and sizing heuristic from tthe extra inverter). We need to account for this area overhea
previous section. Given the standard-cell placement of the well. The helper cells can be placed the in corresponding
circuit, the sleep transistors are inserted in the slegysistor  NMOS and PMOS sleep transistor cells (making the effective
rows. We will now perform sizing of the sleep transistorarea of the sleep transistor double of its actual size).e€Sinc
such the total area does not exceed the available area in thatalready know the type of sleep transistors that have been
row. This is done by modifying the optimal sizing formulatio placed at each gate before running the sizing formulatian, w
presented in section Il by adding the area constraintshEagan consider this extra area (due to helper transistors liet
row of sleep transistors is shared between two standard cgla constraint of equation 26. We also need to consider the
rows. We also assign the same size to both B¢ OS and inverter in the leakage feedback gate structure. From figure
NMOS sleep transistor at each gate. The additional ar@g& can see that in every standard-cell placement row, tere i
constraints can be generated as follows: For each gatesome unutilized space shown as dead space in the figure. This
particular value of gate delay allocatiah corresponds to a dead space can be used to acccomodate the extra inverter.
specific value of leakag¥, ;. (through equation 6) and a sleep
transistor sizel?/L? (through equations 2 and 4). We willB. Routing of Control Signals
now utilize these relationship between gate leakage, dgidy  as shown in figure 9, each row of sleep transistors can be
sleep transistor size to formulate our area-constraineeps! conirolied through just one line of sleep signal runningoasr
transistor sizing formulation. Combining equations 5 and §,e entire sleep transistor row. This can then be conneoted t
we can show that there is a convex relationship between @ appropriate control signal line (shown running vettjca
size of the sleep transistoFi{*/ L") and its delayd’. This is e figure). This illustrates that the routing overhead omta
given by equation 25: signals is not very complex in the proposed scheme.

1 (25) VI. EXPERIMENTAL RESULTS

i—1/c
K1 — Kad The proposed schemes were implemented in SIS [5]. We
where K; and K, are positive constants. We will assumeéntegrated CPLEX with SIS to perform our optimal sleep tran-

Fig. 8. Proposed Design Methodology

W'/L" =



Bench- Initial 3% 3% 3% 3% 5% 5% 5% 5% 7% 7% 7% 7%
mark Leakage | Fixed | Opt Siz | Heur Place Fixed Opt Siz | Heur Place | Fixed | Opt Siz | Heur Place
C1908 31432 - - 2807.2 | 2807.2| 1913.6 960.6 960.6 960.6 | 1713.9| 934.8 934.8 934.8
C432 13507 - - 934.7 934.7 862.8 429.5 429.5 429.5 772.8 409.4 409.4 409.4
C880 19472 - - 934.6 934.6 1311.0 651.4 651.4 651.4 | 1174.3| 637.8 637.8 637.8
apex’ 14515 - - 606.1 606.1 930.3 450.1 450.1 450.1 833.2 441.2 441.2 441.2
comp 11184 - - 466.8 466.8 631.4 316.5 316.5 316.5 565.5 307.9 307.9 307.9
count 8137 - - 548.5 548.6 520.6 280.6 280.6 280.6 466.3 270.7 270.7 270.7
i5 19566 - - 506.4 506.4 872.4 416.3 416.3 416.3 781.4 411.2 411.2 411.2
my_adder 10904 - - 726.4 726.4 708.5 368.4 368.4 368.4 634.6 358.4 358.4 358.4
too_large 18346 - - 690.7 690.7 1267.7 595.8 595.8 595.8 | 1135.4| 589.1 589.1 589.1
x4 27416 - - 728.2 728.2 1479.8 682.6 682.6 682.6 | 1325.3| 677.1 677.1 677.1
C1355 27442.2 - - 5208.9 | 5208.9 | 15135 1010.9 | 1010.9 | 1010.9 | 1355.6 | 920.7 920.7 920.7
C3540 63449.1 - - 2954.3 | 2954.3| 4169.4 | 1976.3 | 1976.3 | 1976.3 | 3734.3 | 1945.1 | 1945.1 | 1945.1
C5315 104238.7 - - 2825.1 | 2825.1| 5750.25| 2659.6 | 2659.6 | 2659.6 | 5150.3 | 2640.3 | 2640.3 | 2640.3
i6 50751.3 - - 1137.8 | 1137.8 | 2458.2 1137.8 | 1137.8 | 1137.8 | 2201.7 | 1107.2 | 1107.2 | 1107.2
i7 65689.5 - - 1536.4 | 1536.4 | 3345.1 1506.4 | 1506.4 | 1506.4 | 2996.1 | 1505.9 | 1505.9 | 1505.9
i8 66516.7 - - 2226.7 | 2226.7 | 3817.5 1728.1 | 1728.1 | 1728.1 | 3419.2 | 1724.7 | 1724.7 | 1724.7
i9 46577.7 - - 1448.6 | 1448.6 | 2689.6 1224.6 | 1224.6 | 1224.6 | 2408.9 | 1220.7 | 1220.7 | 1220.7
frg2 60083.6 - - 1745.6 | 1745.6 | 3460.8 1570.2 | 1570.2 | 1570.2 | 3099.7 | 1565.7 | 1565.7 | 1565.7
% Imprv. by Opt Sizing over Fixed Penalty Algo. 50.9 46.5
TABLE |

EXPERIMENTAL RESULTS(LEAKAGE CURRENT IN FA)

Control Signal

Sleep Transistor Row,

Control Signal

(2 ceie ec
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L
= T 22 2 22 F2

Sleep Transistor Row

Fig. 9. Control Signal Routing

sistor sizing through the proposed formulation. The steshda
cell placement of the benchmarks were generated using an a3

demic placement tool CAPO [1]. We todky = 500mV,V;, =
350mV andlgeep,» = 300 1A for all gates. Additionally, we
imposed the condition that for each gate the delay penalty
placing a sleep transistor was allowed to vary betwegradd
15% (corresponding td < (W/L)seep < 10). This implies
that conventional methodologies [11], [8], which placeeegl
transistor at every gate will give a valid solution only iktle

is an acceptable performance loss4%.

Comparison Between Conventional and Proposed Methodologies

|
Selective Placement
Heuristic |

3

2500

2000

1500

Leakage Current in pA

Optimal Sizing

1000

Fixed Conventional Algorithm

v

2 3 4 5 6 7 8 9
% Relaxation in Global Delay Constraint

Fig. 10. Benchmark C1908

(with sleep transistors placed everywhere). On the othed ha
for all the benchmarks, the selective placement and sizing
heuristic as well as the standard cell based placement and
sizing methodology are able to significantly reduce leakage
while still satisfying the delay constraints. These resplove

our claim that for stringent required time constraintsestie
placement and sizing of sleep transistors can effectivadyce
leakage power.

Table | shows that the leakage values obtained from optimal
sizing (assuming sleep transistor placed at each gate), the
placement and sizing heuristic and the standard-cell drive
lacement and sizing formulation are the same for bdth 5
and 7% slowdown. The proposed heuristic is effective in
placing a sleep transistor at all gates and sizes them tdreac
Bhe optimal sizing solution. Furthermore, the standait-ce
ppécement driven (area-constrained) scheme is able taautil
the available area to size the sleep transistors implyiag th
delay constraint is more limiting than the area constr&rdgm
figure 10, we can see that our results are much better than
the conventional algorithms. The last row in table | shows
that on an average the Optimal Sizing Algorithm gave %0.9
and 46.5; savings in leakage power as compared with the
conventionalfixed delay penalty algorithms for 5 and%/
slowdown respectively.

Table Il shows the results obtained by running the selective
placement placement heuristic for & 3performance slow-
down. Under these constraints, the conventional methaggolo
of placing a sleep transistor at every gate would not yield a
valid solution since we need a minimurf¥4slowdown. From
these results we can see that the selective placement amgl siz
methodology for sleep transistor insertion for stringealag
constraints is effective in providing significant leakageisgs
which is not possible using the conventional methodolagies

Lastly, we evaluate the area penalty imposed by our pro-
posed fine-grained sleep transistor placement methodology

As shown in table |, for a @ slowdown in performance, Our results have shown that the proposed scheme is able
we cannot get a valid solution from the conventional fixetb effectively size the sleep transistors without imposing
slowdown approach as well as the optimal sizing algorithemy additional area penalty as compared with the clustered



VII. CONCLUSION AND FUTURE WORK

In this work we have proposed a novel slack based approach
for fine-grained sleep transistor placement and sizing. The
proposed scheme has better control over noise immunity and
signal integrity compared to existing clustering baseca:sus.

The polynomial time optimal sizing formulation that we have
proposed can be applied to get additional savings in leakage
We have shown through our experiments that selective place-
ment and sizing of sleep transistors under very stringelatyde
constraints can lead to substantial leakage power reductio
Our standard-cell placement driven formulation for optima
sizing also gives the same leakage savings as the selective

Bench- Init Leak | Final Leak | Total | Type | | Type Il
mark (10—12A) | (10—12A) | Gates| Sleep | Sleep
C1908 31432 2807 349 306 18
C432 13507 935 147 102 27
C880 19472 934 225 216 2
apex?’ 14515 606 157 155 0
comp 11184 466 79 74 0
count 8137 548 78 62 7
i5 19566 506 244 236 2
my_adder 10904 726 128 104 11
too_large 18346 690 456 442 4
x4 27416 728 315 306 3
C1355 27442 5208 314 190 54
C3540 63449 2954 865 813 21
C5315 104238 2825 1193 | 1186 2
i6 50751 1137 510 506 0
i7 65689 1536 694 690 0
i8 66516 2226 792 783 4
i9 46577 1448 558 536 14
frg2 60083 1745 718 713 3
TABLE Il

RESULTS FOR3 PERCENT SLOWDOWN

approach [11]. If we have standard cell rows each of height o
20\ spaced20\ apart, putting inn + 1 sleep transistor rows

of height2\ each corresponds to an area penalty of roughliz]
(2A(n +1))/(40An) = 5%. From our results, it can be seen
that the area is each sleep transistor row is more than suffici 3
for placing and sizing sleep transistors.

The runtime complexity for the proposed sizing and sel
lective placement schemes is not very high. For very large
designs, we can apply these schemes at the block level (5t
other partioning techniques can be used). The number of
variables introduced per gate in the formulation is very low

and hence the formulation does not explode with design size.
(6]

A. Comparison with Clustering Based MTCMOS Scheme [1]117]

We implemented a clustering strategy similar to that pro-
posed in [11]. In order to make a fair comparison with ourt®
proposed fine-grained scheme, gates within each stand#rd-c
placement row are clustered together based on their currefit
discharge patterns. The authors in [11] reported in theinlte
that if they increased the routing overhead cost to be damingy g
in the cost function, even their scheme clustered gatedrwith
the same sleep transistor row and formed larger number ¥
sleep transistor clusters. We ran experiments assumisig a
slowdown for each benchmark. The results are given in taljl€]
Il

The performance of the fine-grained scheme is comparaflg
to the clustering scheme both in terms of leakage and ac-
tual area penalty. Fine-grained sizing enables our scheme[1t4]
significantly reduce the leakage even though we place more
transistors compared to the clustering approach. Additign
in this analysis we have ignored the effects of ground bounce
and signal noise for the clustering scheme which if consider
would worsen the clustering-based results.

In table Il we have reported’/L numbers for the sleep
transistors for the sake of direct comparison. The true area
penalty imposed by both clustering and fine-grained schemes
is equal to the area of the sleep transistor rows which is the
same for both the schemes.

] J. Kao, S. Narendra and A. Chandrakasan.

placement and sizing heuristic under an area penalty Gnstr
which is comparable to the clustered schemes.

An interesting direction for future work is to investigatet
possibility of sharing a sleep transistor row across midtip
standard-cell placement rows considering the routingeissu
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Bench- Initial Leakage Fine-Grained Fine-Grained Clustering Clustering | Number of
mark (10~ 12A) Leakage {0~ 12A) | AreaX W/L | Leakage {0~ '2A) | AreaX W/L Clusters
C1908 31432 960 542.7 775 438 73
C432 13507 429 242.6 403 228 38
C880 19472 651 368.0 637 360 60
apex7 14515 450 254.3 562 318 53
comp 11184 316 178.8 392 222 37
count 8137 280 158.5 286 162 27
i5 19566 416 235.2 902 510 85
my_adder 10904 368 208.1 392 222 37
too_large 18346 595 336.6 690 390 65
x4 27416 682 385.7 934 528 88
C1355 27442 1010 571.2 775.2 438 73
C3540 63449 1976 1115.7 1242.5 702 117
C5315 104238 2659 1502.6 2272.7 1284 214
i6 50751 1137 625.9 1497.4 846 141
i7 65689 1506 851.2 1529.3 864 144
i8 66516 1728 976.4 1433.7 810 135
i9 46577 1224 691.8 1189.5 672 112
frg2 60083 1570 887.1 1667.4 942 157
TABLE IlI

COMPARISON WITHCLUSTERING
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