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when coupled with suitable admission control algorithms, can provide end-to-end per-connection deterministic andstatistical performance guarantees in arbitrary topology simple networking and internetworking environments. Thekey feature of a rate-controlled service discipline is the separation of the server into two components: a rate-controllerand a scheduler. This separation has several distinct advantages: it decouples the allocation of bandwidths and delaybounds, uniformly distributes the allocation of bu�er space inside the network to prevent packet loss, and allowsarbitrary combinations of rate-control policies and packet scheduling policies.In Section 2, we discuss the guaranteed performance service model and review some of the issues that arisewhen designing service disciplines to provide performance guarantees. In Section 3, we describe the proposed rate-controlled service disciplines and derive the conditions to bound the end-to-end delay for a connection that traversesa network with rate-controlled servers. In Section 4, we propose an implementation for one discipline in this class,called Rate-Controlled Static Priority (RCSP). We believe that the implementation is simple enough to be able torun at very high speed. In Section 5, we show that most of the proposed non-work-conserving disciplines can beimplemented by rate-controlled service disciplines with the appropriate choices of rate controllers and schedulers.Finally, we summarize the results in Section 6.2 Background2.1 Service ModelWe assume that there are two types of services o�ered by an integrated services network: guaranteed service andnon-guaranteed service. The guaranteed service provided by an integrated-services network should have the followingproperties [10]:(1) The service interface is general. Instead of supporting only a �xed class of applications, the network shouldprovide a parameterized interface abstraction that allows the client to specify a continuum of values and an unre-stricted combination of values for its speci�cation of both tra�c characteristics and performance requirements. Oneexample of such a general service interface [8], which we will use in this paper, consists of the following tra�c pa-rameters: Xmin, minimumpacket inter-arrival time,Xave, minimum average packet inter-arrival time, I, averaginginterval over which Xave is computed, and Smax, maximum packet size; and the following end-to-end performanceparameters: D, delay bound, Z, deadline violation probability bound, W , end-to-end bu�er over
ow probabilitybound, and J , end-to-end delay jitter bound.(2) The solution is applicable to a wide variety of internetworking environments. Most end-to-end communi-cation will go through several networks. Guaranteed-performance communication services that could not be easilyimplemented in a wide spectrum of internetworks would have limited value.(3) The guarantees are quantitative, and mathematically provable. It is our belief that the clients of a guaranteedperformance service require predictable performance. Computer networks are strongly coupled non-linear systemswith complex interactions between di�erent entities. Although simulation can give insights into the performanceof a network, results from simulations of smaller networks are not easily extended to larger networks due to thenon-linear nature of the network. In particular, it has been observed that adding a single extra node may makea stable system unstable [12]. These considerations make the problem more challenging and favor solutions wherethe results are guaranteed in general environments. As long as the guarantees are a priori, they can either bedeterministic or statistical [8]. To achieve this, we believe that the network should manage resources explicitly; thisentails (a) connection admission control with resource reservation; and (b) connection-oriented communication withpre-computed routes.2.2 Service DisciplinesWe consider the paradigm proposed in [11] for providing guaranteed service to clients in a packet switching network:before communication starts, the client speci�es its tra�c characteristics and performance requirements to thenetwork; the client's tra�c and performance parameters are translated into local parameters, and a set of connectionadmission control conditions are tested at each switch; the new connection is accepted only if its admission would notcause the performance guarantees made to other connections to be violated; during data transfers, each switch willservice packets from di�erent connections according to a service discipline; by ensuring that the local performancerequirements are met at each switch, the end-to-end performance requirements can be satis�ed. Notice that there aretwo levels of control in this paradigm: connection admission control at the connection level, and service discipline atthe packet level. We believe that a complete solution needs to specify both the service discipline and the associatedconnection admission control conditions. Some other researchers have proposed solutions for just one of these twoproblems.



Recently, several new service disciplines, which aim to provide di�erent qualities of service to di�erent connections,have been proposed. Among them are Delay Earliest-Due-Date (Delay-EDD) [11, 15, 34], Virtual Clock [33], FairQueueing [7] and its weighted version, also known as Generalized Processor Sharing [22], Jitter Earliest-Due-Date(Jitter-EDD) [26], Stop-and-Go [13], and Hierarchical Round Robin (HRR) [14]. They are closely related, but alsohave some important di�erences [31]. Figure 1 shows a taxonomy that classi�es the existing solutions along twodimensions: (1) how the service discipline allocates, explicitly or implicitly, di�erent delay bounds and bandwidthsto di�erent connections in a single switch; (2) how the service discipline handles tra�c distortions in a network ofswitches. The �rst issue relates to the design of a single server: how to allocate delay bound and bandwidth among
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Servers Figure 1: Taxonomy of service disciplinesdi�erent connections. The objective of the allocation of delay bound and bandwidth is that, with a certain schedulingdiscipline, a connection can be guaranteed to receive a certain throughput, and each packet on that connection can beguaranteed to have a bounded delay. There are two approaches to allocating delay/bandwidth to di�erent connectionsin a single switch: the sorted priority queue mechanism and the framing strategy. As discussed in [31], a multi-levelframing strategy introduces dependencies between delay and bandwidth allocation. Such a solution cannot supportlow delay/low bandwidth applications e�ciently. A sorted priority queue avoids this coupling, but has a higherdegree of complexity. The insertion operation in a sorted priority queue has an O(logN ) complexity [17], whichmakes it di�cult to implement the algorithm at very high speeds1 .The second issue concerns the interaction between di�erent switches along a path. A switch can provide localperformance guarantees to a connection only when the tra�c on that connection is well-behaved. However, networkload 
uctuations at previous switches may distort the tra�c pattern of a connection and cause an instantaneoushigher rate at some switch even when the connection satis�es the client-speci�ed rate constraint at the entrance tothe network. Since local performance bounds can be guaranteed for a connection only if the connection's input tra�cto the switch satis�es a certain tra�c characterization, tra�c pattern distortions may make it di�cult to guaranteelocal performance bounds at the switches inside the network.One solution to this problem is to characterize the tra�c pattern distortion inside the network, and derive thetra�c characterization at the entrance to each switch from characterizations of the source tra�c and of the tra�cpattern distortions [4, 1, 23, 18].In general, characterizing tra�c inside the network is di�cult. In networks with work-conserving service disci-plines, even in the situations when tra�c inside the network can be characterized, the worst-case tra�c is usuallymore bursty inside the network than that at the entrance. This is independent of the tra�c model being used. In[4], a deterministic 
uid model (�; �) is used to characterize a tra�c source. A source is said to satisfy (�; �) ifduring any time interval of length u, the amount of its output tra�c is less than � + �u. In such a model, � isthe maximum burst size, and � is the average rate. If the tra�c of connection j is characterized by (�j ; �j) at theentrance to the network, its characterization will be (�j +��i�1j ; �j) at the entrance to the i � th switch along thepath, where ��i�1j = Pi�1i0=1 �jdi0;j and di0;j is the local delay for the connection at the i0 � th switch. Comparedto the characterization of the source tra�c, the maximum burst size at switch i increases by Pi�1i0=1 �jdi0;j . Thismaximum burst size grows monotonically along the path of the connection.1In [3], it was reported that a high-speed sequencer chip has been implemented to support service disciplines such as Virtual Clock;however, the chip can only sort a maximum of 256 packets [3]. It has yet to be seen whether a high-speed implementation can be builtto support a sorted priority queue mechanism in an environment with large numbers of connections and packets.



In [18], a family of stochastic random variables is used to characterize a source. Connection j is said to satisfya characterization f(Rt1;j ; t1); (Rt2;j; t2); (Rt3;j; t3):::g, where the Rti;j are random variables, and t1 < t2 < � � � aretime intervals, if Rti;j is stochastically larger than the number of packets generated over any interval of length tiby source j. If the tra�c on connection j is characterized by f(Rt1;j ; t1); (Rt2;j; t2); (Rt3;j; t3):::g at the entrance tothe network, its characterization will be f(Rt1+�ti�1j ;j; t1); (Rt2+�ti�1j ;j; t2); (Rt3+�ti�1j ;j; t3); :::g at the i0� th switch,where �ti�1j =Pi�1i0=1 bi0 and bi0 is the maximum busy period at switch i0. The same random variable that boundsthe maximum number of packets over an interval at the entrance of the network now bounds the maximum numberof packets over a much smaller interval at switch j. I.e., the tra�c is burstier at switch j than at the entrance.In both the (�j; �j) and f(Rt1;j; t1); (Rt2;j ; t2); (Rt3;j; t3):::g, analysis, the burstiness of a connection's tra�caccumulates at each hop along the path from source to destination. More resources need to be reserved for aburstier tra�c. For example, the amount of bu�er space required to prevent packet loss for a connection must growmonotonically along the path.Another approach to deal with the problem of tra�c pattern distortions is to control the distortions to tra�cpatterns at each switch. In Jitter-EDD, Stop-and-Go, and HRR, tra�c patterns are partially or completely re-constructed at each switch so as to o�set the e�ects of network load 
uctuations and of the interactions betweenswitches. Reconstructing the tra�c pattern at each node requires non-work-conserving disciplines. With a non-work-conserving discipline, the server may be idle even when there are packets waiting to be sent. Non-work-conservingdisciplines were seldom studied in the past mainly due to two reasons. First, in most of previous performance anal-yses, the major performance indices are the average low delay of all packets and the average high throughput ofthe server. With a non-work-conserving discipline, a packet may be held in the server even when the server is idle.This may increase the average delay of packets and decrease the average throughput of the server. Secondly, mostprevious studies assumed a single server environment. The potential advantages of non-work-conserving disciplinesin a network of servers were therefore not realized. In integrated-services networks, end-to-end delay bounds are to beguaranteed on a per-connection basis in a network of servers. Since guaranteeing end-to-end delay bounds requiresworst case analysis in a networking environment, the above reasons for not using non-work-conserving disciplinesare not signi�cant any more. In this paper, we will show that a class of non-work-conserving disciplines calledrate-controlled service disciplines have some distinct advantages that make them suitable for providing performanceguarantees in packet-switching integrated-services networks.3 Rate-Controlled Service DisciplinesAs discussed previously, a service discipline for integrated-services packet-switching networks should address twoissues: (1) how to allocate di�erent delay bounds and bandwidths to di�erent connections, and (2) how to deal withtra�c distortions within the network.In this section, we present a new class of service disciplines, called rate-controlled service disciplines, which addressthe problem by separating the server into two components: a rate controller and a scheduler. The rate controllermonitors the tra�c on each connection and forces the tra�c to obey the desired tra�c pattern. The scheduler orderstransmissions of packets on di�erent connections. Thus, the rate controller allocates bandwidth and controls tra�cdistortion, whereas the scheduler allocates service priorities to packets and controls the delay bounds of connections.The rest of this section is organized as follows: in Section 3.1, we present the rate-controlled service disciplineby describing the two components of a rate-controlled server: the rate controller and the scheduler; in Section 3.2,we give a theorem that states the end-to-end delay characteristics of connections in a network with rate-controlledservers, assuming that local delay bounds can be guaranteed in the scheduler of each of the rate-controlled servers;we present the proof of the theorem in Section 3.4 after we prove an important lemma that establishes the delaycharacteristics in the two-node case in Section 3.3; in Section 3.5, we give the conditions for providing local delaybounds in a Static Priority (SP) scheduler.3.1 Rate-Controlled Service DisciplinesTable 1 shows the notation used in this paper. In discussions when there is no ambiguity, some subscripts orsuperscripts are omitted for simplicity.As shown in Figure 2 (a), a rate-controlled server has two components: a rate controller and a scheduler. The ratecontroller shapes the input tra�c on each connection into the desired tra�c pattern by assigning an eligibility timeto each packet; the scheduler orders the transmission of eligible real-time packets from all the connections. In thefollowing discussion, we assume that real-time packets have non-preemptive priority over non-real-time packets. Thescheduling policies discussed below only apply to the real-time packets. The service order of non-real-time packetsis not speci�ed, and is irrelevant in this discussion.



a bar is used to denote an upper bound j denotes the connection numberd denotes the local delay i denotes the switch numberD denotes the end-to-end delay k denotes the packet numberdki;j delay of the kth packet on connection j at the ith switch along its pathdi;j local delay bound for connection j at the ith switch along its pathDj : end-to-end delay bound for connection j�ki;j: link delay between the (i � 1)th and the ith switch for the kth packet on connection j�i;j: maximum link delay between the (i � 1)th and the ith switch for all packets on connection jTable 1: Notation used in this paperConceptually, a rate controller consists of a set of regulators corresponding to each of the connections traversingthe switch; each regulator is responsible for shaping the tra�c of the corresponding connection into the desiredtra�c pattern. Regulators control the interactions between switches and eliminate jitter. Many types of regulatorsare possible; they will be discussed in Section 5. In this section, we present two types of regulators: (1) rate-jittercontrolling regulator, or RJ regulator, which controls rate jitter by partially reconstructing the tra�c pattern; and(2) delay-jitter controlling regulator, or DJ regulator, which controls delay jitter by fully reconstructing the tra�cpattern.The regulator achieves this control by assigning each packet an eligibility time upon its arrival and holding thepacket till that time before handing it to the scheduler. Di�erent ways of calculating the eligibility time of a packetwill result in di�erent types of regulators.
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Priority Level(b)Figure 2: Rate-Controlled Service DisciplineFor a (Xmin;Xave; I) RJ regulator, where Xmin � Xave < I holds, the eligibility time of the kth packet on aconnection at the ith switch along its path, ET ki , is de�ned with reference to the eligibility times of packets arrivingearlier at the switch on the same connection: ET ki = �I; k < 0 (1)ET 1i = AT 1i (2)ET ki = max(ET k�1i +Xmin; ET k�b IXave c+1i + I; AT ki ); k > 1 (3)where AT ki is the time the kth packet on the connection arrived at switch i. (1) is de�ned for convenience so that(3) holds for any k > 1.If we consider the sequence of packet eligibility times at switch i, fET ki gk=1;2;:::, it always satis�es the(Xmin;Xave; I) tra�c characterization.Proposition 1 Assume a connection traverses a (Xmin;Xave; I) RJ regulator, and the maximum packet size of theconnection is bounded by Smax. The output tra�c of the regulator satis�es the (Xmin;Xave; I; Smax) speci�cation.



The eligibility time of a packet for a DJ regulator is de�ned with reference to the eligibility time of the samepacket at the immediately upstream switch. The de�nition assumes that the queueing delays of packets on theconnection, and the link delay from the upstream switch to the current switch, are bounded. Let di�1 be the localdelay bound for the connection in the scheduler at switch i� 1, and �i be the maximum link delay from switch i� 1to switch i. For a delay-jitter controlling regulator, ET ki , the eligibility time of the kth packet on a connection thattraverses switch i is de�ned as: ET k0 = AT k0 (4)ET ki = ET ki�1 + di�1 + �i; i > 0 (5)where switch 0 is the source of the connection.For a DJ regulator, it is easy to show that the following holds:ET k+1i �ET ki = AT k+10 � AT k0 8k; i � 0 (6)i.e., the tra�c pattern on a connection at the output of the regulator of every switch traversed by the connection isexactly the same as the tra�c pattern of the connection at the entrance to the network.Proposition 2 Assume a connection traverses a set of switches with rate-controlled servers having DJ regulators. Ifits tra�c obeys the speci�cation � at the entrance to the network, the output tra�c from the connection's regulator,or the input tra�c into the connection's scheduler at each switch, will also obey �.This proposition is more general than Proposition 1. It applies to any tra�c speci�cation �, rather than just(Xmin;Xave; I; Smax). For example, � can be the (�; �) model as proposed in [4], or even stochastic modelslike Markov-Modulated Poisson Process (MMPP) models [21]. As discussed in [28, 32], this property of completelyreconstructing the tra�c pattern allows us to extend local statistical performance bounds to end-to-end statisticalperformance bounds.From Propositions 1 and 2, we can see that both types of regulators enforce the tra�c speci�cation requirementfor each connection, so that the tra�c going into the scheduler will always satisfy the tra�c speci�cation.Any scheduler can be used in a rate-controlled server as long as it can provide local delay bounds for connectionsunder certain admission control conditions. Many schedulers, including the most common First Come First Served(FCFS) discipline, can be used. A rate-controlled server with an SP scheduler is called a Rate-Controlled StaticPriority (RCSP) server. This is shown in Figure 2 (b). We will give the admission control conditions for the StaticPriority (SP) scheduler in Section 3.5.3.2 End-To-End Delay CharacteristicsThe end-to-end delay of a packet consists of the link delays the packet experienced and the residence times of thepacket in each of the switches along the path. The residence time of a packet in a switch with rate-controlled servershas two components: the holding time in the regulator and the waiting time in the scheduler. In this section, wewill show that the end-to-end delays of all the packets on a connection can be bounded, as long as the delays on thelinks and the delays at each of the schedulers can be bounded. Holding in the rate controllers will not increase theend-to-end delay bound of the connection. Formally, we have the following theorem (End-to-End Theorem):Theorem 1 Consider a connection passing through n switches connected in cascade, with �i and �̂i being the upperand lower bounds on the delay of the link between the i� 1th and the ith switch. Assume that the scheduler of switchi can guarantee that the delays of all the packets on the connection be bounded by di as long as the connection's inputtra�c to the scheduler satis�es the given (Xmin;Xave; I; Smax) speci�cation. If the tra�c on the connection obeysthe (Xmin;Xave; I; Smax) speci�cation at the entrance to the �rst switch,1. the end-to-end delay for any packet on the connection is bounded by Pni=1 di+Pni=2 �i if rate-jitter controllingregulators are used;2. the end-to-end delay and the delay jitter for any packet are bounded byPni=1 di+Pni=2 �i and din , respectively,if delay-jitter controlling regulators are used;3. reservation of the following amount of bu�er space for the connection at switch i will prevent packet loss:(ddi�1+�i��̂iXmin e + d diXmine)Smax; i = 1; : : : ; n; d0 = 0



Before we give the proof, we �rst brie
y discuss the implications of the result. At �rst glance, the result seemstrivial, because it states that an end-to-end delay bound can be guaranteed if local delay bounds can be guaranteedat each scheduler and link. However, several things should be noticed:� If a switch's server does not include a rate controller, but has only the scheduler, the result will not hold. Underthe assumptions of the theorem, a local delay bound can be guaranteed for a connection only if the connection'sinput tra�c to the scheduler satis�es the (Xmin;Xave; I; Smax) speci�cation. Even though the tra�c satis�esthat speci�cation at the entrance to the network, without rate controllers the tra�c pattern will be distortedinside the network, and the (Xmin;Xave; I; Smax) speci�cation may not be satis�ed in subsequent schedulers.� The theorem just assumes that there is an upper bound on delays in the scheduler; the holding times in therate controllers have not be accounted for. The proof of the theorem needs to establish that holding in the ratecontrollers will not increase the end-to-end delay bound.� The theorem holds for any schedulers that can guarantee local delay bounds for connections satisfying cer-tain tra�c speci�cations. This has two implications: 1) any scheduler that can guarantee delay bounds toconnections at a single switch can be used in conjunction with a rate controller to form a rate-controlledserver, which can then be used to provide end-to-end performance bounds in a networking environment; 2)rate-controlled servers with di�erent schedulers can be used in a network, and end-to-end performance boundscan still be guaranteed. This is particularly important in an internetworking environment, where heterogeneityis unavoidable.� The theorem assumes links with bounded, but possibly variable, delay. This is important for an internetworkingenvironment, in which links connecting switches may be subnetworks such as ATM or FDDI networks. It ispossible to bound delay over these subnetworks; however, the delays for di�erent packets will be variable. Incontrast, some of the existing solutions proposed to bound end-to-end delay assume a network model withconstant delay links [5, 6, 18, 13, 1].� The theorem provides both end-to-end delay bounds and non-trivial end-to-end delay jitter bounds. With abounded-delay-jitter network service, clients need to reserve much less bu�er space to obtain an end-to-endisochronous service [28].� The theorem also gives the bu�er space requirement to prevent packet loss for each connection. Unlike work-conserving disciplines, where more bu�er space is needed at downstream switches to accommodate potentiallyburstier tra�c, rate-controlled service disciplines needs uniformly distributed bu�er space inside the networkto prevent packet loss. This saves the overall bu�er space requirement inside the network when a connectiontraverses more than two hops.3.3 Two-Node LemmaIn the following lemma, we establish the delay characteristics of two switches connected in cascade, when each typeof regulator is used.Lemma 1 Consider a connection with tra�c speci�cation (Xmin;Xave; I; Smax) traversing two switches usingrate-controlling service disciplines, and labeled i�1 and i, respectively. For the kth packet on the connection, let dki�1be its delay in the scheduler of switch i � 1, �ki its link delay from the (i � 1)th to the ith switch, and hki its holdingtime in the regulator of switch i. If dki�1 � di�1 and �ki � �i for all k's, we have that1. if a delay-jitter controlling regulator is used at switch i,dki�1 + hki + �ki = di�1 + �i (7)2. if a rate-jitter controlling regulator is used at switch i,dki�1 + hki + �ki � di�1 + �i (8)Proof.Let ET ki�1 and ET ki be the eligibility times for the kth packet at switch i � 1 and i, respectively. DT ki�1 is thedeparture time of the kth packet from switch i � 1, and AT ki is the arrival time of the kth packet at switch i. Wehave dki�1 = DT ki�1 � ET ki�1, hki = ET ki � AT ki , and �ki = AT ki �DT ki�1,



Combining the three equations, we havedki�1 + hki + �ki = ET ki � ET ki�1 (9)1. For the case of a delay-jitter controlling regulator, from (9) and ET ki � ET ki�1 = di�1 + �i, which is (5), weimmediately have dki�1 + hki + �ki = di�1 + �i2. For the case of a rate-jitter controlling regulator, we will prove the lemma by induction with respect to k.Step 1. When k=1, from (2), we have ET 1i = AT 1i . It follows that h1i = ET 1i � AT 1i = 0. Also, since d1i�1 � di�1and �1i � �i hold, we have d1i�1 + h1i + �1i � di�1 + �i (10)So, (8) holds for k=1.Step 2. Assume that (8) holds for the �rst k packets; we now consider the (k + 1)st packet. From (3) we haveET k+1i = max(ET ki +Xmin;ET k�b IXave c+2i + I; AT k+1i ); k > 1 (11)Since ET k+1i is the maximum of the three quantities at the right hand side of (11), we consider each of the followingthree cases in turn: (a) ET k+1i = AT k+1i , (b) ET k+1i = ET ki +Xmin, and (c) ET k+1i = ET k�b IXavec+2i + I.Case (a): If ET k+1i = AT k+1i , we have hk+1i = ET k+1i � AT k+1i = 0. Also from dk+1i�1 � di�1 and �k+1i � �i, itimmediately follows that dk+1i�1 + hk+1i + �k+1i � di�1 + �i (12)Case (b): If ET k+1i = ET ki +Xmin, we havedk+1i�1 + hk+1i + �k+1i = ET k+1i �ET k+1i�1 (13)= (ET ki +Xmin) � ET k+1i�1 (14)� (ET ki +Xmin) � (ET ki�1 +Xmin) (15)= ET ki �ET ki�1 (16)� di�1 + �i (17)(15) holds due to ET k+1i�1 � ET ki�1+Xmin. (17) is derived from the assumption that (8) holds for the �rst k packets.Case (c): If ET k+1i = ET k�b IXave c+2i + I, we havedk+1i�1 + hk+1i + �k+1i = ET k+1i �ET k+1i�1 (18)= (ET k�b IXavec+2i + I) � ET k+1i�1 (19)� (ET k�b IXavec+2i + I) � (ET k�b IXave c+2i�1 + I) (20)= ET k�b IXavec+1i �ET k�b IXavec+1i�1 (21)� di�1 + �i (22)(20) holds due to the fact that the tra�c pattern into the scheduler of switch i � 1 also satis�es the(Xmin;Xave; I; Smax) speci�cation, hence ET k+2i�1 � ET k�b IXavec+2i�1 + I. (22) is derived from the assumptionthat (8) holds for the previous k packets.From (a), (b) and (c), we have proven that (8) holds for the k+1st packet if it holds for the �rst k packets. Thus,(8) holds for any packet on the connection. Q.E.D.The Two-Node Lemma is an important step in establishing Theorem 1. Intuitively, a packet is held in a regulatoronly when the packet was transmitted ahead of schedule by the previous switch, or when the packet experienced lessdelay over the link than the maximum link delay. The amount of holding time in the regulator is never greater thanthe amount of time the packet is ahead of schedule plus the di�erence between the maximum link delay and theactual link delay. Thus, holding does not increase the accumulative delay bound. The result is obvious for delay-jittercontrolling regulators, since the eligibility time of a packet at a switch is de�ned with respect to its eligibility timein the previous switch. In a sense, Equations (4) and (5), which are the de�nition of the eligibility time of a packetfor delay-jitter controlling regulators, have already had the result built in. However, for a rate-jitter controlling



regulator, the result is non-trivial, since the de�nition of the eligibility time of a packet is based on the packetspacing requirement in the same switch.The idea of holding a packet by the amount of time it is ahead of schedule in the previous switch was �rstproposed in [26]. The relationship between the regulators de�ned in [26] and the DJ & RJ regulators is discussed inSection 5.3.4 Proof of the End-To-End TheoremWith Lemma 1 proven, we are now ready to prove Theorem 1.Proof of Theorem 1.For the �rst two parts of the theorem, consider the end-to-end delay of the kth packet on the connection,Dk = Pni=1(hki + dki ) +Pn�1i=0 �i. Rearranging the terms, we have Dk = hk1 +Pni=2(dki�1 + hki + �i) + wkn. If thetra�c obeys the (Xmin;Xave; I; Smax) characterization at the entrance to the �rst switch, there is no holding timein the �rst regulator, or hk1 = 0. The Dk can be further simpli�ed to be:Dk = n�1Xi=2(dki�1 + hki + �i) + dkn (23)(1) If rate-jitter controlling regulators are used, according to Proposition 1 the tra�c obeys the(Xmin;Xave; I; Smax) characterization at the entrance to each of the schedulers. From Lemma 1, we havedki�1 + hki + �ki � di�1 + �i (24)Combining (23) and (24), we have,Dk = nXi=2(dki�1 + hki + �i) +wkn � nXi=2(di�1 + �i) + dn = nXi=1 di + nXi=2 �i (25)(2) If delay-jitter controlling regulators are used, according to Proposition 2 the tra�c obeys the(Xmin;Xave; I; Smax) characterization at the entrance to each of the schedulers. From Lemma 1, we havedki�1 + hki + �ki = di�1 + �i (26)Combining (23) and (26), we have Dk =Pni=2(di�1 + �i) + wkn. Since 0 < wkn � dn, we haven�1Xi=1 di + nXi=2 �i < Dk � nXi=1 di + nXi=2 �i (27)(3) To verify the third part of the theorem, notice that the longest times a packet can stay in the regulator andthe scheduler of the ith switch are di�1 + �i � �̂i and di, respectively; since the minimum packet inter-arrival timeis Xmin, it follows that the maximum numbers of packets in the regulator and the scheduler are ddi�1+�i��̂iXmin e andd diXmin e, respectively. Q.E.D.3.5 Bounding delay for a single schedulerIn the previous section, we established the end-to-end delay characteristics of a connection traversing switches withrate-controlled service disciplines, assuming that local delay bounds can be guaranteed in the scheduler of eachof the rate-controlled servers. In this section, we give admission control condition that guarantee deterministicdelay bounds for a Static Priority (SP) scheduler. Conditions can also be given for other schedulers such as theFirst-Come-First-Served (FCFS) scheduler [4, 9, 28] and the Earliest-Due-Date-First (EDD) scheduler [11].An SP scheduler has a number of prioritized real-time packet queues and a non real-time packet queue. Packetsat priority level 1 have the highest priority. A connection is assigned to a particular priority level at the connection'sestablishment time; all the packets from the connection will be inserted into the real-time packet queue at thatpriority level. Multiple connections can be assigned to the same priority level. The scheduler services packets using anon-preemptive static-priority discipline, which chooses packets in FCFS order from the highest-priority non-emptyqueue. Non-real-time packets are serviced only when there are no real-time packets; their order is not speci�ed.Comparing with the FCFS discipline, which is the simplest but can have only one delay bound in one server, andthe EDD discipline, which can allocate a continuous spectrum of delay bounds to di�erent connections but may be



too complicated to implement at very high speeds, the SP discipline provides a good balance between simplicity ofimplementation and 
exibility in allocating delay bounds. The combination of a rate controller and an SP scheduleris called a Rate-Controlled Static Priority (RCSP) server [29]. This is shown in Figure 2 (b).By limiting the number of connections at each priority level via certain admission control conditions, the waitingtime of each packet at a priority level can be bounded. The following theorem proved in [29] gives the admissioncontrol condition for an SP scheduler.Theorem 2 Let d1; d2; : : : ; dn (d1 < d2 < � � � < dn) be the delay bounds associated with each of the n priority levels,respectively, in a Static Priority scheduler. Assume that Cq is the set of connections at level q, and, that the jthconnection in Cq has the tra�c speci�cation (Xminqj ; Xaveqj ; Iqj ; Smaxqj). Also assume that the link speed is l, andthe size of the largest packet that can be transmitted onto the link is Smax . IfmXq=1 Xj2Cqd dmXminkj eSmaxkj + Smax � dml (28)the waiting time of a real-time packet at level m is bounded by dm.Although condition (28) can guarantee delay bounds in an SP scheduler, since the delay bound calculation issolely based on the Xmin of each connection instead of the Xave, it has the limitation that the sum of the peakrates of all real-time connections cannot exceed the link speed. This will result in a low average utilization of theconnection when the peak-to-average-rate ratio is high [28, 30]. A more re�ned admission control condition thatovercomes such a limitation is given in Theorem 3.Theorem 3 Assume an SP scheduler has n priority levels. Let Cq be the set of the connections at level q, and thejth connection in Cq satisfy the tra�c speci�cation (Xminqj ; Xaveqj ; Iqj ; Smaxqj ). Also assume that the maximum linkspeed is l, and the maximum size of a packet that can be transmitted over the link is Smax. If Pnq=1 �qave � 1 where�qave = Xj2Cq SmaxqjXaveqj � l (29)the maximum delay of any packet at priority level m is bounded above by dm, wheredm = ( min(dm0 ; dm00) Pm�1q=1 �qpeak < 1dm00 Pm�1q=1 �qpeak � 1 (30)where �qpeak = Xj2Cq SmaxqjXminqj � l (31)dm0 = Smaxl +Pmq=1Pj2Cq Smaxqjl1�Pm�1q=1 �qpeak (32)dm00 = Smaxl + 1l Pmq=1Pj2Cq SmaxqjXaveqj [Iqj (1� XminqjXaveqj ) +Xminqj ]1�Pm�1q=1 �qave (33)The theorem can be proven by applying the bounding techniques developed by Cruz [4]. The details of the proof aregiven in [28].4 ImplementationIn this section, we present one implementation of the RCSP queueing discipline. We believe that this implementationis simple enough to run at very high speeds.We have shown that a RCSP server has two components, a scheduler and a rate controller. The schedulerconsists of multiple prioritized FCFS queues, and the rate controller consists of a set of regulators corresponding toeach connection. Notice that the conceptual decomposition of the rate controller into a set of regulators does not
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Figure 3: Implementation of RCSPimply that there must be multiple physical regulators in an implementation; a commonmechanism can be shared byall logical regulators. Each regulator has two functions: computing the eligibility times for incoming packets on thecorresponding connection, and holding packets till they become eligible. Eligibility times for packets from di�erentconnections are computed using the same formula (as described in Section 3.2) with di�erent parameters; holdingpackets is equivalent to managing a set of timers; the mechanism for managing timers, which is a calendar queue[2, 25], can be shared by all regulators.Figure 3 shows the proposed implementation. Each of the real-time queues is implemented as a linked list. Therate controller is implemented using a modi�ed version of a calendar queue. A calendar queue consists of a clockand a calendar, which is a pointer array indexed by time; each entry in the calendar points to an array of linked listsindexed by priority levels. The clock ticks at �xed time intervals. Upon every tick of the clock, the linked lists in thearray indexed by the current time are appended to the end of the scheduler's linked lists: packets from the linked listof one priority level in the rate controller are appended to the linked list of the same priority level in the scheduler.Upon the arrival of each packet, the eligibility time of the packet, ET , is calculated; if b ETTickc is equal to thecurrent clock time, where T ick is the clock tick interval, the packet is appended at the end of the correspondingreal-time queue of the scheduler; otherwise, the packet is appended to the corresponding linked list at the calendarqueue entry indexed by b ETTickc.As can be seen, the data structures used in the proposed implementation are simple: arrays and linked lists; theoperations are all constant-time ones: insertion at the tail of a linked list and deletion from the head of a linked list.We believe that it is feasible to implement this in a very high speed switch.5 Generalization and ComparisonIn Section 3.1, we presented two types of regulators: the rate-jitter controlling, or RJ , regulator, and the delay-jittercontrolling, or DJ , regulator. In Section 3.5, we gave conditions that guarantee delay bounds for SP schedulers.There are other rate controllers and schedulers that can be used in rate-controlled service disciplines. In this section,we show that the de�nition of rate-controlled service disciplines is quite general. By having di�erent combinationsof rate controllers and schedulers, we can have a wide class of service disciplines. Most of the proposed non-work-conserving disciplines, including Jitter-EDD [26], Stop-and-Go [13] and Hierarchical Round Robin [14], either belongto this class, or can be implemented by a rate-controlled service discipline with the appropriate choices of ratecontrollers and schedulers. In the following, we �rst show the corresponding rate controllers and schedulers for eachof the above three disciplines, and then compare these disciplines with RCSP by showing the tradeo�s of usingdi�erent rate controllers and schedulers.5.1 Jitter-EDD, Stop-and-Go, HRRJitter-EDD is a rate-controlled service discipline. The rate controller in Jitter-EDD consists of regulators that controldelay jitter in a network with constant link delays. We will call this type of regulator the DJe regulator. In a DJeregulator, the eligibility time for packet k at the ith switch along the path is de�ned as follows:ET ki = AT ki +Aheadki�1 (34)
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Figure 4: Synchronization between input and output links in Stop-and-Gowhere Aheadki�1 is the amount of time the packet is ahead of schedule in switch i�1, the immediate upstream switchto switch i. The scheduler in Jitter-EDD is a variation of the Earliest-Due-Date scheduler [20].It is easy to show that, in a DJ regulator, the eligibility time for packet k at the ith switch along the path canalso be represented as: ET ki = AT ki +Aheadki�1 + (�i � �ki ) (35)Compared with (34), (35) has one more term: �i ��ki , which can be seen as the amount of time the packet is aheadof schedule in the link. In a network with constant delay links, the value of this term will always be zero. A DJregulator di�ers from a DJe regulator in that the DJ regulator not only removes the tra�c distortion introduced bythe previous scheduler, but also removes the tra�c distortion introduced by a variable-delay link.A Stop-and-Go server with n frame sizes (T1 < T2 < ::: < Tn) can be implemented by a rate-controlled servicediscipline with a variation of delay-jitter controlling regulators, which we call DJs regulators, and an n-level staticpriority scheduler. In a DJs regulator, the eligibility time for packet k at the ith switch along the path is de�ned asfollows: ET ki = AT ki + Aheadki�1 + � (36)where Aheadki�1 is the amount of time the packet is ahead of schedule in switch i � 1, and � is the synchronizationtime between the framing structures on the input and output links. Each pair of input and output links in a switchmay have a di�erent value of �. Figure 4 illustrates this synchronization time. In a static priority scheduler, thedelay bound associated with level m is Tm, 1 � m � n.Although the above implementation of Stop-and-Go is very similar to RCSP, the allocation of delay bounds andbandwidth is more restrictive in Stop-and-Go than in RCSP. First, the tra�c has to be speci�ed with respect to theframe size that corresponds to the priority level the connection is assigned to. This introduces a coupling betweenthe allocations of bandwidth and delay bounds. Secondly, there are dependencies among the local delay bounds ateach priority level. Tm = hm;m0 � Tm0 must hold for each pair of priority levels, with 1 � m0 � m � n, and hm;m0being an integer. Thirdly, the delay bound allocations for each connection in di�erent switches are coupled with oneanother. In [13], a connection has to have the same frame size in all the switches. In [31], a looser requirement ispresented: the frame times of a connection along the path should be non-decreasing. None of these restrictions applyto RCSP.A Hierarchical Round Robin server with n frame sizes (T1 < T2 < ::: < Tn) can be implemented by a rate-controlled service discipline with a variation of the rate-jitter controlling regulator, which we call the RJh regulator,and an n-level static priority scheduler. In a level-m RJh regulator, the eligibility time for packet k at the ith switchalong the path is de�ned as follows: ET ki = max(AT ki + �; ET k�aii + Tm) (37)where AT ki + � is the beginning time of the next frame and ai is the service quantum of the connection in switch i,which is de�ned to be the maximum number of packets that can be served on the connection within each frame ofsize Tm. In the static priority scheduler, the delay bound associated with level m is Tm, 1 � m � n. If a connectiontraverses a level-m RJh regulator, it is assigned to the priority level m in the scheduler. This shows the couplingbetween delay and bandwidth allocation in HRR. In contrast, in a RCSP server, a connection can be assigned to anypriority level regardless of its rate parameters.
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Figure 5: Generality of Rate-Controlled Service Disciplines5.2 GeneralizationThe class of rate-controlled service disciplines is quite general. As has been shown in the previous section, most ofthe non-work-conserving disciplines that have been proposed in the literature either belong to this class or can beimplemented with a rate-controlled service discipline by choosing an appropriate rate controller and an appropriatescheduler. Di�erent combinations of regulators and schedulers will result in more service disciplines. This is shownin Figure 5.5.3 Comparison With Work-Conserving DisciplinesAs discussed in Section 2.2, many work-conserving policies have also been proposed in the literature to supportguaranteed performance services. Some representatives are Virtual Clock [33], variations of the Earliest-Due-Datealgorithms [11, 15, 34], and Generalized Processor Sharing [22]. Virtual Clock has been introduced to provide averagethroughput guarantees. No admission control algorithms have been proposed for Virtual Clock to provide end-to-enddelay guarantees. It has been shown in [23] that, with GPS servers, end-to-end deterministic delay bounds can beguaranteed on a per-connection basis in an arbitrary topology network. Also, the end-to-end delay bound obtainedis tighter than the simple addition of all the worst-case local delay bounds at each switch, as has been done in thispaper. However, it is unclear how statistical guarantees can be provided in a network of GPS servers. In contrast,end-to-end statistical guarantees can be provided in a network of delay-jitter controlled servers by applying singlenode analysis at each of the switches [32], because the exact tra�c pattern is maintained throughout the network.All of the above work-conserving disciplines use a sorted priority queue mechanism. It is unclear whether thiscan be implemented in high-speed switches. Also, due to tra�c pattern distortions inside the network, more bu�erspace is needed in downstream switches in a network with work-conserving disciplines.6 SummaryIn this paper, we have presented a class of non-work-conserving disciplines called rate-controlled service disciplines.A rate-controlled service discipline has two components: a rate controller and a scheduler. After the rate controllerlimits the distortion of the tra�c introduced by load 
uctuations inside the network, the scheduler orders the packetsfor transmission. The end-to-end delay of a packet in a network with rate-controlled servers consists of the followingcomponents: waiting times in the schedulers, holding times in the rate controllers and the link delays.We have showed that the end-to-end delays of all the packets on a connection can be bounded, as long as thedelays on links and the delays at each of the schedulers can be bounded. Thus, although holding times may increasethe average delay of packets on a connection, they do not increase the end-to-end delay bounds. By keeping tra�ccharacteristics throughout the network, end-to-end performance characteristics can be obtained by simply applyingsingle node analysis at each switch.The key feature of a rate-controlled service discipline is the separation of the server into two components: a ratecontroller and a scheduler. Such a separation has several advantages that make rate-controlled service disciplinessuitable for supporting guaranteed-performance communication in a high-speed networking environment:� End-to-end performance bounds can be obtained in a network of arbitrary topology. Also, the result appliesnot only in simple networks where switches are connected by physical links, but also in internetworks where



switches are connected by subnetworks. The delays of packets traversing subnetworks must be bounded, butmay be variable.� By having a server with two components, we can extend results previously obtained for a single scheduler to anetworking environment. Any scheduler that can provide delay bounds to connections at a single switch can beused in conjunction with a rate controller to form a rate-controlled server, which can then be used to provideend-to-end performance bounds in a networking environment.� Given this separation of functionality into rate control and packet scheduling, we can have arbitrary combina-tions of rate-control policies and packet scheduling disciplines.� Separation of rate-control and delay-control functions in the design of a server allows decoupling of bandwidthand delay bound allocation to di�erent connections. Most existing solutions have the drawback of coupling thebandwidth/delay bound allocation | allocating of a lower delay bound to a connection automatically allocatesa higher bandwidth to the connection. Such solutions cannot e�ciently support low delay/low bandwidthconnections.� Unlike work-conserving disciplines which require the reservation of more bu�er space at the downstreamswitches traversed by a connection, rate-controlled disciplines also have the advantage of requiring evenlydistributed bu�er space at each switch to prevent packet loss.We have shown that rate-controlled service disciplines provide a general framework within which most of theexisting non-work-conserving disciplines such as Jitter-EDD [26], Stop-and-Go [13] and Hierarchical Round Robin[14] can be naturally expressed. One discipline in this class, called Rate-Controlled Static Priority (RCSP), isparticularly suitable for providing performance guarantees in high-speed networks. It achieves both 
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