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SUMMARY

The differentiated services (DiffServ) architecture allows IP networks to offer different QoS levels to
different users and applications. In this architecture, routers in the core network offer the same per-hop
behaviour (PHB) to all packets classified as belonging to the same class at the edge of the network. One of
the most important types of PHB is assured forwarding (AF) PHB. Within each AF class, IP packets can be
marked with different drop precedence (DP) values, and treated differently in congested DS nodes. To this
end, DiffServ nodes in the core network implement active queue management (AQM) mechanisms. The
target of this paper is to provide network designers with an accurate fluid-flow analytical model of a
DiffServ network, where the RED with in/out and coupled average queues (RIO-C), RED with in/out and
decoupled average queues (RIO-DC) and Weighted RED (WRED) AQM techniques are implemented. We
address a network simultaneously loaded with both greedy and data-limited TCP flows, and we consider
one AF class in which two DPs are defined, one for packets complying with the negotiated profile (IN
packets), and another for packets that do not respect it (OUT packets). A token bucket marking mechanism
is modelled for this purpose. The proposed model is applied to a complex network topology. Comparison
between model and simulation results demonstrates that the model is able to capture both transient and
steady-state network behaviour with a high degree of accuracy, even when not all network routers
implement the same AQM technique. These characteristics make our modelling approach suitable to
address the issue of network parameter optimisation. As an example, the link capacity dimensioning
problem in a DiffServ domain by means of an iterative optimisation algorithm is presented. Copyright #
2006 AEIT.

1. INTRODUCTION

The development of the Internet, in both infrastructures

and applications, has determined the need to provide users

with quality of service (QoS) guarantees.

The first solution proposed in the literature was the inte-

grated services (IntServ) architecture, which offers QoS

guarantees for each flow, but is not scalable and requires

complex changes in the Internet architecture. These rea-

sons led the IETF to consider simpler alternatives to ser-

vice differentiation. A promising approach is the

differentiated services (DiffServ) architecture, proposed

in Reference [1]. This architecture enables IP networks

to offer different QoS levels to different users and applica-

tions, locating network intelligence mainly at the edge rou-

ters, thus relieving core routers from complex tasks. When

packets arrive at the edge of a DiffServ domain, a profile

meter measures the traffic streams against the negotiated

profiles, assigns a drop precedence (DP) to packets accord-

ing to the measurement results, and stores the DP in the

DiffServ code point (DSCP) of the packets [2]. Then pack-

ets are forwarded to core routers, whose task is just to offer

the same per-hop behaviour (PHB) to all the packets

marked with the same DSCP value. Core routers do not

need to maintain per-flow state, since they discriminate

between packets exclusively on the basis of the DSCP. In

Reference [3] assured forwarding (AF) PHB was proposed

to provide individual or aggregate flows with guarantees in
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terms of throughput and burstiness, according to nego-

tiated profiles.

When congestion occurs, the DP determines the relative

importance of a packet within the AF class: a congested

DiffServ node tries to protect packets with a lower drop

precedence value from being lost by preferably discarding

packets with a higher drop precedence value. As suggested

in Reference [3], this can be achieved by employing active

queue management (AQM) mechanisms in the core routers

and configuring the dropping algorithm control parameters

independently for each DP. For this reason the random

early detection (RED) [4] AQM technique was extended

to the case of two or more DPs, resulting in RED with

in/out (RIO) [5], with its two variants RIO with coupled

average queues (RIO-C) and RIO with decoupled average

queues (RIO-DC) [6], and weighted RED (WRED) [7].

At the same time, great effort has recently been made to

calculate the end-to-end performance of TCP flows in a

DiffServ network by means of analytical approaches. In

Reference [8–10] for example, expressions for the

steady-state throughput of TCP sources in a DiffServ

environment are derived, only taking into account long-

lived TCP flows loading a bottleneck link. In Reference

[11] the model proposed in Reference [12] for a non-Diff-

Serv-compliant network is extended to a network support-

ing AF PHB with two DPs by means of a generic AQM

technique. This approach uses a fluid-flow approximation

to model traffic and queue behaviour in order to keep the

model complexity low for any buffer queue dimension or

network topology. However, in Reference [11] only a

steady-state analysis is performed, with the aim of study-

ing the stability conditions of the network; consequently

the marking process is only modelled with two parameters

that denote the fraction of fluid belonging to the two DPs.

Further, Reference [11] does not consider data-limited

TCP flows, but again only greedy sources. The use of

greedy sources is obviously an approximation that is very

often far from reality; a significant amount of Internet

connections, in fact, concern the Web environment, where

small files are transferred [13]. For this reason both slow-

start and congestion avoidance mechanisms were mod-

elled in Reference [14] in order to capture the behaviour

of more realistic scenarios. In Reference [14] several

cases are presented in which the comparison with

simulation shows the loss of accuracy when the slow-start

mechanism is not considered. A different approach is

proposed in Reference [15] where an analytical frame-

work is defined to study TCP performance based on

Markov-modulated fluid models (MMFM). However,

this framework presents scalability problems and is not

suitable for DiffServ networks due to difficulties in

extending it to cases in which routers implement AQM

techniques.

The target of this paper is to provide an accurate fluid-

flow analytical model of a DiffServ network simulta-

neously loaded by greedy and data-limited TCP flows.

We consider the case of one AF class in which two DPs

are defined, one for packets complying with the negotiated

profile (IN packets), and another for packets that do not

respect it (OUT packets). Let us note that in this scenario

best-effort traffic can easily be taken into account by treat-

ing the related packets as OUT packets, that is, non-com-

pliant packets. At the edge of the network, flows are

grouped into traffic aggregates, each independently

policed by a token bucket. In the core routers RIO-C,

RIO-DC and WRED algorithms are modelled. Unlike

most previous proposals, the model can be applied to

any complex network topology. In addition, it is able to

capture cases in which not all network routers implement

the same AQM technique, some implementing RIO-C,

others RIO-DC and others again WRED.

Comparison between model results and those obtained

using the ns-2 simulator [16] demonstrates that the pro-

posed model is able to capture not only steady-state net-

work behaviour but also transient phenomena with a

high degree of accuracy. In addition, the scalability of

the proposed analytical approach with respect to both the

number of traffic flows considered and the network topol-

ogy complexity makes it very suitable to address the issue

of network parameter optimisation. Our analytical

approach, in fact, provides results in much less time than

simulation, above all when the number of flows and/or link

capacities considered increase. Furthermore, while the use

of simulation results is very difficult because their inherent

randomness, the model results can easily be analysed in

order to find the solution to the optimisation problem.

The rest of the paper is organised as follows. In Section

2, we present the analytical model. In Section 3, we assess

our model by applying it to a network scenario and com-

paring our results with those obtained using the ns-2 simu-

lator. Section 4 shows how the proposed model can be used

to approach a DiffServ design problem, that is, optimisa-

tion of the link capacities in a DiffServ network. Finally,

we present our conclusions in Section 5.

2. MODEL AND ANALYSIS

The target of this section is to derive a fluid-flow model of

a DiffServ domain in which an AF-PHB is defined with
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two DPs for TCP traffic. We will perform an analysis of the

average behaviour of the network and sources.

We will consider both greedy sources and sources that

have to transmit a finite-size file. In the rest of the paper

we will indicate the second type of sources as data-limited

sources.

We assume that:

1. the TCP layer for each source receives data from appli-

cations all at once, so we consider data-limited sources

as always having data to transmit until the end of the

file;

2. the file size that each data-limited source has to transmit

is known a priori;

3. the instant at which each source starts to transmit is

known.

Let us note that according to these hypotheses, if

there were only drop-tail routers in the network, the

system would be completely deterministic. When, on the

other hand, DiffServ routers adopt AQM techniques to

differentiate services, stochastic behaviour is induced

in the system by the drop probability in the network

routers.

In order to capture this behaviour, the model used will

be based on the queuing system fluid-flow approach.

According to this approach, the average behaviour of the

whole system (network and sources) is derived assuming

that each AQM buffer in the network has a deterministic

behaviour equal to its average behaviour. In other words,

we will consider that, if lðtÞ is the packet arrival rate at

a generic AQM buffer, and pðtÞ is its drop probability at

the same time instant, lðtÞð1� pðtÞÞ will be the ‘actual’

rate of packets queued in the buffer, while lðtÞpðtÞ will

be the rate of lost packets.

The fluid model we derive is a set of differential equa-

tions that describes the average temporal evolution of all

the processes characterising the whole system.

The system considered in this paper comprises a set of

DiffServ-compliant nodes making up a DiffServ domain,

loaded by N TCP flows labelled as i ¼ 1; . . . ;N. Let L
be the set of router output buffers which store packets

before transmitting them on the associated unidirectional

output links. A generic link l has a transmission capacity

of Cl bytes per second, and a constant propagation delay

of dl seconds. Further, we indicate the queue length of

the generic buffer l 2 L at the time t � 0 as qlðtÞ
(expressed in bytes).

In order to make TCP modelling independent of the

AQM techniques used in the routers, we separate the

TCP behaviour model from the Diffserv network model.

More specifically, we derive the TCP source and receiver

models assuming knowledge of some quantities coming

from the network model and vice versa. The quantities

exchanged between the TCP model and the network model

are listed in Table 1. Actually, the TCP receiver model is

very simple and it is only introduced for the sake of clear-

ness, while the TCP source model and the network model

are represented by two sets of differential equations that

constitute the model of the whole system.

In the following sections, we first introduce the TCP

source and TCP receiver behaviour models (Subsections

2.1 and 2.2), and then we describe the DiffServ router net-

work model (Subsection 2.3). Finally, Subsection 2.4 dis-

cusses issues relating to the numerical solution of the model.

2.1. TCP behaviour modelling

Let WiðtÞ denote the congestion window of the flow i at

the time t � 0. In our framework we will not consider

Table 1. Quantities exchanged between TCP model and network model.

To TCP source model To TCP receiver model To network model

From TCP —Packet emission rate for
source model each source (or group of sources)

From TCP —ACK emission rate for each receiver
receiver model (or group of receivers)

Rate of loss indications from each receiver
(or group of receivers)

From network model —Queue length for —Arrival rate of packets
each buffer

—arrival rate of ACKs Packet loss rate
—Arrival rate of loss

indications
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the end-to-end flow control algorithm, assuming TCP

throughput to be bounded by the congestion control algo-

rithm only. For this reason WiðtÞ also represents the trans-

mission window of the ith TCP flow.

Furthermore, let TiðtÞ be the value of the threshold

separating the slow-start range and the congestion avoid-

ance range for the congestion window of the ith TCP flow

at the instant t.

Since we are interested in analysing not only the beha-

viour of greedy sources, but also that of sources which

have to transmit finite amounts of data, we also need to

consider the process DiðtÞ representing the number of

bytes successfully sent by the ith TCP flow from its start

to the time t.

In order to characterise our model completely, we need

to derive the mean values of the processes WiðtÞ, TiðtÞ and
DiðtÞ.

To this end, let us first calculate the expression of RiðtÞ
representing the round-trip time (RTT) for the generic

ith TCP flow. The RTT for a generic flow i is the sum

of the queuing times in all the buffers along its path

and the propagation times associated with the output

links of these buffers. Therefore, if we indicate the set

of buffers passed through by the packets belonging to

the flow i and by their corresponding ACKs as Li, we

obtain:

RiðtÞ ¼
X
l2Li

dl þ qlðtÞ
Cl

� �
i ¼ 1; 2; . . . ;N ð1Þ

We will now derive the relationship that describes the

additive-increase multiplicative-decrease (AIMD) beha-

viour of the TCP window size. We can write the variation

of the window size WiðtÞ as the sum of two contributions:

the first term, AiðtÞ, corresponds to the additive-increase

part, the second, BiðtÞ, corresponds to the multiplicative-

decrease part:

dWiðtÞ
dt

¼ AiðtÞ þ BiðtÞ i ¼ 1; 2; . . . ;N ð2Þ

First we will calculate the additive-increase term AiðtÞ.
To this end let us note that, for each ACK packet reaching a

generic TCP source, the congestion window size WiðtÞ
increases by one packet during the slow-start phase, while

it increases by 1
�
WiðtÞ packets during the congestion

avoidance phase. So, if we indicate the arrival rate of

ACKs for the flow i as lðAÞi ðtÞ (expressed in bytes/s), we

can write:

AiðtÞ

¼
S
ðPÞ
i

SðAÞ � l
ðAÞ
i ðtÞ if WiðtÞ < TiðtÞ

S
ðPÞ
i

SðAÞ �
lðAÞ
i

ðtÞ
WiðtÞ if WiðtÞ � TiðtÞ

8<
: i ¼ 1; 2; . . . ;N

ð3Þ
where S

ðPÞ
i is the size (in bytes) of the generic data packet

belonging to the flow i, while S(A) is the ACK size (in

bytes).

Derivation of the term BiðtÞ in Equation (2) depends on

the TCP version of the sources, because of the different

algorithms adopted to calculate the new congestion win-

dow value when a loss is detected. In the rest of the paper

we will refer to one of the most common TCP versions,

that is, the New-Reno TCP [17], but our derivation can

easily be extended to the other TCP versions. Because a

New-Reno TCP source behaves differently according to

whether it detects a packet loss by receiving a triple dupli-

cate ACK (TD loss) or because a timeout (TO loss)

expires, we need to distinguish between the two different

loss causes.

To this end we need to consider the rate at which a gen-

eric TCP source is notified of packet losses occurring in

the network. We assume that information about losses tra-

vels through the network with the packets sent out by the

generic TCP source along the same path. So in Subsection

2.2 we will consider the network as also being passed

through by N ghost flows, each carrying loss indications

relating to a TCP source; let us denote the rate of loss indi-

cations for the ith TCP source at the time instant t as �iðtÞ
(expressed in packets/s).

To distinguish between the losses suffered by the flow i

being detected as TD losses or TO losses we also need to

consider the number of ACKs N
ðAÞ
i ðt � �; tÞ received by

the generic TCP source during a time interval � that ends

at the time instant t. This number can be calculated as:

N
ðAÞ
i ðt � �; tÞ

¼ 1

SðAÞ

Z t

t��
lðAÞi ð�Þd� i ¼ 1; 2; . . . ;N ðt > �Þ

ð4Þ

Now, let us assume that a loss has happened (�iðtÞ > 0).

At the generic instant t, if the number of ACKs received in

the last time interval equal to the retransmission timeout

(RTO) is less than 3, that is N
ðAÞ
i ðt � RTO; tÞ < 3, losses

are detected at the instant t as TO losses, and therefore

the loss rate at the instant t � RTO, �iðt � RTOÞ, is a TO
loss rate, henceforward indicated as gðTOÞi ðtÞ. If, on the con-
trary, there exists a time interval ½t � �; t� with a duration �
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less than RTO, where the number of ACKs received is

equal to 3, that is N
ðAÞ
i ðt � �; tÞ ¼ 3, then losses are

detected as TD losses, and therefore the loss rate at the

instant t � � , �iðt � �Þ, is a TD loss rate, henceforward

indicated as gðTDÞi ðtÞ.
So, assuming that the retransmission timeout can be

approximated by 4 � RiðtÞ as in Reference [18], if we indi-

cate the rate of TO losses and TD losses detected by the

source i as gðTOi ðtÞ and gðTDÞi ðtÞ respectively, we have:

gðTOÞi ðtÞ ¼
(
�iðt � 4 � RiðtÞÞ if N

ðAÞ
i ðt � 4 � RiðtÞ; tÞ < 3

0 elsewhere

i ¼ 1; 2; . . . ;N

ð5Þ

gðTDÞi ðtÞ

¼
(
�iðt � �Þ with � : N

ðAÞ
i ðt � �; tÞ ¼ 3 if � < 4 � RiðtÞ

0 elsewhere

i ¼ 1; 2; . . . ;N

ð6Þ
A generic New-Reno TCP source halves its congestion

window when a TD loss occurs, while it sets its congestion

window to one packet size when a timeout expires. Conse-

quently, the variation of the congestion window WiðtÞ is

equal to �ðWiðtÞ=2Þ when a TD loss is detected, while it

is equal to ðSðPÞi �WiðtÞÞwhen a TO loss is detected. From

these considerations we obtain the final expression of

BiðtÞ:

BiðtÞ ¼ �WiðtÞ
2

g TDð Þ
i ðtÞ þ S

ðPÞ
i �WiðtÞ

� �
� g TOð Þ

i ðtÞ
i ¼ 1; 2; . . . ;N

ð7Þ

Now we will derive the equation that regulates the beha-

viour of the threshold TiðtÞ, separating the slow-start win-

dow range and the congestion avoidance window range.

This threshold is set to half the congestion window every

time a loss is detected; so its variation is equal to zero

when there is no loss indication, and to 1=2WiðtÞ � TiðtÞ
otherwise. Considering Equations (5) and (6) we have:

dTiðtÞ
dt

¼ WiðtÞ
2

� TiðtÞ
� �

� gðTDÞi ðtÞ þ gðTOÞi ðtÞ
� �

i ¼ 1; 2; . . . ;N

ð8Þ

Finally, we derive the relationship to calculate the num-

ber of bytes DiðtÞ, which have been successfully sent by

the source i from its start until the time t. Let us note that

when DiðtÞ is equal to the size of the file to be sent by the

source i, this source has concluded its transmission.

The variation in the number of bytes successfully sent

by the generic source i is given by the arrival rate of ACKs

at the source lðAÞi ðtÞ, that is:
dDiðtÞ
dt

¼ S
ðPÞ
i

SðAÞ
l Að Þ
i ðtÞ i ¼ 1; 2; . . . ;N ð9Þ

Up to now we have derived a set of 3 � N differential

equations that describe the average behaviour

ðWiðtÞ; TiðtÞ;DiðtÞÞ of N TCP sources (in particular using

the New-Reno version) in a generic network. It is impor-

tant to point out that we can reduce the number of equa-

tions, which describe the sources by grouping the flows

having the same average behaviour. More specifically, a

group is made up of all flows following the same path in

the network, having the same packet size and starting at

time instants belonging to an interval that is 3–4 times

shorter than their average RTT.

In this way we can divide the N flows into K groups

ðK4NÞ. A generic group k contains nk flows, where

k ¼ 1; 2; . . . ;K, with the condition n1 þ n2 þ � � � þ
nK ¼ N. Since we are also considering data-limited

sources, the N sources may not all be active at the same

time, because some of them may have concluded their

transmission, or not yet started to transmit. Let akðtÞ be

the number of active sources in the group k at the instant

t ðakðtÞ � nkÞ.
If we indicate the arrival rate of ACKs and the rate of

lost packets for the kth group of flows as  
ðAÞ
k ðtÞ and

�kðtÞ respectively, we can write:

lðAÞi ðtÞ ¼  
ðAÞ
k ðtÞ
akðtÞ i ¼ 1; 2; . . . ;N ð10Þ

�iðtÞ ¼ �kðtÞ
akðtÞ i ¼ 1; 2; . . . ;N ð11Þ

 
ðAÞ
k ðtÞ and �kðtÞ will be derived in Subsection 2.2.

For each group of flows we will consider a function fkðsÞ
that represents the number of sources in the group k that

have to transmit a file of a size less than or equal to s,

expressed in bytes. Consequently, if we indicate the num-

ber of bytes successfully sent by a generic source belong-

ing to the group k as DkðtÞ, the number of sources

belonging to group k which are active at time t is:

akðtÞ ¼ nk � fk DkðtÞð Þ k ¼ 1; 2; . . . ;K ð12Þ
Equations (2),(8) and (9) are the set of characteristic

equations of TCP sources. Given the buffer queue length
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qlðtÞ for l¼ 1,2, . . . ,L, the arrival rate of ACKs  
ðAÞ
k ðtÞ and

the arrival rate of loss indications �kðtÞ for k¼ 1,2, . . . ,K
(see Table 1), it is possible to derive the total emission rate

ThkðtÞ at the generic time instant t for each group:

ThkðtÞ ¼ akðtÞ �WkðtÞ
RkðtÞ for k ¼ 1; 2; . . . ;K ð13Þ

where WkðtÞ and RkðtÞ respectively represent the window

size and the RTT of a generic TCP source belonging to

group k.

On the other hand, the processes ThkðtÞ, for

k¼ 1,2, . . . ,K, are input variables for the network model

(see Table 1).

2.2. TCP receiver model

In our framework we assume that the generic TCP receiver

sends one ACK packet for each received packet. As we

will show, the TCP receiver model is made up of two sim-

ple relationships. Furthermore, we do not need to consider

them for each receiver, but for each group of receivers, that

is the set of receivers of packets sent by sources belonging

to the same group.

Let us indicate the total arrival rate (expressed in

bytes/s) at the generic group k of receivers as lðPÞk ðtÞ.
The emission rate of ACKs mðAÞk ðtÞ (expressed in bytes/s)

can be calculated simply considering the data packet

size S
ðPÞ
k and the ACK packet size S(A) as scaling

factors:

mðAÞk ðtÞ ¼ SðAÞ

S
ðPÞ
k

� lðPÞk ðtÞ for k ¼ 1; 2; . . . ;K ð14Þ

In a similar way, if we indicate the input packet loss rate

for the group of receivers as �
ðLOSSÞ
k ðtÞ, we can derive the

output rate of loss indications r
ðLOSSÞ
k ðtÞ as follows:

r
ðLOSSÞ
k ðtÞ ¼ SðAÞ

S
ðPÞ
k

� �ðLOSSÞk ðtÞ for k ¼ 1; 2; . . . ;K ð15Þ

The emission rate of ACKs, mðAÞk ðtÞ, and the output rate

of loss indications, r
ðLOSSÞ
k ðtÞ, are the input variables for

the network model (see Table 1).

2.3. DiffServ network modelling

As we have already said, we are considering a DiffServ

architecture in which the AF PHB is defined with two

DP values. In this paper we assume the service profile of

a given traffic aggregate to be completely defined by both

its committed average information rate (CIR) and its com-

mitted maximum burst size (CBS).1 In a general case, a

traffic aggregate can comprise both forward TCP traffic

and reverse ACK traffic. Although our modelling approach

is potentially able to capture this occurrence, for the sake

of simplicity we will consider 2�M traffic aggregates in our

framework: the traffic aggregates 1, 2, . . . , M collect

forward TCP traffic, while the traffic aggregates Mþ 1,

Mþ 2, . . . ,2�M collect the corresponding reverse ACK

traffic.

We also assume that reverse ACK traffic has the same

traffic profile as the relative forward TCP traffic, that is

the service profile assigned to the mth traffic aggregate is

the same as that assigned to the (mþM)th one.

Packets belonging to the generic traffic aggregate are

marked by a token bucket in the network access routers,

then they pass through a set of router buffers in which

multi-level RED (MRED) AQM algorithms are implemen-

ted. In Subsections 2.2.1, 2.2.2 and 2.2.3 the fluid-flow

models of token buckets, buffers and MRED algorithms

are presented.

2.3.1. Token-bucket model. At the edge routers a token

bucket for each aggregate marks packets as IN if they

are ‘in-profile’, or OUT if they are ‘out-of-profile’. As is

well known, a token bucket can be seen as a virtual buffer

of size CBS loaded at a rate of CIR tokens per second. A

token represents the right to transmit a fixed amount of

bytes, S(T). CIR will be expressed in bytes per second

and CBS in bytes. When a packet arrives at an edge router,

if the corresponding token bucket is not empty, a token is

removed and the incoming packet is marked as IN; other-

wise it is marked as OUT. Because we assume the presence

of 2�M traffic aggregates, we will have 2�M token buckets

in the network.

Let �mðtÞ be the arrival rate of the mth traffic aggregate

at the input of the mth token bucket ðm ¼ 1; 2; . . . ;MÞ.
Because �mðtÞ is the sum of the emission rates of the

sources (or receivers) belonging to the mth traffic aggre-

gate, if we indicate the set of groups of flows belonging

to the traffic aggregate m as Gm, we obtain:

�mðtÞ ¼
P

k2Gm
ThkðtÞ m ¼ 1; 2; . . .MP

k2Gm
mðAÞk ðtÞ m ¼ M þ 1;M þ 2; . . . ; 2 �M

(

ð16Þ
Let VmðtÞ be the length of the virtual buffer of the generic

token bucket m, and let CIRm and CBSm respectively be

1In this scenario CIR¼CBS¼ 0 defines the service profile of a best-effort
traffic aggregate, if any.
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the associated CIR and CBS. Furthermore, we indicate the

output rate of IN and OUT packets at the output of the

token bucket m as ’
ðINÞ
m ðtÞ and ’

ðOUTÞ
m ðtÞ respectively.

When the virtual token buffer is not empty all the packets

are marked as IN and the rate of IN packets will therefore

be equal to the rate of incoming packets; when, on the

other hand, the virtual buffer is empty, at most

CIRm=S
ðTÞ packets/s are marked as IN, while the remain-

ing packets are marked as OUT.

In other words, the rate of IN packets at the output of the

token bucket is given by:

’ðINÞ
m ðtÞ ¼

�mðtÞ if VmðtÞ > 0

min CIRm;�mðtÞð Þ if VmðtÞ ¼ 0

(
ð17Þ

The rate of OUT packets will be the difference between

the rate of incoming packets and the rate of IN packets:

’ðOUTÞ
m ðtÞ ¼ �mðtÞ � ’ðINÞ

m ðtÞ ð18Þ
Therefore, VmðtÞ can be calculated as follows:

dVmðtÞ
dt

¼ CIRm � ’ðINÞ
m ðtÞ

with the constraint VmðtÞ4CBSm

ð19Þ

2.3.2. Buffer model. The token bucket output rates of IN

and OUT packets, ’
ðINÞ
m ðtÞ and ’

ðOUTÞ
m ðtÞ respectively,

represent the input traffic for the first buffer in the set of

buffers passed through by packets belonging to the mth

traffic aggregate. Because the temporal variation of the

metrics related to IN and OUT packets can be described

by the same equations, henceforward, if not explicitly

expressed, we will substitute the IN (or the OUT) apex

with X. So when we use the (X) apex, the reader can

replace it with either (IN) or (OUT).

Before continuing with the description of the buffer

model we need to introduce some further notation:

� �
ðXÞ
l ðtÞ: total arrival rate (in bytes per second) of X

packets at a generic buffer l at time t� 0;

�  
ðXÞ
k;l ðtÞ: average arrival rate (in bytes per second) at the

buffer l of X packets, belonging to the group k at time

t� 0;

� mðXÞk;l ðtÞ: average output rate (in bytes per second) from

the buffer l of X packets, belonging to the group k at time

t� 0;

� p
ðXÞ
l ðtÞ: drop probability function applied to X packets,

at the generic buffer l 2 L at time t� 0;

� plðtÞ: drop probability function applied to a generic

packet at the generic buffer l 2 L at time t� 0;

� gk;lðtÞ: loss rate (in bytes per second) for sources belong-
ing to the group k at the output of the buffer l.

To calculate the average arrival rate  
ðXÞ
k;l ðtÞ at the buffer

l of X packets belonging to the group k, we have to con-

sider the ordered set of buffers Hk ¼ fhðkÞ1 ; h
ðkÞ
2 ; . . . ; h

ðkÞ
R ;

h
ðkÞ
Rþ1; . . . ; h

ðkÞ
S g in the path followed by data packets and

then by ACKs belonging to group k. With this notation

h
ðkÞ
R and h

ðkÞ
S represent the buffers that send their packets

to the routers to which the receivers and sources of group

k are directly connected, while h
ðkÞ
Rþ1 is the buffer to which

the receivers of group k send their ACK packets. Therefore

we have:

where d
h
ðkÞ
j�1

is the propagation time along the output link of

the buffer h
ðkÞ
j�1.

Consequently, if we indicate the set of groups of flows

passing through the buffer l as Gl, we obtain:

�
Xð Þ
l ðtÞ ¼

X
k2Gl

 
Xð Þ
k;l ðtÞ 8l 2 L ð21Þ

The equation that regulates variations in the queue

length qlðtÞ of the generic buffer l 2 L, derives from the

Lindley equation and reads:

 
ðXÞ
k;h

ðkÞ
j

ðtÞ ¼

ThkðtÞ’
ðXÞ
m ðtÞ
�mðtÞ if j ¼ 1ð8k 2 Gm; 14m4MÞ

mðAÞk ðtÞ’
ðXÞ
m ðtÞ
�mðtÞ if j ¼ Rþ 1ð8k 2 Gm;M þ 14m42 �MÞ

mðXÞ
k;h

ðkÞ
j�1

t � d
h
ðkÞ
j�1

� �
if j 6¼ 1;Rþ 1

8>>>>>>><
>>>>>>>:

k ¼ 1; 2; . . . ;K ð20Þ

dqlðtÞ
dt

¼
�Cl þ 1� plðtÞð Þ � �

INð Þ
l ðtÞ þ �

OUTð Þ
l ðtÞ

� �
if qlðtÞ > 0

�Cl þ 1� plðtÞð Þ � �
INð Þ
l ðtÞ þ �

OUTð Þ
l ðtÞ

� �h iþ
if qlðtÞ ¼ 0

8<
: 8l 2 L ð22Þ
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where ½f ðtÞ�þ is equal to f ðtÞ when it is positive, and equal

to zero otherwise.

The next relationship that we will derive is the one that

exists in the buffer l to link the arrival rate and the emission

rate of X packets belonging to the generic group k.

The total number of X packets belonging to group k that

will be served by the buffer l up to the time instant

t þ qlðtÞ=Cl is equal to the total number of X packets arriv-

ing in the buffer minus the total number of X packets lost

in the same buffer up to the instant t, that is:

Z tþqlðtÞ
Cl

0

mðXÞk;l ð�Þd� ¼
Z t

0

 
ðXÞ
k;l ð�Þd� �

Z t

0

 
ðXÞ
k;l ð�ÞpðXÞl ðvÞd� ð23Þ

Applying the derivative to both sides of Equation (23)

we obtain:

mðXÞk;l t þ qlðtÞ
Cl

� �

¼
 
ðXÞ
k;l ðtÞ � 1� p

ðXÞ
l ðtÞ

� �
FlðtÞ k ¼ 1; 2; . . . ;K; 8l 2 L

ð24Þ

where:

FlðtÞ ¼ 1þ 1

Cl

dqlðtÞ
dt

8l 2 L ð25Þ

The time argument qlðtÞ=Cl on the left-hand side of Equa-

tion (24) represents the delay introduced by the buffer. Equa-

tion (24) allows us to calculate the emission rate ofX packets

belonging to group k, by dividing the corresponding actual

arrival rate  
ðXÞ
k;l ðtÞ � ð1� p

ðXÞ
l ðtÞÞ by a factor FlðtÞ.

Let us note that, when the queue length does not change,

it follows from Equation (25) that FlðtÞ is equal to 1 and, as
expected, Equation (24) states that the emission rate, after

the delay introduced in the buffer, will be exactly equal to

the actual arrival rate. Likewise, when the queue length

increases (FlðtÞ > 1 in Equation (25)), the emission rate

after the delay qlðtÞ=Cl will be less than the actual arrival

rate, as expected given that the total actual arrival rate (by

all the groups) at the buffer l is in this case greater than its

link capacity Cl. Finally, when the queue length decreases

ðFlðtÞ > 1 in Equation (25)), from Equation (25) the emis-

sion rate is greater than the total actual arrival rate. This

was also expected because in this case the total output rate

is equal to Cl.

As further proof of the correctness of Equation (24),

substituting Equation (22) in Equations (24) and (25) for

the case in which qlðtÞ > 0, it can easily be obtained that:X
k2Fl

mðINÞk;l t þ qlðtÞ
Cl

� �
þ
X
k2Fl

mðOUTÞk;l t þ qlðtÞ
Cl

� �
¼ Cl 8l 2 L

ð26Þ
The above equation states that the total output rate of the

generic buffer l is always equal to its service capacity

when the buffer is not empty.

Note that if no packets enter the buffer at the time

instant t,  
ðXÞ
k;l ðtÞ ¼ 0 and dqlðtÞ=dt ¼ �Cl. In this case,

although Equation (24) is an indeterminate form 0/0, it

can easily be argued that mðXÞk;l ðt þ qlðtÞ=ClÞ ¼ 0.

Through Equation (24) we can immediately derive

the arrival rate of ACKs at the sources belonging to

group k,  
ðAÞ
k ðtÞ, and the total packet arrival rate at the recei-

vers belonging to the same group, lðPÞk ðtÞ. In fact, we have:

 
Að Þ
k ðtÞ ¼ m INð Þ

k;h
ðkÞ
S

t � d
h
ðkÞ
S

� �
þ m OUTð Þ

k;h
ðkÞ
S

t � d
h
ðkÞ
S

� �
k ¼ 1; 2; . . . ;K

ð27Þ

l Pð Þ
k ðtÞ ¼ m INð Þ

k;h
ðkÞ
R

t � d
h
ðkÞ
R

� �
þ m OUTð Þ

k;h
ðkÞ
R

t � d
h
ðkÞ
R

� �
k ¼ 1; 2; . . . ;K

ð28Þ

where d
h
ðkÞ
S

ðd
h
ðkÞ
R

Þ is the propagation delay relating to the

output link of the buffer h
ðkÞ
S ðhðkÞR Þ from which the sources

(receivers) belonging to group k receive their ACK (data)

packets.

These two quantities are provided to both the TCP

source model and the TCP receiver model (see Table 1).

Now we will derive the rate gk;lðtÞ of packet losses suf-
fered by the group of flows k at the output of the generic

buffer l. We assume that the packet loss rate at the output

of the buffer l at the time instant t þ qlðtÞ=Cl is equal to the

packet loss rate at the input of the same buffer at the time

instant t, that is:

g
k;h

ðkÞ
j

 
t þ

q
h
ðkÞ
j

ðtÞ
C
h
ðkÞ
j

!

¼
 

INð Þ
k;h

ðkÞ
j

ðtÞ � Zp INð Þ
l ðtÞ þ  

OUTð Þ
k;h

ðkÞ
j

ðtÞ � p OUTð Þ
l ðtÞ if j ¼ 1 and j ¼ Rþ 1

g
k;h

ðkÞ
j�1

t � d
h
ðkÞ
j�1

� �
þ  

INð Þ
k;h

ðkÞ
j

ðtÞ � p INð Þ
l ðtÞ þ  

OUTð Þ
k;h

ðkÞ
j

ðtÞ � p OUTð Þ
l ðtÞ if j > 1

8>><
>>: k ¼ 1; 2; . . . ;K

ð29Þ
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Consequently, the rate of packet losses �kðtÞ (in pack-

ets/s) for the kth group of flows introduced in Subsection

2.1 will be:

�kðtÞ ¼ 1

SðAÞ
� g

k;h
ðkÞ
S

t � d
h
ðkÞ
S

� �
k ¼ 1; 2; . . .K ð30Þ

while the input packet loss rate (in bytes/s) for the receiver

group k, �
ðLOSSÞ
k ðtÞ is:

�
ðLOSSÞ
k ðtÞ ¼ g

k;h
ðkÞ
R

t � d
h
ðkÞ
R

� �
k ¼ 1; 2; . . .K ð31Þ

The last relationship that we need to derive concerns plðtÞ,
representing the drop probability in the generic buffer l at

time t � 0. Applying the theorem of total probability, we

can calculate plðtÞ as follows:

plðtÞ ¼ p
ðINÞ
l ðtÞ � �

ðINÞ
l ðtÞ

�
ðINÞ
l ðtÞ þ �

OUTð Þ
l ðtÞ

þ p
OUTð Þ
l ðtÞ � �

OUTð Þ
l ðtÞ

�
INð Þ
l ðtÞ þ �

OUTð Þ
l ðtÞ

ð32Þ

2.3.3. MRED algorithms

The way to calculate the drop probability functions p
ðINÞ
l ðtÞ

and p
ðOUTÞ
l ðtÞ depends on the buffer management techni-

que adopted in the routers. As an application, we will pre-

sent the expressions of p
ðINÞ
l ðtÞ and p

ðOUTÞ
l ðtÞ for three

different AQM mechanisms that provide service differen-

tiation, that is RIO-C, RIO-DC and WRED. These

mechanisms are often globally denoted as MRED algo-

rithms because all of them are based on the same AQM

algorithm, that is RED [4], and apply multiple sets of

RED parameters to packets having different priority levels,

such as IN and OUT packets. However, different MRED

algorithms calculate dropping probabilities using different

measurement variables. First let us recall the relationship

that describes the time variation of the average queue

length mðtÞ estimated by RED [12, 14]:

where al represents the weight in the EWMA filter used to

estimate the average queue length.

Let mðINÞðtÞ be the estimated average length of the IN

packet virtual queue, that is the virtual queue collecting

the ordered sequence of IN packets queued in the buffer,

denoted as q
ðINÞ
l ðtÞ.

The relationship for the calculus of m
ðINÞ
l ðtÞ can be directly

derived from Equation (33):

where the length of the IN packet virtual queue can be

derived by the following equation:

dq
ðINÞ
l ðtÞ
dt

¼

� q
ðINÞ
l

ðtÞ
qlðtÞ Cl þ 1� p

ðINÞ
l ðtÞ

� �
� � INð Þ

l ðtÞ if qlðtÞ > 0

1� p
ðINÞ
l ðtÞ

� �
� � INð Þ

l ðtÞ if qlðtÞ ¼ 0

8><
>: 8l 2 L

ð35Þ

Moreover, let m
ðOUTÞ
l ðtÞ be the average estimated length

of the OUT packet virtual queue; it can easily be calcu-

lated as:

m
ðOUTÞ
l ðtÞ ¼ mlðtÞ � m

ðINÞ
l ðtÞ 8l 2 L ð36Þ

All MRED algorithms use two different RED discarding

functions, p
ðINÞ
l ðtÞ for IN packets and p

ðOUTÞ
l ðtÞ for OUT

packets respectively. If we assume the buffer size to be cor-

rectly designed, that is the AQM discarding function works

in such a way that any overflow is prevented, the drop

dmlðtÞ
dt

¼ 1

SðPÞ
lnð1� alÞ � mlðtÞ � qlðtÞð Þ � �

INð Þ
l ðtÞ þ �

OUTð Þ
l ðtÞ

� �
if qlðtÞ > 0

lnð1� alÞ � Cl � mlðtÞ if qlðtÞ ¼ 0

(
8l 2 L ð33Þ

dm
ðINÞ
l ðtÞ
dt

¼ 1

SðPÞ
lnð1� alÞ � m

ðINÞ
l ðtÞ � q

ðINÞ
l ðtÞ

� �
� � INð Þ

l ðtÞ if q
ðINÞ
l ðtÞ > 0

lnð1� alÞ � Cl � mðINÞ
l ðtÞ if q

ðINÞ
l ðtÞ ¼ 0

(
8l 2 L ð34Þ
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probability functions p
ðINÞ
l ðtÞ and p

ðOUTÞ
l ðtÞ can be derived

as:

p
ðINÞ
l ðtÞ ¼

0 if M
ðINÞ
l ðtÞ < t

ðINÞ
minl

M
ðINÞ
l ðtÞ � t

ðINÞ
minl

t
ðINÞ
maxl � t

ðINÞ
minl

pðINÞmaxl
if t

ðINÞ
minl

4M
ðINÞ
l ðtÞ4t

ðINÞ
maxl

1 if M
ðINÞ
l ðtÞ > t

ðINÞ
maxl

8>>>><
>>>>:

ð37Þ

p
ðOUTÞ
l ðtÞ

¼

0 if M
ðOUTÞ
l ðtÞ < t

ðOUTÞ
minl

M
ðOUTÞ
l ðtÞ � t

ðOUTÞ
minl

t
ðOUTÞ
maxl � t

ðOUTÞ
minl

pðOUTÞmaxl
if t

ðOUTÞ
minl

4M
ðOUTÞ
l ðtÞ4t

ðOUTÞ
maxl

1 if M
ðOUTÞ
l ðtÞ > t

ðOUTÞ
maxl

8>>>>><
>>>>>:

ð38Þ
where t

ðINÞ
min , t

ðINÞ
max , p

ðINÞ
max , t

ðOUTÞ
min , t

ðOUTÞ
max , p

ðOUTÞ
max are the MRED

parameters, andM
ðINÞ
l ðtÞ,MðOUTÞ

l ðtÞ are the estimated aver-

age lengths considered by the buffer l in order to derive

p
ðINÞ
l ðtÞ and p

ðOUTÞ
l ðtÞ respectively. They depend on which

MRED algorithm is adopted (RIO-C, RIO-DC or WRED).

RIO-C stands for RED with in/out and coupled average

queues, and represents the traditional RIO algorithm. In

the RIO-C algorithm, the discarding function relating to

IN packets is based on the estimated average length

mðINÞðtÞ of the IN packet virtual queue, while that relating

to OUT packets is based on the estimated average length,

mðtÞ, of the whole buffer queue.

RIO-DC stands for RED with in/out and decoupled

average queues. In the case of RIO-DC, the discarding

function relating to IN packets is based on the estimated

average length, mðINÞðtÞ, of the IN packet virtual queue,

while that relating to OUT packets is based on the esti-

mated average length,mðOUTÞðtÞ, of the OUT packet virtual

queue, that is the ordered sequence of OUT packets

queued in the buffer.

WRED stands for weighted-RED. In this MRED algo-

rithm both the discarding functions relating to IN and

OUT packets are based on the estimated average length,

mðtÞ, of the whole buffer queue.

Therefore, depending on theMREDalgorithm adopted by

the buffer l,M
ðINÞ
l ðtÞ andMðOUTÞ

l ðtÞwill be set as follows:

M
ðINÞ
l ðtÞ ¼

m
ðINÞ
l ðtÞ for RIO� C

m
ðINÞ
l ðtÞ for RIO� DC

mlðtÞ for WRED

8><
>: ð39Þ

M
ðOUTÞ
l ðtÞ ¼

mlðtÞ for RIO� C

m
ðOUTÞ
l ðtÞ for RIO� DC

mlðtÞ for WRED

8<
: ð40Þ

2.4. Numerical solution of the model

The tool developed to solve the system of differential

equations making up the model is based on the finite dif-

ferences method. Specifically, we consider a first-order

approximation of the temporal derivative:

df ðtÞ
dt

¼ f ðt þ hÞ � f ðtÞ
h

ð41Þ

It is called the forward difference because it calculates

the derivative in the positive (forward) direction. Equation

(41) allows us to calculate the value of f(tþ h) when the

value of f(t) is known. So, starting from the initial condi-

tions it is possible to iteratively determine the sampled

temporal evolution of f(t). The sampling period is h: the

smaller h is, the higher the level of accuracy. On the other

hand, excessively low values of h determine unacceptable

processing times.

The correct choice of h in our framework has to be made

by taking into account the link capacity values in the sce-

nario addressed. In fact, if we set h equal to the inverse of

the link capacity expressed in packets/s, we obtain a sam-

ple for each transmitted packet; therefore the accuracy is

similar to that achieved in per-packet simulation. Actually

we found that choosing values of h slightly greater than the

inverse of the maximum link capacity in the network does

not produce any significant variations in the shape of the

model solution. This means that the inverse of the maxi-

mum link capacity can be considered as a lower threshold

for h.

The upper threshold for h is represented, instead, by the

minimum propagation delay. In fact, if h is greater than the

propagation delay, the model solution is not able to repre-

sent the propagation effects on the network variables.

From a large number of tests we deduced that the for-

ward difference used to solve the proposed model consti-

tutes the best trade-off between accuracy and

computational complexity.

3. MODEL ASSESSMENT

In order to demonstrate the accuracy of the proposed

model, in this section we compare the results with those

obtained by the ns-2 simulator. We consider a network

consisting of six MRED routers named A, B, C, D, E
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and F, with one or more LANs directly attached to each of

them. The network topology is shown in Figure 1.

We study three scenarios which differ from each other

according to the MREDmechanism adopted in the routers.

For the sake of simplicity in this section we assume that in

each scenario all the routers adopt the same MRED

mechanism for all the queues located on their output links.

We will refer to Scenario 1, Scenario 2 and Scenario 3

when all the routers implement the RIO-C, RIO-DC and

WRED techniques in their buffers respectively. The other

configuration parameters for each MRED router are shown

in Table 2.

Let us assume that the network is loaded by six traffic

aggregates, each following the paths listed in the second

column in Table 3. The third and fourth columns in the

table give the traffic profile used for each traffic aggregate,

expressed in terms of CIR and CBS parameters.

Moreover, let us assume each traffic aggregate to be

made up of two groups of flows: one generated by greedy

TCP sources and the other by data-limited TCP sources.

We assume that data-limited sources belonging to the same

traffic aggregate start to transmit files of the same size at

approximately the same instant, even though this is not a

restrictive hypothesis. Table 4 gives detailed information

about all the groups of flows.

The network analysis was carried out assuming that all

the links had the same capacity, ranging between 10 and

150Mb/s. We consider 1000-byte fixed-size packets. The

results provided by the proposed model are shown in

Figures 2, 3 and 4, where they are compared with those

obtained by the ns-2 simulator. All the simulation results

were obtained from the average of 30 simulation runs. In

the worst case, we had a 5% accuracy with a 95% confi-

dence interval.

The average queue lengths shown in Figure 2 only refer

to the two bottleneck buffers in the network; the results

obtained by using both ns-2 and our model show, in fact,

that the remaining buffers are practically empty through-

out the observation period. As can be seen in Figure 2,

our model captures the average queue length of both buf-

fers quite well, whatever scenario we address.

Moreover, Figure 2 shows that when the output link

capacity is lower than � ¼ �iCIRi, which is the summa-

tion of the CIR parameters assigned to the traffic aggre-

gates flowing through the router, all the M-RED

mechanisms determine approximately the same average

queue length in the router buffers; on the other hand, when

the link capacity increases over the threshold �, RIO-DC
routers (Scenario 2) present higher average queue lengths

than RIO-C and WRED routers. When the output link

capacity is lower than �, in fact, the average throughput

Table 2. MRED router configurations.

Router t
ðINÞ
min t

ðINÞ
max p

ðINÞ
max t

ðOUTÞ
min t

ðOUTÞ
max p

ðOUTÞ
max a

A–B–C–D–E–F 100 150 0.1 50 100 0.5 0.0001

Figure 1. Network topology.
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of TCP traffic aggregates is low due to the congestion con-

trol algorithm; consequently, the token buckets in the edge

routers mark almost all the packets as IN packets. So, the

M-RED routers provide the same performance as their

parameters are the same in all the scenarios addressed.

Of course, good network parameter dimensioning

requires the capacity of each link to be greater than the

sum of the CIR of the traffic aggregates passing through

the link. The above considerations highlight that none of

the M-RED mechanisms is able to recover a wrong net-

work dimensioning of link capacities.

When, on the contrary, the link capacity is higher than

�, the average throughput of TCP traffic aggregates is

higher than the assigned CIR, and there are a large number

of OUT packets in the network. As the OUT packet dis-

carding probability in RIO-DC routers is driven by the

estimated average queue length of OUT packets only, the

RIO-DC router discarding probability is lower than that of

RIO-C and WRED where, in both cases, the discarding

probability is driven by the estimated average queue length

of all the packets. Consequently, the average queue length

in RIO-DC routers will be higher than in RIO-C and

WRED routers. Moreover, as expected, in all the scenarios

addressed the average queue length tends to become con-

stant close to the value ðtðOUTÞmax þ t
ðOUTÞ
min Þ=2 when the link

capacity increases. Therefore, there are no more improve-

ments in the average RTT by increasing the link capacity:

only the throughput assigned to the sources increases.

Figure 3 compares the average throughput for two traffic

aggregates obtained by ns-simulation and by applying the

proposed model. Figure 4 compares the average loss ratio

suffered by a generic TCP source belonging to the above

traffic aggregates. Both figures demonstrate the accuracy

of our fluid model in predicting the average throughput

and loss probability of TCP sources in the network. For

the sake of conciseness we have not presented the results

for the other traffic aggregates, but we found a good match

like that achieved in Figures 3 and 4.

The fluid-flow model proposed in this paper is also able

to capture the average transient behaviour of the network.

As a demonstration, in Figure 5 we have plotted the aver-

age queue length value of the two bottleneck routers dur-

ing a time interval of 100 s. All the routers in the network

adopt the WRED mechanism. The link capacity (10Mbps)

was chosen suitably low in such a way as to facilitate

comparison with ns-2 simulation results in the plot. The

Table 4. Information about groups of flows.

Index of group (k) Number of flows Traffic aggregate File size [packets] Starting time [s]

1 100 A1 greedy 0
2 40 A1 50 20
3 100 A2 greedy 0
4 40 A2 30 60
5 50 A3 greedy 0
6 20 A3 100 70
7 100 A4 greedy 0
8 20 A4 50 50
9 50 A5 greedy 0
10 40 A5 1000 40
11 50 A6 greedy 0
12 20 A6 500 30

Table 3. Description of traffic aggregates.

Traffic aggregate Path followed Committed information Committed burst
identifier (source–routers–destination) rate (CIR) [packets/s] size (CBS) [packets]

A1 L1 � A� B� C � L3 2000 150
A2 L1 � A� D� F � L7 2000 150
A3 L2 � B� C � L3 1000 100
A4 L6 � E � D� B� C � L4 2000 150
A5 L6 � E � D� F � L7 1000 100
A6 L7 � F � B� C � L5 1000 100
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Figure 2. Average queue length: comparison between simulation and proposed model. (a) Average queue length of the router B output
buffer towards router C—Scenario 1; (b) average queue length of the router D output buffer towards router F—Scenario 1; (c) average
queue length of the router B output buffer towards router C—Scenario 2; (d) average queue length of the router D output buffer
towards router F—Scenario 2; (e) average queue length of the router B output buffer towards router C—Scenario 3; (f) average queue
length of the router D output buffer towards router F—Scenario 3.
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averaging interval for the simulation results is equal to the

sampling period h¼ 0.001.

The average queue length obtained by the fluid model

fits the average queue length calculated using the ns-2

simulator quite well in both cases. In particular, the model

is able to capture the queue length variations due to activa-

tion or deactivation of data-limited TCP sources. For the

sake of conciseness we do not show the temporal variation

in the average queue length for RIO routers; however,

they confirmed the same capacity to capture transient phe-

nomena.

4. A CASE STUDY

As an application of the proposed model, in this section we

will address the problem of link capacity dimensioning in

a DiffServ domain. We consider a network with the topol-

ogy presented in Figure 1, and assume that in this domain

an AF-PHB (with two DPs) is defined for TCP traffic. Let

us note that even when several PHBs exist in the network

this is not a restrictive hypothesis because in a DiffServ

environment routers usually implement scheduling techni-

ques that assign each PHB a fixed quantity of bandwidth.

In the above scenario, we are interested in calculating, for

each router, the minimum bandwidth that the schedulers

have to assign the AF-PHB relating to TCP traffic such that

the QoS requirements are satisfied.

Since the TCP protocol is reliable in packet delivery, we

only consider one performance parameter to differentiate

the QoS provided by the network, that is, the actual band-

width available for it. For this reason, for the AF-PHB that

we are considering, the QoS requirements will only be

expressed in terms of goodput, that is in terms of through-

put without considering the packet loss rate.

We assume that the traffic load of the network is the

same as that considered in Section 3. For the reader’s con-

venience in Table 5 we reorganise the traffic load informa-

tion listed in Tables 3 and 4, adding the goodput that we

assume to be required by each traffic aggregate in the last

column.

Before dimensioning the link capacities we have to

choose the token bucket configuration parameters CIR

and CBS, with the aim of marking the packets for each

aggregate correctly. For each token bucket, the CIR value

is obviously equal to the goodput required by the traffic

aggregate passing through it. The CBS value, on the other

hand, represents the maximum permitted burst size; so for

packets to be marked correctly CBS has to be greater than

the maximum burst size that an aggregate conforming to

its traffic profile could generate. It can easily be argued that

this maximum burst size occurs when both the average rate

of packets belonging to a traffic aggregate is CIR during an

RTT, and the corresponding ACK packets arrive almost at

the same time. In this case, in fact, the TCP congestion

control algorithm will allow a burst of CIR�RTT in-profile
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Figure 3. Average throughput: comparison between simulation and proposed model. (a) Average throughput for traffic aggregate
A1—Scenario 1; (b) average throughput for traffic aggregate A5—Scenario 1.
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packets to be generated. Let us note that the larger the size

of the router buffers (that is the higher the RTT), the lower

the probability of the simultaneous arrival of all the ACKs

related to ‘in flight’ packets. For this reason, we will assu-

me the CBS in each token bucket to be CBS ¼ CIR�
RTT � CIR � 4dpath where dpath is the propagation delay

along the path from the source to the receiver. We will

see at the end of this section that the RTT estimation used

in the above formula is coherent with the RTT value pro-

vided by the designed network, that is, RTT < 4dpath.

Table 6 lists the set of token bucket parameters that we

consider in the network.

In order to solve the problem of link capacity dimen-

sioning we will initially assume that all the routers in the

DiffServ network adopt the WRED mechanism. Unlike

RIO techniques, in fact, the WRED mechanism has

already been adopted in several systems (for example the

Cisco 10 000 series). Then, as a second step, we will try to
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Figure 4. Average loss ratio: comparison between simulation and proposed model. (a) Average loss ratio for a greedy source belonging
to the traffic aggregate A1—Scenario 1; (b) average loss ratio for a data-limited source belonging to the traffic aggregate A1—Scenario
1; (c) average loss ratio for a greedy source belonging to the traffic aggregate A5—Scenario 1; (d) average loss ratio for a data-limited
source belonging to the traffic aggregate A5—Scenario 1.
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further minimise network capacities by substituting some

WRED routers with RIO ones. In any case, the parameters

listed in Table 2 are used.

In order to calculate the lowest-cost network configura-

tion, that is, the minimum bandwidth to be assigned to the

output link of each buffer to provide traffic aggregates with

the required QoS, we first consider a configuration in

which each buffer in the network routers has a service rate

exactly equal to the sum of the goodputs required by the

traffic aggregates passing through it (configuration CF1
in Table 7). We will refer to this configuration as ‘exactly

provisioned configuration’. It is evident that because of the

Figure 5. Average queue length temporal behaviour: comparison between simulation and proposed model. (a) Temporal behaviour of
the average queue length of the router B output buffer towards router C; (b) temporal behaviour of the average queue length of the
router D output buffer towards router F.
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AIMD behaviour of the TCP protocol, the ‘exactly-provi-

sioned configuration’ will not satisfy the QoS require-

ments. In fact, it only guarantees the required goodputs

when there are no OUT packets in the network. For this

reason, we will use CF1 as the threshold configuration.

Starting from CF1, we increase the capacity of the links

providing traffic aggregates with a lower QoS than the

required one, and decrease the capacity of links providing

traffic aggregates with a higher QoS. Of course the capa-

city of each link has to be greater than the corresponding

one in the exactly-provisioned configuration.

Table 7 presents the results obtained, highlighting the

unacceptable goodput values (grey cells) for each config-

uration considered. For the sake of simplicity, we assume

that a granularity of 1Mb/s is permitted in setting the link

capacities.

In Table 7 CF8 is the minimum-cost configuration when

the WRED mechanism is used in all the routers because it

is the configuration requiring the lowest total link capacity

(165Mb/s) among all the configurations satisfying the

QoS requirements. Moreover, we observe that in CF8 only

three links have their minimum value (links A!D, D!B

and E!D), while the link B!C requires the higher

capacity (51Mb/s). Let us note that this is the most heavily

loaded bottleneck link, as discussed in Section 3. Let us

now try to further minimise the other network capacities

by substituting some WRED routers with RIO ones. What

we expect now is that, in the same conditions, the RIO-C

algorithm will perform better thanWRED. In fact the RIO-

C algorithm protects IN packets more than WRED because

RIO-C calculates the IN packet drop probability according

to the estimated average queue of the IN packets only;

WRED, on the other hand, calculates the IN packet drop

probability according to the estimated average queue of

all the packets. On the contrary, we expect RIO-DC to per-

form worse than WRED; RIO-DC, in fact, calculates the

OUT packet drop probability according to the estimated

average queue of the OUT packets only, whereas WRED

calculates the OUT packet drop probability according to

the estimated average queue of all the packets, thus provid-

ing a more constraining control on OUT packets than RIO

DC.

The above considerations are confirmed in Tables 8 and

9, which summarise the results provided by analysis of two

scenarios in which the WRED buffer in the most heavily

loaded bottleneck link (B!C) is replaced by a RIO-C

and a RIO-DC buffer respectively. In both cases the para-

meters shown in Table 2 were used.

More specifically, Table 8 shows that RIO-C provides

the required QoS by assigning a lower total bandwidth

than CF8 (163Mb/s with the configuration CF15);

Table 9, on the contrary, shows that the RIO-DC results

are completely unacceptable when the same bandwidth

assignment as CF8 is considered. In order to reduce as

Table 5. Information about traffic load.

Traffic Path followed Number of File size Starting Goodput
aggregate (source–routers–destination) flows [packets] time [s] required [Mb/s]

A1 L1 � A� B� C � L3 100 Greedy 0 16
40 50 20

A2 L1 � A� D� F � L7 100 Greedy 0 16
40 30 60

A3 L2 � B� C � L3 50 Greedy 0 8
20 100 70

A4 L6 � E � D� B� C � L4 100 Greedy 0 16
20 50 50

A5 L6 � E � D� F � L7 50 Greedy 0 8
40 1000 40

A6 L7 � F � B� C � L5 50 Greedy 0 8
20 500 30

Table 6. Token bucket setting.

Traffic aggregate identifier CIR [Mb/s] CBS [packets]

A1 16 150
A2 16 150
A3 8 100
A4 16 150
A5 8 100
A6 8 100
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Table 7. Goodputs achieved by traffic aggregates with different configurations in the presence of WRED routers only.

Config. Link capacities Achieved goodputs

A!B A!D B!C D!B D!F E!D F!B TOTAL A1 A2 A3 A4 A5 A6

[WRED] [WRED] [WRED] [WRED] [WRED] [WRED] [WRED]

CF1 16 16 48 16 24 24 8 152 15.77 15.98 8.55 15.79 8.01 7.87
CF2 17 17 49 17 25 25 9 159 15.85 16.65 9.22 15.75 8.34 7.97
CF3 18 17 50 18 26 25 10 164 15.98 16.46 9.37 15.84 8.53 8.16
CF4 19 17 51 19 27 25 10 168 16.18 16.34 9.62 16.02 8.63 8.24
CF5 19 17 51 18 27 25 10 167 16.16 16.30 9.59 16.01 8.65 8.21
CF6 19 17 51 17 27 25 10 166 16.20 16.24 9.78 16.01 8.71 8.20
CF7 19 17 51 17 27 25 9 165 16.30 16.29 10.01 15.99 8.67 8.15
CF8 18 17 51 17 27 25 10 165 16.02 16.24 9.94 16.01 8.72 8.20
CF9 18 17 51 17 27 25 9 164 16.07 16.28 10.14 15.98 8.66 8.14
CF10 17 17 51 17 27 25 10 164 15.96 16.25 10.18 16.00 8.71 8.24
CF11 18 17 50 17 27 25 10 164 15.95 16.23 9.39 15.91 8.71 8.13
CF12 18 17 51 17 26 25 10 164 16.01 16.44 9.90 15.91 8.54 8.23

Table 8. Goodputs achieved by traffic aggregates with different configurations in the presence of WRED and RIO-C routers.

Config. Link capacities Goodputs achieved

A!B A!D B!C D!B D! F E!D F!B TOTAL A1 A2 A3 A4 A5 A6

[WRED] [WRED] [RIO-C] [WRED] [WRED] [WRED] [WRED]

CF13 18 17 51 17 27 25 10 165 16.10 16.26 9.87 16.07 8.68 8.22
CF14 18 17 51 17 27 25 9 164 16.14 16.30 10.06 16.03 8.66 8.16
CF15 17 17 51 17 27 25 9 163 16.02 16.30 10.16 16.02 8.66 8.10
CF16 17 17 51 17 26 25 9 162 16.06 16.46 10.30 15.99 8.52 8.17
CF17 17 17 50 17 27 25 9 162 15.94 16.27 9.62 15.92 8.66 8.05

Table 9. Goodputs achieved by traffic aggregates with different configurations in the presence of WRED and RIO-DC routers.

Config. Link capacities Goodputs achieved

A!B A!D B!C D!B D! F E!D F!B TOTAL A1 A2 A3 A4 A5 A6

[WRED] [WRED] [RIO-DC] [WRED] [WRED] [WRED] [WRED]

CF18 18 17 51 17 27 25 10 165 12.88 16.11 17.02 11.55 8.84 7.27

Table 10. Goodputs achieved by traffic aggregates with different configurations in the presence of WRED and 2 RIO-C routers.

Config. Link capacities Goodputs achieved

A!B A!D B!C D!B D! F E!D F!B TOTAL A1 A2 A3 A4 A5 A6

[WRED] [WRED] [RIO-C] [WRED] [WRED] [RIO-C] [WRED]

CF19 17 17 51 17 27 25 9 163 16 16.30 10.16 16.04 8.64 8.13
CF20 17 17 51 17 26 25 9 162 16.03 16.45 10.24 16.06 8.56 8.10
CF21 17 17 50 17 26 25 9 161 15.94 16.43 9.64 15.95 8.54 8.06
CF22 17 17 51 17 25 25 9 161 16.08 16.66 10.38 15.99 8.34 8.18
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much as possible the bandwidth that the routers have to

assign to traffic belonging to the AF-PHB being consid-

ered, we studied both a scenario in which the second bot-

tleneck link (D! F) also adopts the RIO-C algorithm

(Table 10) and one in which all the routers are RIO-C rou-

ters (Table 11). The results obtained demonstrate that the

use of two RIO-C buffers allows us to further reduce the

total amount of bandwidth required using configuration

CF20, while the use of RIO-C routers in all the network

does not produce any further improvements.

Finally, let us note that the assumption we made about

the RTT estimation in the computation of CBS, that is,

RTT � 4dpath, is confirmed. In CF20, in fact, the link capa-

cities of the two bottleneck links (B!C and D! F) cor-

respond to average queue length of about 100 packets (see

Figure 2a,b respectively). Since we considered a packet

size of 1000 bytes, the queuing delay is approximately

16ms in the router B output buffer towards router C and

32ms in the router D output buffer towards router F. On

the other hand, the propagation delay dpath from a generic

sender to the corresponding receiver in the network is in

the range [10, 20]ms, consequently the relationship

RTT < 4dpath is always true in the scenario addressed.

5. CONCLUSIONS

In this paper we have defined an accurate fluid model of a

DiffServ network supporting TCP sources which are not

necessarily greedy, also taking the slow-start phase into

consideration. Network nodes adopt WRED or RIO

AQM mechanisms to guarantee service differentiation.

We have compared the results given by the model with

those obtained via simulation, obtaining a good match

for both transient and steady-state network behaviour.

The main characteristic of the proposed analytical

approach is its scalability with respect to both the number

of traffic flows considered and the complexity of the net-

work topology. For this reason the tool developed to solve

the system of differential equations making up the model

gives the average values of network and source variables in

a much shorter time than simulation. In addition the model

results can easily be analysed because they do not present

the randomness of the simulation results. These properties

make our modelling approach suitable to address the issue

of network parameter optimisation. As a case study, the

design of link capacity versus the AQM technique used

in the network by means of an iterative optimisation

algorithm has been discussed.

REFERENCES

1. Blake S, Black D, Carlson M, Davies E, Wang Z, Weiss W. An
architecture for differentiated services. RFC 2475, December
1998.

2. Nichols K, Blake S, Baker F, Black D. Definition of the differen-
tiated services field (DS field) in the IPv4 and IPv6 headers. RFC
2474, December 1998.

3. Heinanen J, Baker F, Weiss W, Wrocklawski J. Assured Forwarding
PHB Group. RFC 2597, June 1999.

4. Floyd S, Jacobson V. Random early detection gateways for
congestion avoidance. IEEE/ACM Transactions on Networking
1993; 1(4):397–413.

5. Clark DD, Fang W. Explicit allocation of best effort packet delivery
service. IEEE/ACM Transactions on Networking 1998; 6(4):362–373.

6. Seddigh N, Nandy B, Pieda P, Hadi Salim J, Chapman A. An experi-
mental study of Assured services in a DiffServ IP QoS Network.
Proceedings of SPIE symposium, GLOBECOM’99, Rio De Janeiro,
December 99.

7. http://www.cisco.com/univercd/cc/td/doc/product/software/ios120/
12cgcr/qos_c/qcpart3/qcwred.htm

8. Abouzeid A, Roy S. Modeling random early detection in a differen-
tiated services network. Computer Networks (Elsevier) 2002;
40(4):537–556.

9. Malouch N, Liu Z. On steady state analysis of TCP in networks with
Differentiated Services. Proceedings of Seventeenth International
Teletraffic Congress, ITC’17, December 2001.

10. Yeom I, Reddy A. Modeling TCP behavior in a differentiated-ser-
vices network. IEEE/ACM Transactions on Networking 2001;
9(1):31–46.

11. Chait Y, Hollot C, Misra V, Towsley D, Zhang H. Providing through-
put differentiation for TCP flows using adaptive two color marking
and multi-level AQM. IEEE INFOCOM 2002, New York, NY, June
2002; 23–27.

12. Misra V, Gong W, Towsley D. Fluid-based analysis of a network of
AQM routers supporting TCP flows with an application to RED.
SIGCOMM’00, August 2000.

Table 11. Goodputs achieved by traffic aggregates with different configurations in the presence of RIO-C routers only.

Config. Link capacities Goodputs achieved

A!B A!D B!C D!B D!F E!D F!B TOTAL A1 A2 A3 A4 A5 A6

[RIO-C] [RIO-C] [RIO-C] [RIO-C] [RIO-C] [RIO-C] [RIO-C]

CF23 17 17 51 17 25 25 9 161 16.08 16.65 10.4 15.99 8.34 8.16
CF24 17 17 50 17 26 25 9 161 15.98 16.44 9.66 15.96 8.54 8.07

FLUID FLOWANALYSIS OF TCP FLOWS 523

Copyright # 2006 AEIT Euro. Trans. Telecomms. 2006; 17:505–524



13. Guo L, Matta I. The War Between Mice and Elephants. ICNP 2001:
Riverside, CA, November 2001.

14. Barbera M, Lombardo A, Schembra G. A fluid-based model of time-
limited TCP flows. Computer Networks (Elsevier) 2004; 44(3):275–
288.

15. van Foreest N, Mandjes M, Scheinhardt WRW. Analysis of a feed-
back fluid model for heterogeneous TCP sources. Stochastic Models
2003; 19:299–324.

16. The network simulator—ns-2. LBL, URL: http://www.isi.edu/
nsnam/ns/

17. Floyd S, Henderson T. The NewReno modification to TCP’s fast
recovery algorithm. RFC 2582 (April 1999).

18. Floyd S, Handley M, Padhye J, Widmer J. Equation Based Conges-
tion Control for Unicast Applications. SIGCOMM 2000, August
2000.

AUTHORS’ BIOGRAPHIES

Mario Barbera received the degree in electrical engineering from the University of Catania, Italy, in 2001. His final thesis was on
fluid-flow analytical models of AQM networks and TCP sources. He received the Ph.D. degree in computer science and telecommu-
nications engineering with a dissertation on modeling and design of next generation IP networks through Fluid-Flow approach in 2004.
He is currently a Post-Doc student at the University of Catania.

Alfio Lombardo received his degree in electrical engineering from the University of Catania, Italy, in 1983. Until 1987, he acted as
consultant at CREI, the center of the Politecnico di Milano for research on computer networks, where he was involved in the Software
Environment for the design of Distributed Open Systems (SEDOS) and Conformance Testing Service-Wide Area Networks (CTS-
WAN) CEC projects. He was the Technical Coordinator of the Formal Description Techniques (FDT) COST 11 TER project from
1986 to 1988. In 1988 he joined the University of Catania where he is full professor of Telematics. There he was the leader of the
University of Catania team in the European ACTS project DOLMEN (Service Machine Development for an Open Long-term Mobile
and Fixed Network Environment) and in the European IST project VESPER (Virtual Home Environment for Service Personalization
and Roaming Users). Moreover he has coordinated the University of Catania team in the national projects FIRB-TANGO and COFIN-
EURO. His research interests include distributed multimedia applications, multimedia traffic modeling and analysis, Internet2, adap-
tive video. He is author of about 100 papers on the above subjects.

Giovanni Schembra received the degree in electrical engineering from the University of Catania, Italy, in 1991. Working in the Tele-
communications area, he received the master degree from CEFRIEL (Milan—Italy), in 1992. His master’s thesis was on the analytical
performance evaluation in an ATM network. He received the Ph.D. degree in electronics, computer science and telecommunications
engineering with a dissertation on multimedia traffic modeling in a broadband network. He is currently Assistant Professor in Tele-
communications at the University of Catania.

Andrea Trecarichi received the degree in electrical engineering from the University of Catania, Italy, in 2002, with a thesis on a fluid-
flow model of RIO routers loaded by Markov Modulated Fluid Processes. He has been a collaborator in the Telecommunication
Department, University of Catania, for almost two years working basically on fluid-flow models of DiffServ networks in the TANGO
FIRB project. Now he works as Design Engineer in ST Microelectronics.

524 M. BARBERA ET AL.

Copyright # 2006 AEIT Euro. Trans. Telecomms. 2006; 17:505–524


