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ABSTRACT

Twiddle factor (TF) generator is a key component in
IFFT/FFT computation for current OFDM-based wireless
and wireline communication systems, such as IEEE
802.11a/g, 802.16, VDSL, DVB, DAB systems. In this pa-
per, we propose an efficient TF generator design. The pro-
posed design combines an efficient conventional recursive
sine/cosine function generation algorithm with a small com-
pensation lookup table. The compensation table solves the
error propagation problem of a recursive TF generator. It
also costs less area than the existing modified recursive
sine/cosine function generator. The proposed design requires
only two constant multipliers, two adders, and two correc-
tion tables, which is smaller than those polynomial-based
complex sine function generators. Simulation results show
that the proposed design is favourable over the existing TF
generators for general FFT lengths in practical applications,
except for small lengths such as 64 up to 512. For those s-
mall FFT lengths, ROM-based is a better choice.

1. INTRODUCTION

In modern communication systems, the OFDM (Orthogonal
Frequency Division Multiplexing) algorithm is effective in
combating the problems of frequency-selective fading, inter-
symbol interference (ISI), and inter-frequency interference
(IFD). It is also efficient for wideband data transmission.
Therefore, OFDM techniques plays an important role in
modern wireless and wireline communication systems, such
as 820.11a/g, 802.16, DVB, DAB, VDSL, and so on. In these
systems, DFT/IDFT (realized by FFT/IFFT S/W and H/W) is
the core component in achieving OFDM transmission.

Those systems require FFT/IFFT lengths ranging from
64 to 8192. There are numerous FFT/IFFT designs in the
literature. Most of them are devoted to efficient realization of
the core FFT architecture and butterfly design. The required
twiddle factors in FFT are generally assumed stored in
memories in advance and retrieved for butterfly multiplica-
tion whenever necessary. This normally ends up with a very
large lookup table in comparison with the core FFT process-
ing elements and main data memory, particularly for large
FFT lengths such as 8192. Therefore, an efficient TF genera-
tor with small area and high speed performance is indispen-
sable, considering especially for portable and high data rate
design. In the past, TF generation techniques were somewhat
ignored due to the fact that OFDM systems were not as per-

vasive as they are now. It was mostly applied to off-line, non-
real-time applications. However, there exist many popular
generation techniques for trigonometric functions, which can
be applied to TF generation. Those computing techniques are
mostly used for the designs of direct digital frequency syn-
thesizer (DDFS). They include CORDIC algorithms [1], [2],
[3], polynomial-based approach [4], [5], [6], [7], [8], [9], [10],
the most popular ROM-based table-lookup scheme [10], and
the recursive function generators [12], [13].

The conventional CORDIC-based TF generations are by-
products from the CORDIC-based butterfly rotation opera-
tions. As a result, virtually there is no need to generate the TF.
It is the biggest advantage of CORDIC-based FFT. In addi-
tion, it is realized by simple shift-and-add operations. How-
ever, they have the disadvantage of slow sequential computa-
tion [1] and the need of extra scale factor compensation op-
erations. In [2], [3], pipelined CORDIC architectures are
proposed for boosting speed performance, at the cost of extra
area, pipe latency and control complexity. In [4], the pipe-
lined CORDIC architecture achieves a better speed perform-
ance, meanwhile costs smaller area than the previous two, by
using a fast rotation prediction scheme and radix-4 CORDIC
operations. However, pipelined structures are still too hard-
ware consuming for practical FFT applications. The
CORDIC-based designs will be compared with our design
latter.

Twiddle factors can also be efficiently generated by the
polynomial-based DDFS [5], [6], [7], [8], [9], [10], [L1].
They are based on the concept of piecewise polynomial ap-
proximation to a function value, generally need memory
space for the storage of polynomial coefficients and/or some
function values, and some multiplication and addition opera-
tions to generate an output function point. In addition, nor-
mally complexities of polynomial-based algorithms will
grow with the output precision significantly. In [5], the au-
thors partition the parameter ranges into regions and use a
second-order polynomial approximation, combine with
Horner’s rule to compute the sine and cosine values. This
approach needs four multipliers, four adders and two lookup
tables. As such, it has high complexity. In addition, if a
higher output precision is desired, then the parameter range
has to be partitioned into more regions, and accordingly a
higher computation complexity will be required. The designs
in [6], [7], [8], [9], [10], [11] are also based on similar design
concepts, and they have the same problem.
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The ROM-based table-lookup method is the simplest and
most popular approach for TF generation. It takes advantage
of sine function symmetry that reduces the table size to one-
eighth of its original. It is good for short-length FFT/IFFT
computation, such as 64-point FFT in 802.11a. However, the
table size will grows intolerably large for large FFT lengths
such as 8192-point FFT in the DVB and VDSL systems.

The recursive sine function generator [12] is based on the
well-known recursive feedback difference equation for the
computation of sine and cosine functions. The approach’s
key advantage is low complexity. For combined sine and
cosine function generations, the approach only needs two
multiplication and two addition operations per output point,
which is less complicated than the mentioned CORDIC, ta-
ble-lookup and polynomial designs. However, its serious
drawback is the introduced error propagation problem in
finite-precision computation, due to its error feedback nature.
In [13], the authors proposed a solution to alleviate the error-
propagation problem. However, this approach needs two
extra multiplications and corresponding area to correct the
propagation error.

In this paper, considering the low-complexity merit of the
recursive sine function generator, we attempt to reduce its
main drawback of error-propagation problem with low over-
head. We will first analyze the error propagation bound of
this approach and derive two error correction tables (for both
sine and cosine functions), for the compensation the propa-
gated finite-precision error. In all, the new design needs two
constant multipliers and two adders to calculate these two
functions. The correction table entries are at most three bit
long, regardless of output word lengths. As a result, the pro-
posed design has a smaller area than those mentioned designs
in most cases, as will be detailed later. In section 2, we will
introduce the new design, followed by simulations, discus-
sion and performance comparison in section 3. In this section,
we will also conduct EDA hardware simulation to verify its
performance.

2. THE PROPOSED RECURSIVE TWIDDLE
FACTOR GENERATOR

Let’s first consider the generation of the imaginary part of a
twiddle factor, that is, the sine function

x[n]=(sinnB)u[n]
In z-transform, one can get the following equation [14]

H(z) = Z{[sinnGu[n]} = ;(sinnH)z’" = % g(eﬂ’ —e ") @-1)
Lo _ (sinf)z™ ES!
2j 1=z 11—’z 1-2(cosO)z ' +z 7%’

From the z-transform result, the corresponding difference
equations for the generation of sine function, and similarly
the cosine functions are:

sinn@ =2cos @ xsin(n —1)8 —sin(n —2)0

cosnf =2cosfxcos(n—1)0—cos(n—2)8  (2-2)

Since in the equations, there are feedback terms of the
previous generated output to the present output computation,

there will introduce error propagation problem in finite-
precision calculation. The reduction method for finite-
precision error propagation in [13] needs extra multipliers,
adders and computation. To achieve a low-complexity error
correction, here we include two error correction tables to
recover the full-precision outputs. To decide the word length
of the correction tables, we first analyze the upper bound of
the finite-precision error propagation as follows.

sinm@z@sinén—l)@—sinén—Z)@
=2(coP+ 2" ) [sinf—1)0+2 "] ~[sinf—2)0+2 "] 23)
=2cod-singn—1)f—sinn—2)0
£27[sinn—1)f+cosP+2 "] £2
=sinm@+2 "[sinfn—1)0+cosf+2" £27"]
Here cosd, sinm—1)¢ and singm—2)9 represent the finite-
precision values of cod, singn—1)@ and singn—2)@, respec-
tively, all with n-bit fractional precision. Then, the maximum
error of the computed sinmé is bounded by:

rIla)#T"[sinén—1)0icos€i2‘1 +27]

This result shows a maximum two-bit error. Similar analysis
results can be obtained with the cosine function.

From this result, we can conclude an error correction
word of three-bit long per output point. Specifically, in every
iteration cycle, we will replace the 3 LSB’s of the currently
generated output with the correction value stored in the cor-
rection tables. As a result, there will be no error propagation
problem, and all the generated TF’s will be guaranteed full n-
bit precision. In all, we need two tables (one for cosine and
the other for sine values) of 3x N /8 bits each for total N TF
values in the angle range of 0 to 2 77 . The factor 1/8 is due to
table redundancy reduction by considering the symmetric
property of trigonometric functions. This greatly reduces the
required table size. Figure 1 shows the architecture of the
proposed generator for the real part (the cosine function) of a
TF. The same structure can be obtained for the TF imaginary
part (the sine function), except that an additional table for the
initial sine values sin @ should be included. Since both sine
and cosine generators are exactly the same, they can be also
combined as one interleaving structure by including simple
control, a few registers, and a MUX after the correction-table
stage, as shown in Fig. 2. Considering the radix-2 DIF N-
point FFT as an example, where N=2%, operation steps of
the proposed design can be summarized as:

(1) Set the FFT stage number =0
(2) Set the FFT subgroup number i=0, within the kth stage

(3) Set the Initial values sinn@ =0 and comf=1, n=0, and
output the TF values to the FFT processing element.

(4) Load cos)=cos@r/M) and sind=sin@z/M) from a small
table of size of K—2=(log N)—2 words, where A/=N/2".

Output the TF values to the FFT processing element. Set
the twiddle factor sequence number n=2.

<2ed (4

(5) Compute the finite-precision sinn@ and cosn@ ac-
cording to equation (2-2).
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Figure 1. Architecture of the proposed generator for real part
(cosine) of a twiddle factor.

Table 1. Area and speed simulation results of the proposed
TF generator, wordlength B=16 bits.

FFT length | Total area | Delay | Max. operation freq

64 2316 3.01 332MHz

256 2437 3.21 311MHz

512 2798 3.33 300MHz
1024 3267 3.45 290MHz
2048 3612 3.50 286MHz
4096 4512 3.65 274MHz
8192 8983 3.71 270MHz

Note: The area unit is gate; The Delay time unit is ns

Table 2. The area comparison of TF generators, B=8 bits.

64 points | 4096 points | 8192 points
Proposed 1128 3818 6924
CORDIC [2] 7721 7721 7721
CORDIC [3] 7238 7238 7238
Polynomial [6] 7255 7255 7255
Polynomial [7] 8021 8021 8021
Polynomial [8] 7217 7217 7217
ROM based 264 10121 20131
Recursive [13] 7559 7559 7559

Table 3. Performance comparison of TF generators, B=16.

64-point 4096-point | 8192-point
Area |Delay|Area | Delay| Area |Delay
Proposed 2316 | 3.01 | 4512 | 3.65 8983 | 3.71
CORDIC[2] |10181] 2.51 |10181| 2.51 |10181] 2.51
CORDIC[3] |9781[2.72 | 9781 | 2.72 | 9781 | 2.72
Polynomial [6] | 9812 | 4.12 | 9812 | 4.12 | 9812 | 4.12
Polynomial [7] | 9125 | 4.23 | 9125 | 4.23 | 9125 | 4.23
Polynomial [8] | 9274 | 4.57 | 9274 | 4.57 | 9274 | 4.57
ROM based 534 | 2.21 |18198] 2.40 |36742| 2.83
Recursive [13] [ 9879 | 2.89 | 9879 | 2.89 | 9879 | 2.89

(6) Replace the 3 LSB’s of sinn@ and cosn@ with the
corresponding 3 LSB correction bits retrieved from the
correction table.

(7) Output the corrected sinné and cosné values to FFT
processing element for TF multiplication.

(8) If n<M—1, then n=n+1, go to step (4), otherwise pro-
ceed to the next step.

) Ifi<k, i=i+1, go to step (3); otherwise, k=k+1.

(10)If k<K, go to step (2); otherwise end of the TF compu-
tation.

M cosnf—— D cosnf
o[ P2 u D > Sinnd
X »/ D u 'y by T sinné
sinn@
Ml?l X

cosd — A A 3

- 2cos@ Mem LSB correction
| | sin@ Mem (K —2)x B bits Table
(K-2)xB bits 3x N /8 bits
—[]

>

Figure 2. Combined TF generator architecture for interleav-
ing computation of real and imaginary parts.

3. SIMULATIONS AND COMPARISON

In our simulation, we assume B-bit output precision and N-
point FFT operations, where N=64, 256, 512, 1204, 2048,
4096, and 8192, as defined in the mentioned OFDM systems.
The required hardware complexity of the proposed complete
non-interleaving TF generator is:

Area =2[A, + A, + 3N/8 ROM bits + (K-2)B ROM bits]
Where A, and A, are multiplier and adder areas, respectively.
Compared with the conventional ROM-based TF generators,
the proposed design obviously costs much less area, espe-
cially for the cases of moderate to high output word lengths,
as will be shown in the latter comparison. Compared with the
1®-order polynomial-based TF generators, the proposed de-
sign required the same numbers of multipliers and adders,
but with a much smaller table. Compared with the 2™-order
polynomial-based designs, the new designs of course costs
less multipliers and adders, meanwhile requires a smaller
table size. In comparison, the modified recursive design [13]
needs four multipliers and four adders to generate the TF,
where half of them are for compensating the error propaga-
tion. As such, it is more area-consuming than the proposed
design as will be verified later. Compared with the conven-
tional sequential CORDIC based designs, the new design has
a shorter latency and higher speed. Compared with the pipe-
lined CORIDIC based designs [2], [3], [4] the new design
has less complicated hardware and simpler control.

To verify the above comparison, we conduct hardware
synthesis of the proposed design and some key current tech-
niques. In our synthesis, we set word length B to 8§ bits and
bits for various FFT lengths commonly used in OFDM sys-
tems. The synthesized total gate counts and delays are shown
in Table 1, based on TSMC 0.25 pm standard cell library,

subject to the maximum delay constraint of 8ns. From Table
1, since the areas and delay times increase very slowly with
the increasing FFT lengths, we can conclude that both areas
and delay are dominated by multipliers. The areas taken by
correction tables are relatively insignificant. The synthesized
small table size results are partially contributed by efficient
EDA optimization process in synthesizing the table with
combinational logic cells. Moreover, since our design costs
the least multipliers among the existing designs (except for
the table-lookup approach), we will expect a good area per-
formance, compared with other designs as shown in Tables 2
and 3 for 8-bit and 16-bit generators, respectively. The tables
summarizes the simulated performance results of our design,
the CORDIC-based designs [2], [3], polynomial-based de-

1535



signs [5], [6], [7], the ROM-based design, and the improved
recursive TF generator [13], in terms of gate counts and the
maximum operation frequency, assumed 8-bit and 16-bit
output precisions, with FFT lengths of 64, 4096 and 8192.
For other output word lengths, similar results are obtained.

From above simulation results, we can find that the
ROM-based design is only suitable for a small FFT lengths
less than about 512, while the proposed design has better area
performance and comparable speed performance to the
existing design in most cases, varying from small lengths to
large lengths.

4. CONCLUSION

In this work we propose an efficient twiddle factor generator,
which has the merit of low area complexity and high speed.
Analysis and simulations show that it is favourable over the
existing TF generators for practical FFT operations of lengths
varying from 64 to 8192, which covers all possible FFT
lengths in current OFDM-based wireless and wireline com-
munication systems, including 802.11a, 8§02.16a, DVB, DAB,
ADSL and VDSL. The proposed design is particularly suit-
able for the situations where FFT lengths are long and adjust-
able, as required by the multi-mode and/or multi-standard
operations defined in the mentioned systems. Note that the
proposed design includes two error correction tables, which
guarantee full-precision results. In fact, the complexity of the
proposed design can be reduced by using only 2-bit long
error correction words, instead of 3 bits, at the cost of sacri-
ficing minor quantization error. Another further possible
hardware reduction approach is to do the error compensation
only once per few recursive computations, instead of one
correction per recursive computation. Of course, these two
simplification techniques can be combined for a best hard-
ware reduction results. All these possible improvement are
under investigation and will be reported in the final version
of this work.
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