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Abstract

Graphical Markov models use graphs, either undirected, directed, or mixed, to rep-
resent possible dependences among statistical variables. Applications of undirected
graphs (UGs) include models for spatial dependence and image analysis, while acyclic
directed graphs (ADGs), which are especially convenient for statistical analysis, arise
in such fields as genetics and psychometrics and as models for expert systems and
Bayesian belief networks. Lauritzen, Wermuth, and Frydenberg (LWF) introduced
a Markov property for chain graphs (CG): mixed graphs that can be used to repre-
sent simultaneously both structural and associative dependencies and that include
both UGs and ADGs as special cases. Cox and Wermuth (CW) introduced block
regression, multivariate regression, and concentration regression models for CGs.

In this paper an alternative Markov property (AMP) for CGs is introduced and
shown to be the Markov property satisfied by a CW concentration regression model
with multivariate normal errors. This model can be decomposed into a collection
of conditional normal models, each of which combines the features of multivariate
linear regression models and covariance selection models, facilitating the estimation
of its parameters. In the general case, necessary and sufficient conditions are given
for the equivalence of the LWF and AMP Markov properties of a CG, for the AMP
Markov equivalence of two CGs, for the AMP Markov equivalence of a CG to some
ADG or decomposable UG, and for other equivalences. For CGs, in some ways the
AMP property is a more direct extension of the ADG Markov property than is the
LWF property.

1. Introduction.

Graphical Markov models (GMM) use graphs, either undirected, directed, or mixed,
to represent possible dependences among the variables of a multivariate probability dis-
tribution. The vertices of the graph represent the variables, while the presence (absence)
of an edge between two vertices indicates possible dependence (independence) between
the two corresponding variables. A GMM is constructed by specifying local dependencies
for each vertex in terms of its immediate neighbors, parents or both, yet can represent a
complex system of dependencies by means of the global structure of the graph.

Applications of undirected graphs (UGs) include models for spatial dependence and
image analysis, while acyclic directed graphs (ADGs)1 occur in genetics, psychometrics,
expert systems, Bayesian belief networks, and many other fields.

∗ This research was supported in part by the U. S. National Science Foundation.

† Address for correspondence: Department of Statistics, Box 35-4322, University of Washington, Seat-

tle, WA 98195-4322, USA. e-mail: michael@ms.washington.edu.
1 The phrase “directed acyclic graph (DAG)” is more commonly used.

1



GMMs determined by ADGs admit especially elegant statistical analysis. The likeli-
hood function associated with an ADG Markov model has a convenient recursive factor-
ization which, for categorical or multivariate normal data, yields explicit maximum like-
lihood estimates and likelihood ratio tests - cf. Lauritzen et al (1990), Whittaker (1990),
Edwards (1995), Lauritzen (1996), Andersson and Perlman (1998). ADG models allow
efficient computational algorithms for exact probability calculations, as well as efficient
updating algorithms for Bayesian analysis - cf. Pearl (1988), Lauritzen and Spiegelhalter
(1988), Shachter and Kenley (1989), Spiegelhalter et al (1993). The only UG models with
these properties are the decomposable models, exactly those UG models that are Markov
equivalent to some ADG model (Wermuth and Lauritzen (1983), Dawid and Lauritzen
(1993), Andersson, Madigan, and Perlman [AMP] (1997a)).

Lauritzen and Wermuth (1989) and Frydenberg (1990) (LWF) introduced a Markov
property for adicyclic graphs ≡ “chain graphs”(CG) that generalizes the classical Markov
properties for both UGs and ADGs. CGs have both directed and undirected edges and
contain no (partially) directed cycles - CG models attempt to simultaneously represent
dependencies some of which are structural and some associative. Wermuth and Lauritzen
(1990), Cox and Wermuth [CW] (1993, 1996), Højsgaard and Thiesson (1995), and Lau-
ritzen (1996) describe statistical applications of CGs, while Buntine (1995) discusses their
usefulness for modeling belief networks.

It has been noted recently that a CG may admit alternative Markov interpretations,
hence may simultaneously represent different statistical models ≡ belief networks ([CW]
(1993, 1996), [AMP] (1996)). These competing Markov interpretations and the assess-
ment of their relative applicability have stimulated substantial interest. In this paper we
describe an alternative Markov property (AMP) for CGs that in some ways is a more direct
generalization of the ADG Markov property than is the Lauritzen-Wermuth-Frydenberg
(LWF) Markov property for CGs.

1 3
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Figure 1.1. A simple chain graph G for which the LWF and AMP properties differ.

To motivate the AMP Markov property, consider the CG in Figure 1.1, which repre-
sents a set of conditional independences (CI) satisfied by random variables X1, X2, X3, X4

≡ 1, 2, 3, 4. The LWF Markov property for G reduces to the CIs

(1.1) 1 ⊥⊥ 4 | 2, 3, 2 ⊥⊥ 3 | 1, 4, 1 ⊥⊥ 2,

whereas the AMP can be expressed in terms of the CIs

(1.2) 1 ⊥⊥ 4 | 2, 2 ⊥⊥ 3 | 1, 1 ⊥⊥ 2.
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Although both interpretations of the CG G may be useful for modeling ([CW] (1993,
p.206)), Cox (1993, p.369) states that “While from one perspective this [condition (1.1)]
is easily interpreted, it clearly does not satisfy the requirement of specifying a direct mode
of data generation.”

By contrast, a direct mode of data generation for the AMP is easily specified. Consider
the recursive linear system

(1.3)

X1 = ε1

X2 = ε2

X3 = b31X1 + ε3

X4 = b42X2 + ε4,

where b31, b42 are non-random scalars and where ε1, ε2, and (ε3, ε4) are mutually inde-
pendent random errors with zero means, ε1 and ε2 have univariate normal distributions
with arbitrary variances, and (ε3, ε4) has a bivariate normal distribution with arbitrary
covariance matrix. Then (X1, X2, X3, X4) satisfies the AMP condition (1.2) for G, but not
the LWF condition (1.1) when ε3 and ε4 have nonzero correlation.

Such a linear representation remains valid for a general CG G: the AMP for G is
equivalent to the set of conditional independences (CIs) satisfied by the system of block-
recursive linear equations naturally associated with G - see Remark 5.1.2 Each variate is
given as a linear function of its parents in the chain graph, together with a normal error
term - see (5.6). The errors are independent across blocks, while within each block the
errors are (possibly) correlated according to the undirected edges connecting them, as in
a Gaussian UG model ≡ ‘covariance selection model’ (Dempster 1972). The linear model
constructed in this way differs from a standard linear structural equation model (SEM): a
SEM model usually specifies zeroes in the covariance matrix for the error terms, while the
covariance selection model sets to zero elements of the inverse error covariance matrix.

For nonsingular multivariate normal distributions, the LWF and AMP Markov prop-
erties generally are specified by different sets of constraints among regression coefficients
and conditional covariance matrices. For example, consider a normal random vector
(X1, X2, X3, X4) with mean vector (0,0,0,0) and positive definite covariance matrix Σ ≡
(σij | i, j = 1, 2, 3, 4). The conditional distribution of (X3, X4) given (X1, X2) is bivariate
normal:

(1.4)
(
X3

X4

) ∣∣∣∣ X1, X2 ∼ N2

(
β

(
X1

X2

)
, Λ

)
≡ N2

((
β31X1 + β32X2

β41X1 + β42X2

)
, Λ

)
,

where

(1.5) Λ :=
(
σ33 σ34

σ43 σ44

)
−

(
σ31 σ32

σ41 σ42

) (
σ11 σ12

σ21 σ22

)−1 (
σ13 σ14

σ23 σ24

)

2 As noted in Lauritzen (1996, p.154), in general this does not hold for the LWF property; Theorem

4.3 below describes those G for which LWF ≡ AMP.
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is the conditional covariance matrix and

(1.6) β ≡
(
β31 β32

β41 β42

)
:=

(
σ31 σ32

σ41 σ42

) (
σ11 σ12

σ21 σ22

)−1

is the matrix of regression coefficients of (X3, X4) on (X1, X2). By (1.4), the AMP condi-
tion (1.2) is equivalent to the directly interpretable conditions

(1.7) β32 = β41 = 0, σ12 = 0,

while the LWF condition (1.1) is equivalent to the less easily interpretable conditions

(1.8) γ32 = γ41 = 0, σ12 = 0,

where

(1.9)
(
γ31 γ32

γ41 γ42

)
≡ γ := Λ−1β

is the natural exponential parameter occurring in the conditional normal distribution (1.4).
Yet another striking contrast between the LWF and AMP Markov properties for the

CG G in Figure 1.1 appears when the marginal distribution of (X1, X3, X4) is considered.
Under the AMP property, the marginal distribution inherits the independence 1 ⊥⊥ 4
implied by (1.2). Under the LWF property, however, no CI holds between X1 and X4 in
the marginal distribution, despite the absence of an edge between 1 and 4 in G.

Similarly, for a general CG G, under the assumption of multivariate normality, both
the LWF and AMP Markov properties imply that the joint distribution factors into a
product of conditional normal distributions (see (4.3) and (5.2)), where each conditional
distribution involves a regression matrix β and a conditional covariance matrix Λ. Under
the AMP (Definition 4.1), the Markov conditions take the form of separate zero restric-
tions on certain elements of each β and each Λ−1 (see (5.3) and (5.4)). By contrast,
under the LWF property (Definition 3.3), separate zero restrictions are imposed on certain
elements of each γ := Λ−1β and each Λ−1 (the natural parameters when the normal dis-
tribution is expressed as an exponential family). Since regression coefficients are directly
interpretable as indicators of dependence, at least under the assumption of normality, the
AMP formulation seems preferable in this regard.

For these reasons, it is surprising that with the notable exception of [CW] (1993,
1996), the study of CG Markov models has been limited to the LWF interpretation.

[CW] (1996, p.34, 205) introduce joint-response models for CGs. Their CGs G may
have both solid and dashed lines and arrows, with the restriction that the lines in any given
chain component (see §2) of G must be either all solid or all dashed, and all arrows entering
any given chain component must be either all solid or all dashed. The CI assumptions
associated with solid vs. dashed lines and arrows are different: the Markov property for a
CG with solid lines and dashed arrows (a CW concentration regression model) agrees with
our AMP block-recursive Markov property (see Definition 4.1), while the Markov property
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for a CG with solid lines and solid arrows (a CW block regression model) agrees with the
LWF block-recursive Markov property (see Definition 3.3).

[CW] (1996, p.40) note that whereas the global Markov properties of CW block regres-
sion CG models are well known, “no similar results are currently available” for any other
cases of their joint-response CG Markov models, including their concentration regression
models. Our new AMP global Markov property gives the first such result (Theorem 4.1).

This paper presents a study, begun in [AMP] (1996), of the Markov properties of CG
models under the AMP formulation. For a CG that is either a UG or an ADG, the LWF
and AMP Markov properties coincide. For a general CG, however, the AMP property in
some ways seems a more direct extension of the ADG Markov property than the LWF
property.

Our graph-theoretic terminology is introduced in Section 2. An LWF block-recursive
Markov property for CGs is formulated in Definition 3.3, then shown in Theorem 3.1 to
be equivalent to the LWF global Markov property.

Our AMP block-recursive Markov property for CGs is introduced in Definition 4.1,
then shown to be equivalent to a new AMP global Markov property in Theorem 4.1.
Theorem 4.3 gives the necessary and sufficient condition on a CG for its LWF and AMP
Markov properties to coincide. An AMP local Markov property, two AMP pairwise Markov
properties, and their relation to the AMP global Markov property are given in Section 4.

In Section 5 we show that under multivariate normality, the AMP Markov property
for a CG G coincides with the Markov property satisfied by a block-recursive normal
linear system (a CW concentration regression model) naturally associated with G. This
model can be decomposed into a family of multivariate normal models, each of which
combines the features of multivariate linear regression models and covariance selection
models, facilitating the estimation of its statistical parameters.

In Section 6, the necessary and sufficient condition for the AMP Markov equivalence of
two CGs is given, complementing the results of Frydenberg (1990) and [AMP] (1997a) for
the LWF Markov equivalence of CGs. Our condition is then applied to determine when a
given CG is AMP Markov equivalent to some UG, to some ADG, or to some decomposable
UG. We also give necessary and sufficient conditions for the AMP Markov properties of a
given CG G to coincide with the LWF Markov properties of at least one (possibly different)
CG G̃, and necessary conditions for the converse, thereby demonstrating that each of the
classes of AMP and LWF chain graph models contains models not belonging to the other
class. Some additional aspects of AMP CG models, such as the essential graph and a
pathwise separation criterion for conditional independence (unlike LWF CG models), are
discussed briefly in Section 7. Appendices A and B contain the proofs of most main results.

The relations among the various classes of graphical Markov models considered in this
paper are illustrated in Figure 6.2.

Except for the factorization (4.3) and the normal case treated in Section 5, the results
in this paper are not limited to multivariate distributions that admit joint probability
density functions.
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2. Graph-theoretic Terminology.

Our development of graphs and graphical Markov models follows those of Lauritzen
et al (1990), Frydenberg (1990), and [AMP] (1997a), but with several significant modifi-
cations. A graph G is a pair (V,E), where V is a finite set of vertices and E ⊆ {(v, w) ∈
V ×V | v 
= w} is a set of edges, i.e., a set of ordered pairs of distinct vertices. An edge
(v, w) ∈ E whose opposite (w, v) ∈ E is called an undirected edge and appears as a line
v—w in our figures; in the text we write v—w ∈ G. An edge (v, w) ∈ E whose opposite
(w, v) /∈ E, is called a directed edge and appears as an arrow v→w in our figures; in the
text we write v→w ∈ G. Two vertices v, w ∈ V are adjacent in G, written as v ···w ∈ G,
if (v, w) ∈ E or (w, v) ∈ E or both. A graph with only undirected edges is called an
undirected graph (UG). A graph with only directed edges is a directed graph (≡ digraph).

A graph G′ ≡ (V ′, E′) is a weak subgraph of G ≡ (V,E), denoted by G′ ⊆ G, if V ′ ⊆ V
and E′ ⊆ E; we also say that G′ is smaller than G and G is larger than G′. We write
G′ ⊂ G if G′ ⊆ G but G′ 
= G. A graph G′ ≡ (V ′, E′) is a subgraph of G ≡ (V,E), denoted
by G′ � G, if G′ ⊆ G and also v→w ∈ G′ ⇒ v→w ∈ G.

A subset A ⊆ V induces the subgraph GA := (A,EA), where EA := E ∩ (A×A); that
is, EA is obtained from E by retaining all edges with both endpoints in A. If B ⊆ A ⊆ V ,
clearly (GA)B = GB and GB � GA.

Each graph G = (V,E) determines two UGs G∨ ≡ (V,E∨), G∧ ≡ (V,E∧) defined by

E∨ := {(v, w) |(v, w) ∈ E ∨ (w, v) ∈ E},
E∧ := {(v, w) |(v, w) ∈ E ∧ (w, v) ∈ E},

respectively. Thus, G∨ is the skeleton of G, i.e., the underlying UG obtained by converting
all arrows ofG into lines, whileG∧ is obtained by deleting all arrows ofG, soG∧ � G ⊆ G∨.
For any subset A ⊆ V , (GA)∨ = (G∨)A and (GA)∧ = (G∧)A.

If G∨
1 = G∨

2 , then G1 ⊆ G2 iff G1 and G2 differ only in that some directed edges of
G1 may occur as undirected edges in G2, while G1 � G2 iff G1 = G2.

The union of a finite collection (Gi ≡ (Vi, Ei)|i ∈ I) of (weak) subgraphs of a graph
G ≡ (V,E) is the (weak) subgraph ∪Gi := (∪Vi,∪Ei). Clearly, ∪Gi is the smallest (weak)
subgraph larger than each Gi, i ∈ I. If G′

i � Gi � G for each i ∈ I, then ∪G′
i � ∪Gi � G.

Let G ≡ (V,E) be a graph and A ⊆ V a subset of vertices. Denote the boundary of A
in G by

bd(A) ≡ bdG(A) := {v ∈ V \A | (v, a) ∈ E for some a ∈ A}

and the closure of A in G by

cl(A) ≡ clG(A) := A∪̇bd(A).

The parents and neighbors of A in G, denoted by

pa(A) ≡ paG(A) := {v ∈ V \A | v→a ∈ G for some a ∈ A},
nb(A) ≡ nbG(A) := {v ∈ V \A | v a ∈ G for some a ∈ A},
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respectively, are those vertices b ∈ V \A that are linked to some a ∈ A in G by directed
edges or by undirected edges, respectively. Thus, bd(A) = pa(A) ∪ nb(A).3 The children
of A in G are defined as

ch(A) ≡ chG(A) := {v ∈ V \A | a→v ∈ G for some a ∈ A}.

A path of length n ≥ 1 from v to w in G is a sequence (v0, v1, . . . , vn) of n+ 1 distinct
vertices such that v0 = v, vn = w, and (vi−1, vi) ∈ E for all i = 1, . . . , n. An n-cycle is
a path of length n ≥ 3 with the modification that vn = v0. If vi−1→ vi ∈ G for (all) (at
least one) (no) i, the path/cycle is called (directed), (semi-directed), (undirected). If G is a
UG (digraph), all paths are undirected (directed). A path (n-cycle) is chordless if no two
nonconsecutive (nonconsecutive (mod n)) vertices are adjacent.

A UG G ≡ (V,E) is chordal if every n-cycle with n ≥ 4 possesses a chord, that is, an
edge between two nonconsecutive (mod n) vertices.4 Clearly, any induced subgraph of a
chordal graph is chordal.

A UG G ≡ (V,E) is complete if all pairs of vertices are adjacent. A subset A ⊆ V
is complete if the induced subgraph GA is complete. A maximal complete subset C ⊆ V
is called a clique. The UG G is connected if, for every distinct v, w ∈ V , there is a
path between v and w in G. A subset A ⊆ V is connected in G if GA is connected.
The maximal connected subsets are called the connected components of G, and V can
be uniquely partitioned into the disjoint union of the connected components of G. For
pairwise disjoint subsets A(
= ∅), B(
= ∅), and S of V , A and B are separated by S in the
UG G if all paths in G between A and B intersect S. Note that if S = ∅, then A and B
and separated by S in G if and only if there are no paths connecting A and B in G. In
this case, A and B are separated by any subset S disjoint from A and B.

A graph is called adicyclic if it contains no semi-directed cycles. An adicyclic graph is
commonly called a chain graph (CG). Subgraphs (unions) of CGs are (need not be) chain
graphs. An acyclic digraph (ADG) is a digraph that contains no directed cycles. Thus,
UGs and ADGs are special cases of CGs.

For the remainder of this paper, let G ≡ (V,E) be a chain graph. Define the following
binary relations on V :

v ≤G w ⇐⇒ ∃ a path in G from v to w, or v = w,

v �G w ⇐⇒ ∃ a directed path in G from v to w,
v <G w ⇐⇒ ∃ a semi−directed path in G from v to w,
v ∼G w ⇐⇒ ∃ an undirected path in G from v to w ∈ G, or v = w.

When G is understood, we simply write v ≤ w, v � w, v < w, and v ∼ w.
A subset A ⊆ V is called G-anterior if v ∈ A whenever v ≤ a for some a ∈ A.

Equivalently, A is anterior iff bd(A) = ∅, so A is anterior iff it is both coherent and

3 In general, pa(A) and nb(A) need not be disjoint, but pa(σ) and nb(σ) are disjoint if G is a chain

graph and σ ⊆ τ for some chain component τ of G.
4 A UG is chordal iff it is decomposable - cf. Lauritzen, Speed, and Vijayan (1984, Theorem 2),

Whittaker (1990, Proposition 12.4.2), or Lauritzen (1996, Proposition 2.5).
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ancestral (see definitions below). If A and B are anterior, then A ∩ B is anterior. For
any subset A ⊆ V , define At(A) ≡ AtG(A) := the smallest G-anterior set containing A.
Clearly,

At(A) = { v ∈ V | v ≤ a for some a ∈ A }.

For any subsets A,B ⊆ V , At(A ∪B) = At(A) ∪At(B) (but ∪ cannot be replaced by ∩).
For A ⊆ V , the expanded subgraph G(A) is the induced subgraph (see Figures 2.7, 2.8)

G(A) := GAt(A).

For A ⊆ V , the set of ancestors of A in G is defined as

an(A) ≡ anG(A) :=
{
v ∈ V \A

∣∣ v � a for some a ∈ A
}
.

A subset A ⊆ V is called G-ancestral if an(A) = ∅. Equivalently, A is ancestral iff
pa(A) = ∅. If A and B are ancestral, so is A ∩ B. Therefore, for any subset A ⊆ V ,
An(A) ≡ AnG(A) := the smallest G-ancestral set containing A, is well-defined and is given
by

An(A) = A∪̇an(A).

For any subsets A,B ⊆ V , An(A∪B) = An(A)∪An(B) (but ∪ cannot be replaced by ∩).
For A ⊆ V , the set of descendants of A in G is defined as

de(A) ≡ deG(A) :=
{
v ∈ V \A

∣∣ a� v for some a ∈ A
}
.

The sets of nondescendants (proper nondescendants) of A in G are defined as

Nd(A) ≡ NdG(A) : = V \de(A),
nd(A) ≡ ndG(A) : = Nd(A)\A.

As in Frydenberg (1990), let T ≡ T (G) denote the set of equivalence classes in V
induced by the equivalence relation∼G. Equivalently, T is the set of connected components
of G∧ ≡ ∪(Gτ | τ ∈ T ) (see Figures 2.1a,b). Each vertex v ∈ V lies in a unique chain
component τ(v) ∈ T . For each τ ∈ T , nb(τ) = ∅, so bd(τ) = pa(τ) = {pa(v) | v ∈ τ}.

Gτ1

Gτ2

Gτ3

(a)

Gτ1

Gτ2

Gτ3

(b)

τ1

τ2

τ3

(c)

Figure 2.1. (a) A chain graph G with T (G) = {τ1, τ2, τ3}. (b) The UG G∧.
(c) The ADG D(G).
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A subset A ⊆ V is called G-coherent if v ∈ A whenever v ∼ a for some a ∈ A, that is,
if A is a union of chain components of G. Equivalently, A is coherent iff nb(A) = ∅. If A
and B are coherent, then A ∩ B is coherent. For any A ⊆ V , define Co(A) ≡ CoG(A) :=
the smallest G-coherent set containing A, so

Co(A) = { v ∈ V | v ∼ a for some a ∈ A } = ∪(τ ∈ T | τ ∩A 
= ∅).

For A,B ⊆ V , Co(A ∪B) = Co(A) ∪ Co(B). Note that An(A) ⊆ Co(An(A)) ⊆ At(A).
For A ⊆ V , the extended subgraph G[A] is defined by (see Figures 2.7, 2.8)

G[A] := GAn(A) ∪G∧
Co(An(A)).

Note that G[A] � G, i.e., G[A] is in fact a subgraph of G, and that a directed edge occurs
in G[A] iff it occurs in GAn(A).

A chain component τ ∈ T is terminal in G if chG(τ) = ∅. A subset A ⊆ V is anterior
iff it can be generated from V by stepwise removal of terminal chain components. (Note
that the removal of a terminal chain component of G might render other chain components
terminal in the remaining graph.) If A is anterior and τ is a terminal chain component of
G such that τ ⊆ A, then τ is a terminal chain component of GA.

The chain components of G themselves comprise the vertices of the graph D(G) ≡
(T (G), E(G)), where

(2.1) E(G) := { (τ, τ ′) ∈ T ×T | τ 
= τ ′, ∃ v ∈ τ, v′ ∈ τ : v→v′ ∈ G }.

Then D ≡ D(G) is in fact an acyclic digraph (ADG) and τ → τ ′ ∈ D iff v→ v′ ∈ G for
some v ∈ τ, v′ ∈ τ ′ (see Figure 2.1c). The chain component τ is terminal in G iff τ is a
terminal vertex in D, i.e., chD(τ) = ∅. A subset A ⊆ V is G-anterior iff A = ∪(τ |τ ∈ A)
for some D-ancestral set A ⊆ T .

A k-complex 5 (a, b; c1, . . . , ck) in G is an induced subgraph of the form a→c1—· · ·—
ck ← b (k ≥ 1) as in Figure 2.2. Here a, b, c1, . . . , ck are distinct vertices of G and, if
k ≥ 2, (c1, . . . , ck) is a chordless undirected path in G. (Note that (a, b; c1, . . . , ck) =
(b, a; ck, . . . , c1).) A k-complex for k ≥ 2 is called a multicomplex. A 1-complex (a, b; c) is
also called an immorality (Figure 2.4a).

a

b

c1

c2

ck-1

ck

Figure 2.2. The k-complex (a, b; c1, . . . , ck).

5 Frydenberg (1990) uses the term minimal complex; we follow Studený (1996, 1997).
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The moralized k-complex (a, b; c1, . . . , ck)m is the UG obtained from the complex by
adding the undirected edge a—b and converting the arrows a→ c1 and b→ ck to lines,
yielding a chordless undirected (k + 2)-cycle when k ≥ 2 and an undirected 3-cycle when
k = 1. The moralized graph Gm derived from a CG G is defined to be the UG obtained
by moralizing all complexes in G, then converting all remaining arrows of G to lines - see
Figures 2.3, 2.7e, 2.8e. Equivalently, Gm is obtained by completing paG(τ) for each τ ∈ T ,
then converting all arrows of G to lines.

a

b

c1

c
2

ck-1

ck

Figure 2.3. The moralized graph Gm for the chain graph G in Figure 2.2.

If G̃ � G then G̃m ⊆ Gm. (This need not hold if G̃ ⊆ G.) In particular, for any
subset A ⊆ V , (GA)m ⊆ Gm.6 More generally, let A,B,C,D be subsets of V such that
D ⊆ C ⊆ A and D ⊆ B ⊆ A. Then AtGC

(D) ⊆ AtGA
(B), so, since GA(B) = GAtGA

(B)

and GC(D) = GAtGC
(D),

(2.2) GC(D)m ⊆ GA(B)m.

Let a, b, c be distinct vertices of G. A flag [a, b; c] in G is an induced subgraph of the
form a→ c—b (Figure 2.4b). A triplex in G is an ordered pair ({a, b}, c) such that either
(a, b; c) is an immorality in G or else [a, b; c] or [b, a; c] is a flag in G. Thus, the triplex
({a, b}, c) occurs in G iff one of the three graphs shown in Figures 2.4a,b,c occurs as an
induced subgraph of G.7

a c

b
(a)

a c

b
(b)

a c

b
(c)

a c

d
(d)

b

?

Figure 2.4. (a) The immorality (a, b; c). (b) The flag [a, b; c]. (c) The flag [b, a; c].
The triplex ({a, b}, c) occurs in G iff either (a), (b), or (c) occurs as an induced subgraph.

(d) The four configurations that define the 2-biflag [a, b; c, d].

6 In fact, for any distinct a, b, c1, . . . , ck ∈ A, (a, b; c1, . . . , ck) is a complex in GA iff it is a

complex in G.
7 Our terminology differs from that in [AMP] (1996), where a triplex was called a flag and a 2-biflag

was called a double flag.
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Let a, b, c1, . . . , ck (k ≥ 2) denote distinct vertices of G such that (c1, . . . , ck) is a
chordless undirected path of length k − 1 in G. For k ≥ 3, a k-biflag [a; c1, . . . , ck] in the
CG G is an induced subgraph G{a,c1,...,ck} of the form in Figure 2.5a. Here [a, c1; c2] and
[a, ck; ck−1] are flags and a→ ci ∈ G for i = 2, . . . , k − 1. (Note that [a; c1, . . . , ck] =
[a; ck, . . . , c1].) For k ≥ 2, a k-biflag [a, b; c1, . . . , ck] in the CG G is an induced subgraph
G{a,b,c1,...,ck} having one of the four forms indicated in Figure 2.5b. Here [a, ck; ck−1] and
[b, c1; c2] are flags, a→ci ∈ G for i = 1, . . . , k − 1, b→ci ∈ G for i = 2, . . . , k, and the “?”
in Figure 2.5b indicates that either a—b ∈ G, a→ b ∈ G, a← b ∈ G, or a and b are not
adjacent in G. (Note that [a, b; c1, . . . , ck] = [b, a; ck, . . . , c1].) The four possible forms of
the 2-biflag [a, b; c, d] are depicted in Figure 2.4d.

a

c1

c2

ck-1

ck

(a) (b)

a

c1

c2

ck-1

ck

b?

Figure 2.5. (a) The k-biflag [a; c1, . . . , ck], k ≥ 3.
(b) The four configurations that define the k-biflag [a, b; c1, . . . , ck], k ≥ 2.

The augmented triplex ({a, b}, c)a is the complete UG with vertices a, b, c - cf. Figure
2.6a. The augmented 2-biflag [a, b; c, d]a is the complete UG with vertices a, b, c, d - cf.
Figure 2.6b. The augmented graph Ga derived from a CG G is defined to be the UG
obtained by augmenting all triplexes and 2-biflags in G, then converting all remaining
directed edges (≡ arrows) of G into undirected edges (≡ lines) - see Figures 2.6, 2.7c, and
2.8c. Equivalently, Ga is obtained by completing C∪̇paG(C) for every clique C in G∧, then
converting all arrows in G to lines. Note that G[A] � G(A), but neither G[A]a ⊆ G(A)m

nor G(A)m ⊆ G[A]a in general - see Figures 2.8c,e and 2.7c,e.

a c

b
(a) (b)

a c

db

Figure 2.6. (a) The augmented graph Ga for the CGs G in Figures 2.4a,b,c.
(b) The augmented graph Ga for the CG G in Figure 2.4d.
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If G̃ � G then G̃a ⊆ Ga. (This need not hold if G̃ ⊆ G.) In particular, for any subset
A ⊆ V , (GA)a ⊆ Ga.8 More generally, if A,B,C,D are subsets of V such that D ⊆ C ⊆ A
and D ⊆ B ⊆ A, then as in (2.2),

(2.3) GC [D]a ⊆ GA[B]a.

If G ≡ (V,E) is a UG, then T (G) = C(G) := the set of connected components of
G, Co(A) = At(A), An(A) = A, G[A] = G(A) = GCo(A), Ga = Gm = G, and D(G) =
(C(G), ∅). If G ≡ (V,E) is an ADG, then T (G) = V , Co(A) = A, An(A) = At(A),
G[A] = G(A) = GAn(A), Ga = Gm, and D(G) = G.

a d

c

(a) (b)

a d

c

b b

a

(c)

d

c

b

a d

c

(d)

b

a d

c

(e)

b

Figure 2.7. (a) A chain graph G. (b) The extended subgraph G[{a, b, c}].
(c) The augmented graph G[{a, b, c}]a.

(d) The expanded subgraph G({a, b, c}). (e) The moralized graph G({a, b, c})m.

a d

c

(a) (b)

a d

c

b b

a

(c)

d

c

b

a d

c

(d)

b

a d

c

(e)

b

Figure 2.8. (a) A chain graph G. (b) The extended subgraph G[{b, c, d}].
(c) The augmented graph G[{b, c, d}]a.

(d) The expanded subgraph G({b, c, d}). (e) The moralized graph G({b, c, d})m.

8 In fact, for any distinct a, b, c ∈ A, ({a, b}, c) is a triplex in GA iff it is a triplex in G.
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3. The LWF Markov Property for Chain Graphs.

We consider multivariate probability distributions P on a product probability space
X ≡ ×(Xv|v ∈ V ), where V is a finite index set and each Xv is sufficiently regular to
ensure the existence of regular conditional probabilities. Such a distribution is conveniently
represented by a random variate X ≡ (Xv|v ∈ V ) ∈ X. For any subset A ⊆ V , we define
XA := ×(Xv|v ∈ A), XA := (Xv|v ∈ A), and X∅ := constant. We often abbreviate Xv

and XA by v and A, respectively. The marginal distribution of XA is denoted by PA.
For three pairwise disjoint subsets A,B,C ⊆ V and a probability measure P on X,

write A ⊥⊥ B | C [P ] to indicate that XA and XB are conditionally independent given XC

under P . Trivially, A ⊥⊥ B | C [P ] if A = ∅ or B = ∅, while A ⊥⊥ B | ∅ [P ] means that
A and B are independent. Dawid (1980) notes that for any four pairwise disjoint subsets
A,B,C,D ⊆ V ,

(3.1) A ⊥⊥ (B∪̇C) | D [P ] ⇐⇒ A ⊥⊥ B | C∪̇D [P ] and A ⊥⊥ C | D [P ].

A graphical Markov model uses a graph G ≡ (V,E) with vertex set V to specify a
Markov property, i.e., a collection of conditional independences, among the component
random variates Xv, v ∈ V . Here we shall introduce our block-recursive version of the
LWF Markov property for a CG G, then establish its equivalence to Frydenberg’s global
LWF Markov property. It is this block-recursive version, rather than the global property,
that suggests our alternative Markov property introduced in Section 4.

Our block-recursive version of the LWF Markov property is naturally expressed in
terms of the local (≡ global) Markov property determined by the ADG D ≡ D(G) :=
(T (G), E(G)) ≡ (T , E) (cf. (2.1)), the global Markov properties determined by the family
of UGs (Gτ |τ ∈ T ), and a critical third property which, when suitably altered, yields
the AMP block-recursive Markov property. First we review the local and global Markov
properties for ADGs and UGs, respectively (Lauritzen et al (1990)).

Definition 3.1. (The local Markov property for ADGs.) Let D ≡ (V,E) be an ADG. A
probability measure P on X is said to be local D-Markovian if

v ⊥⊥
(
ndD(v) \ paD(v)

) ∣∣ paD(v) [P ] ∀v ∈ V.

Definition 3.2. (The global Markov property for UGs.) Let G ≡ (V,E) be a UG. A
probability measure P on X is said to be global G-Markovian if A ⊥⊥ B | S [P ] whenever
S separates A and B in G.

Lemma 3.1. Let G ≡ (V,E) be a UG. A probability measure P on X is global G-
Markovian if and only if

(3.2) ∀A ⊂ V, A ⊥⊥
(
V \ clG(A)

) ∣∣ nbG(A) [P ].

Proof. See Appendix A.
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Definition 3.3. (The LWF block-recursive Markov property for chain graphs.) Let G ≡
(V,E) be a CG and let D = D(G). A probability measure P on X is said to be LWF
block-recursive G-Markovian if P satisfies the following three conditions:

(C1) ∀τ ∈ T : τ ⊥⊥
(
ndD(τ) \ paD(τ)

) ∣∣ paD(τ) [P ], i.e., P is local D-Markovian on X;9

(C2) ∀τ ∈ T : the conditional distribution Pτ |paD(τ) is global Gτ -Markovian on Xτ ;

(C3) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
paD(τ) \ paG(σ)

) ∣∣ bdG(σ) [P ].

The set of all LWF block-recursive G-Markovian P on X is denoted by Pb
LWF(G;X).

Proposition 3.1. Let G ≡ (V,E) be a CG. Then P ∈ Pb
LWF(G;X) if and only if P

satisfies the following single condition:

(C4) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
NdD(τ) \ clG(σ)

) ∣∣∣ bdG(σ) [P ].

Proof. Since clG(σ) = paG(σ)∪̇clGτ (σ) and bdG(σ) = paG(σ)∪̇nbG(σ) when σ ⊆ τ , C4
can be stated equivalently as follows:

(C4′) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
((

ndD(τ) \ paG(σ)
)
∪̇

(
τ \clGτ (σ)

)) ∣∣∣ paG(σ)∪̇nbG(σ) [P ],

where ndD(τ) = NdD(τ)\τ ⊇ paD(τ) ⊇ paG(τ). By Lemma 3.1, C2 can be stated in the
following equivalent form:

(C2′) ∀τ ∈ T ,∀σ ⊂ τ : σ ⊥⊥
(
τ \clGτ (σ)

) ∣∣ paD(τ)∪̇nbG(σ) [P ].

Because τ = σ∪̇nbG(σ)∪̇(τ \clGτ (σ)), C1 implies that ∀τ ∈ T ,∀σ ⊆ τ ,

σ ⊥⊥
(
ndD(τ) \ paD(τ)

) ∣∣ (
τ \clGτ

(σ)
)
∪̇paD(τ)∪̇nbG(σ) [P ],

which combines with C2′ via (3.1) to yield the following condition:

(C5) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
((

ndD(τ) \ paD(τ)
)
∪̇

(
τ \clGτ (σ)

)) ∣∣∣ paD(τ)∪̇nbG(σ) [P ],

Because
paD(τ)∪̇nbG(σ) =

(
paD(τ) \ paG(σ)

)
∪̇bdG(σ),

C3 and C5 combine via (3.1) to yield C4′, hence C4.
Conversely, set σ = τ in C4′ and note that paD(τ) ⊇ paG(τ) to obtain C1. Similarly,

C4 ≡ C4′ yields C2′ and C3. This completes the proof.

Remark 3.1. As shown in the proof of Proposition 3.1, conditions C1 and C2 ≡ C2′

together imply C5, while trivially C5 implies C2′, and C5 with σ = τ yields C1. Thus the
two conditions C3 and C5 also characterize Pb

LWF(G;X).

9 Note that T determines a coarser factorization of the product space X , i.e., X = ×(Xτ |τ ∈ T ).
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Definition 3.4. (The LWF global Markov property for chain graphs.) Let G ≡ (V,E) be a
CG. A probability measure P on X is said to be LWF global G-Markovian if A ⊥⊥ B | S [P ]
whenever S separates A and B in G(A∪̇B∪̇S)m. The set of all LWF global G-Markovian
P on X is denoted by Pg

LWF(G;X).

If G is an ADG, Lauritzen et al (1990) showed that its local and LWF global Markov
properties are equivalent; trivially its LWF block-recursive and LWF global Markov prop-
erties coincide in this case. If G is a UG, Frydenberg (1990, p.339) noted that its global and
LWF global Markov properties are equivalent; its LWF block-recursive and LWF global
Markov properties also coincide, both being equivalent to the mutual independence of its
connected components and the global G-Markov property within each connected compo-
nent. Theorem 3.1 states that the LWF block-recursive and LWF global Markov properties
are equivalent for general CGs; also see Theorem 2 of Buntine (1995).

Theorem 3.1. Let G ≡ (V,E) be a chain graph. Then

(i) Pg
LWF(G;X) ⊆ Pb

LWF(G;X) ∀X;

(ii) Pb
LWF(G;X) ⊆ Pg

LWF(G;X) ∀X.

Therefore Pb
LWF(G;X) = Pg

LWF(G;X) =: PLWF(G;X) ∀X.

Proof. See Appendix A.

For a general CG G ≡ (V,E), let P l
LWF(G;X) and Pp

LWF(G;X) denote the sets of
all LWF local and pairwise G-Markovian distributions P on X, respectively, defined by
Frydenberg (1990, §3) as follows: P is LWF local G-Markovian if

(3.3) v ⊥⊥
(
NdD(τ(v)) \ clG(v)

) ∣∣∣ bdG(v) [P ] ∀v ∈ V

(i.e., if P satisfies C4 for all singletons σ = {v}), while P is LWF pairwise G-Markovian if

(3.4) v ⊥⊥ w
∣∣∣ NdD(τ(v)) \ {v, w} [P ]

for all pairs v, w ∈ V such that v 
···w in G and w ∈ NdD(τ(v)). Frydenberg showed that

Pg
LWF(G;X) ⊆ P l

LWF(G;X) ⊆ Pp
LWF(G;X),(3.5)

Pg
LWF(G;X) ∩ C(X) = P l

LWF(G;X) ∩ C(X) = Pp
LWF(G;X) ∩ C(X),(3.6)

where C(X) is the class of all distributions P on X that satisfy the following condition:

(CI5) A ⊥⊥ B | C∪̇D [P ] and A ⊥⊥ C | B∪̇D [P ] ⇒ A ⊥⊥ (B∪̇C) | D [P ]

whenever A,B,C,D are pairwise disjoint subsets of V . Condition CI5 is satisfied whenever
P has a positive joint probability density function on X with respect to some product of
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σ-finite measures, but CI5 also holds for more general distributions - cf. [AMP] (1997a,
Remark 3.3).

4. An Alternative Markov Property for Chain Graphs.

When applied to the CG in Figure 1.1, condition C1 reduces to 1 ⊥⊥ 2, C2 is vacuous,
while C3 yields the first two LWF Markov conditions in (1.1). In order to obtain instead
the first two AMP Markov conditions in (1.2), we need only modify C3 by deleting the
subset nbG(σ) from the conditioning set bdG(σ) ≡ paG(σ)∪̇nbG(σ), as follows:

(C3*) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
paD(τ) \ paG(σ)

)
| paG(σ) [P ].

Conditions C1, C2, and C3* constitute an alternative block-recursive Markov property
for CGs which, unlike the LWF property, can be represented by a block-recursive normal
linear system - see (1.3) and (5.6).

Definition 4.1. (The AMP block-recursive Markov property for chain graphs.) Let
G ≡ (V,E) be a CG. A probability measure P on X is said to be AMP block-recursive
G-Markovian if P satisfies conditions C1, C2, and C3*. The set of all AMP block-recursive
G-Markovian P on X is denoted by Pb

AMP(G;X).

Unlike condition C4 which characterizes Pb
LWF(G;X), there does not appear to be a

single condition that characterizes Pb
AMP(G;X). As noted in Remark 3.1, C1 and C2 ≡ C2′

together are equivalent to C5, so the two conditions C3* and C5 characterize Pb
AMP(G;X).

Next, C3* (set σ = τ) and C5 combine to yield

(C6) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
((

ndD(τ) \ paG(τ)
)
∪̇

(
τ \clGτ (σ)

)) ∣∣∣ paG(τ)∪̇nbG(σ) [P ].

Conversely, set σ = τ in C6 to obtain C1, while C6 directly implies C2′. Thus the two
conditions C3* and C6 also characterize Pb

AMP(G;X). (Note that C4 ⇒ C6 ⇒ C5.)
The next lemma is convenient for the proof of Theorem 4.2 below, for the proof of

Theorem 4.1 given in Appendix A, and for the proof of Proposition B.1 in Appendix B.

Lemma 4.1. Let G be a chain graph and P a probability measure on X. Then P ∈
Pb

AMP(G;X) if and only if P satisfies the following two conditions with respect to G:

(C7) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
τ \clGτ (σ)

) ∣∣ paG(τ)∪̇nbG(σ) [P ];

(C8) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
ndD(τ) \ paG(σ)

) ∣∣ paG(σ) [P ].

Proof. We have seen that P ∈ Pb
AMP(G;X) iff P satisfies C3* and C6. Trivially, C6

implies C7. Now set σ = τ in C6 to see that ∀τ ∈ T ,∀σ ⊆ τ ,

σ ⊥⊥
(
ndD(τ) \ paG(τ)

) ∣∣ (
paG(τ) \paG(σ)

)
∪̇paG(σ) [P ],

while C3* implies that ∀τ ∈ T ,∀σ ⊆ τ ,

σ ⊥⊥
(
paG(τ) \paG(σ)

) ∣∣ paG(σ) [P ].
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These two relations combine via (3.1) to yield C8.
Conversely, C8 implies C3*. Set σ = τ in C8 to see that ∀τ ∈ T ,∀σ ⊆ τ ,

σ∪̇nbG(σ)∪̇
(
τ \clGτ (σ)

)
⊥⊥

(
ndD(τ) \ paG(τ)

) ∣∣ paG(τ) [P ],

hence
σ ⊥⊥

(
ndD(τ) \ paG(τ)

) ∣∣ paG(τ)∪̇nbG(σ)∪̇
(
τ \clGτ

(σ)
)
[P ].

This combines with C7 to yield C6.

Definition 4.2. (The AMP global Markov property for chain graphs.) LetG ≡ (V,E) be a
CG. A probability measure P on X is said to be AMP global G-Markovian if A ⊥⊥ B | S [P ]
whenever S separates A and B in G[A∪̇B∪̇S]a. The set of all AMP global G-Markovian
P on X is denoted by Pg

AMP(G;X).

The AMP block-recursive and AMP global Markov properties are also equivalent:

Theorem 4.1. Let G ≡ (V,E) be a chain graph. Then

(i) Pg
AMP(G;X) ⊆ Pb

AMP(G;X) ∀X;

(ii) Pb
AMP(G;X) ⊆ Pg

AMP(G;X) ∀X.

Therefore Pb
AMP(G;X) = Pg

AMP(G;X) =: PAMP(G;X) ∀X.

Proof. See Appendix A.

As noted in Section 3, Frydenberg (1990) introduced LWF local and pairwise Markov
properties for CGs that are successively weaker than the LWF global property, and showed
the equivalence of all three LWF Markov properties under assumption CI5. We now intro-
duce analogous AMP local and (two) pairwise Markov properties for CGs, then examine
their relation to the AMP global property. Although our first AMP pairwise property
is equivalent to our AMP local property under CI5, an additional assumption (CI5*) is
needed for the AMP local property to be equivalent to the AMP global property. For this
reason our AMP local and pairwise Markov properties should not be considered definitive,
but we do utilize them in our proofs of Theorems 4.3, 6.1 and 6.2 on Markov equivalence.

Definition 4.3. (An AMP local Markov property for chain graphs.) Let G ≡ (V,E)
be a CG and let D = D(G). A probability measure P on X is said to be AMP local
G-Markovian if P satisfies the following two conditions:

(L1) ∀v ∈ V : v ⊥⊥
(
τ(v)\clGτ(v)(v)

) ∣∣ ndD(τ(v))∪̇nbGτ(v)(v) [P ];

(L2) ∀v ∈ V : v ⊥⊥
(
ndD(τ(v))\paG(v)

) ∣∣ paG(v) [P ].

The set of all AMP local G-Markovian P on X is denoted by P l
AMP(G;X).
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Definition 4.4. (Two AMP pairwise Markov properties for chain graphs.) Let G ≡ (V,E)
be a CG and let D = D(G). A probability measure P on X is said to be AMP pairwise
(pairwise′) G-Markovian if P satisfies the following conditions P1 and P2 (P1′ and P2′):

(P1) ∀v ∈ V, ∀w ∈ τ(v)\clGτ(v)(v) : v ⊥⊥ w
∣∣ ndD(τ(v))∪̇

(
τ(v)\{v, w}

)
[P ];

(P2) ∀v ∈ V, ∀w ∈ ndD(τ(v))\paG(v) : v ⊥⊥ w
∣∣ ndD(τ(v))\{w} [P ].

(P1′) ∀v ∈ V, ∀w ∈ τ(v)\clGτ(v)(v) : v ⊥⊥ w
∣∣ ndD(τ(v))∪̇nbGτ(v)(v) [P ];

(P2′) ∀v ∈ V, ∀w ∈ ndD(τ(v))\paG(v) : v ⊥⊥ w
∣∣ paG(v) [P ].

The set of all AMP pairwise (pairwise′) G-Markovian P on X is denoted by Pp
AMP(G;X)

(Pp′

AMP(G;X)).

If G is a connected UG (arbitrary ADG) then L2, P2, and P2′ (L1, P1, and P1′) are
vacuous while L1 and P1 (L2 and P2) reduce to the local and pairwise Markov properties
for UGs (ADGs) (cf. Lauritzen (1996)). If G is the CG in Figure 4.1 then L1, P1, and
P1′ are vacuous while L2, P2, and P2′ each reduce to the two CIs a ⊥⊥ c|b and a ⊥⊥ d|b.
Note that these do not imply the AMP global Markov property a ⊥⊥ cd|b for G, even if
CI5 is assumed; instead, the less generally applicable assumption CI5* (below) is needed.
By contrast, the LWF local (3.3) and pairwise (3.4) Markov properties for G both reduce
to the two CIs a ⊥⊥ c|bd and a ⊥⊥ d|bc, which do imply the LWF (≡ AMP, by Theorem
4.3) global Markov property a ⊥⊥ cd|b if CI5 is assumed.

b

c

d

a

Figure 4.1.

Let C∗(X) be the set of probabilities P on X that satisfy the following condition:

(CI5∗) A ⊥⊥ B | D [P ] and A ⊥⊥ C | D [P ] ⇒ A ⊥⊥ (B∪̇C) | D [P ]

whenever A,B,C,D are pairwise disjoint subsets of V . As noted by Kauermann (1996, pp.
107-8), unlike CI5, CI5* need not hold even if P has a positive joint probability density
function on X with respect to some product measure, but CI5* does hold for normal
distributions. Let C∗∗(X) := C(X) ∩ C∗(X).
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Theorem 4.2. Let G ≡ (V,E) be a chain graph. Then

(i) Pg
AMP(G;X) ⊆ P l

AMP(G;X) ⊆ Pp
AMP(G;X) ∩ Pp′

AMP(G;X) ∀X;

(ii) P l
AMP(G;X) ∩ C(X) = Pp

AMP(G;X) ∩ C(X) ∀X.

(iii) P l
AMP(G;X) ∩ C∗(X) = Pp′

AMP(G;X) ∩ C∗(X) ∀X.

(iv) Pg
AMP(G;X) ∩ C∗∗(X) = P l

AMP(G;X) ∩ C∗∗(X) ∀X.

Therefore
Pg

AMP(G;X) ∩ C∗∗(X) = P l
AMP(G;X) ∩ C∗∗(X)

= Pp
AMP(G;X) ∩ C∗∗(X) = Pp′

AMP(G;X) ∩ C∗∗(X) ∀X.

Proof. (i) If P ∈ Pg
AMP(G;X) then P satisfies conditions C6 and C8 (by Theorem 4.1

and Lemma 4.1). Set σ = {v} and τ = τ(v) in C6 and C8 to obtain L1 (by (3.1)) and L2,
respectively, so the first inclusion in (i) holds. Since L1 implies P1 and P1′ and L2 implies
P2 and P2′ by (3.1), the second inclusion is immediate.

(ii) If P ∈ Pp
AMP(G;X) ∩ C(X) then P satisfies P1, P2, and CI5. Because CI5 is

inherited under conditioning, for any v ∈ V the conditional distribution Pτ(v)|ndD(τ(v)) on
Xτ(v) satisfies CI5 and is pairwise Gτ(v)-Markovian by P1, hence is local Gτ(v)-Markovian
(equivalently, P satisfies L1) by the equivalence of the pairwise and local Markov properties
under CI5 for UGs (cf. Lauritzen (1996)).

Next, let {w1, . . . , wn} be an enumeration of the vertices in ndD(τ(v))\paG(v). Then
P2 implies

v ⊥⊥ w1

∣∣ {w2, w3, . . . , wn}∪̇paG(v) [P ],

v ⊥⊥ w2

∣∣ {w1, w3, . . . , wn}∪̇paG(v) [P ],

hence by CI5,
v ⊥⊥ (w1, w2)

∣∣ {w3, . . . , wn}∪̇paG(v) [P ].

Continue this procedure to obtain L2. Thus P ∈ P l
AMP(G;X) ∩ C(X).

(iii) The implications P1′ ⇒ L1 and P2′ ⇒ L2 are obtained by repeated application
of CI5*.

(iv) If P ∈ P l
AMP(G;X) ∩ C∗∗(X) then P satisfies L1, L2, CI5, and CI5*. To show

that P ∈ Pg
AMP(G;X), by Lemma 4.1 it suffices to show that P satisfies C7 and C8.

For τ ∈ T (G), the conditional distribution Pτ |ndD(τ) on Xτ satisfies CI5 and is local Gτ -
Markovian by L1, hence is global Gτ -Markovian by the equivalence of the local and global
Markov properties under CI5 for UGs (cf. Lauritzen (1996)). Therefore P satisfies

(C7′) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
τ \clGτ (σ)

) ∣∣ ndD(τ)∪̇nbGτ (σ) [P ].

For τ ∈ T (G) and σ ⊆ τ , enumerate the vertices of σ as {v1, . . . , vm}. Because
paG(v1) ∪ paG(v2) = paG({v1, v2}), it follows from L2 (by (3.1)) that

v1 ⊥⊥
(
ndD(τ)\paG({v1, v2})

) ∣∣ paG({v1, v2}) [P ],

v2 ⊥⊥
(
ndD(τ)\paG({v1, v2})

) ∣∣ paG({v1, v2}) [P ],
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hence by CI5*,

{v1, v2} ⊥⊥
(
ndD(τ)\paG({v1, v2})

) ∣∣ paG({v1, v2}) [P ].

Continue this procedure to obtain C8. Now set σ = τ in C8 to obtain

τ ⊥⊥
(
ndD(τ) \ paG(τ)

) ∣∣ paG(τ) [P ],

hence by (3.1),
σ ⊥⊥

(
ndD(τ) \ paG(τ)

) ∣∣ paG(τ)∪̇nbGτ
(σ) [P ].

Since ndD(τ) = (ndD(τ) \ paG(τ))∪̇paG(τ), this combines with C7′ by (3.1) to yield C6,
which in turn yields C7. This completes the proof.

The following lemma will be used in the proofs of Theorems 4.3, 6.1, and 6.2.

Lemma 4.2. Let G ≡ (V,E) be a chain graph. For any subset A ⊆ V let PA be a
probability distribution on XA, and for each v ∈ V \A let Pv be a probability distribution on
Xv. Let P be the product probability measure on X defined by P := PA×

(
×(Pv|v ∈ V\A)

)
,

so that under P , XA and (Xv|v ∈ V \A) are mutually independent. Then

(i) PA ∈ PLWF(GA;XA) ⇒ P ∈ PLWF(G;X);

(ii) PA ∈ PAMP(GA;XA) ⇒ P ∈ PAMP(G;X).

Proof. By the definition of the LWF global Markov property, to prove (i) it suffices
to show that B ⊥⊥ C | S [P ] whenever B,C, S are disjoint subsets of V such that S
separates B and C in G(B∪̇C∪̇S)m. Let BA := B ∩ A, CA := C ∩ A, SA := S ∩ A.
Since XA and (Xv|v ∈ V \A) are mutually independent under P , it suffices to show
that BA ⊥⊥ CA | SA [PA], hence it suffices to show that SA separates BA and CA in
GA(BA∪̇CA∪̇SA)m. But this follows from the assumed separation of B and C by S in
G(B∪̇C∪̇S)m ⊇ GA(BA∪̇CA∪̇SA)m (cf. (2.2)). The proof of (ii) is analogous, using (2.3).

For UGs and ADGs the LWF and AMP global Markov properties coincide, since

G(A∪̇B∪̇S)m = G[A∪̇B∪̇S]a = GCo(A∪̇B∪̇S)

if G is a UG and

G(A∪̇B∪̇S)m = G[A∪̇B∪̇S]a = (GAn(A∪̇B∪̇S))
m

if G is an ADG. The simplest CG for which the LWF and AMP global Markov properties
differ is the graph a→ c—b consisting of the flag [a, b; c] alone. The LWF global Markov
property for this graph is a ⊥⊥ b | c, while the AMP global Markov property is a ⊥⊥ b.
The non-occurrence of a flag is necessary and sufficient for these two Markov properties to
coincide.
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Theorem 4.3. Let G ≡ (V,E) be a chain graph.

(i) If G has no flags, then PLWF(G;X) = PAMP(G;X) ∀X.

(ii) If G has at least one flag, then for every X such that Xv admits a non-degenerate
probability measure for each v ∈ V ,

(
PLWF(G;X) ∩ C(X)

)
\ PAMP(G;X) 
= ∅,(4.1) (

PAMP(G;X) ∩ C(X)
)
\ PLWF(G;X) 
= ∅.(4.2)

Proof. Recall that PLWF(G;X) is characterized by C4′ and PAMP(G;X) by C3* and C5
or, equivalently, by C3* and C6.

(i) If G has no flags, then, since each τ ∈ T (G) is connected in G, paG(σ) = paG(τ)
whenever ∅ 
= σ ⊆ τ . Thus C4′ and C6 are identical in this case, so PAMP(G;X) ⊆
PLWF(G;X). Furthermore, by applying C4′ with σ = τ we obtain C3* in this case, while
C4′ implies C5 for any G, hence PLWF(G;X) ⊆ PAMP(G;X).

(ii) Assume that the flag [a, b; c] occurs in G. If Xa,Xb,Xc each admit non-degenerate
probability distributions, we can construct two probability measures P, P ∗ ∈ C(X) such
that Xa, Xb, and Xc are nondegenerate Bernoulli random variables under P and P ∗,
Xa ⊥⊥ Xb | Xc [P ] but Xa /⊥⊥Xb [P ], Xa ⊥⊥ Xb [P ∗] but Xa /⊥⊥Xb | Xc [P ∗], and (Xv|v ∈
V \A) = constant [P ], [P ∗]. By Lemma 4.2 with A = {a, b, c}, P ∈ PLWF(G;X) and
P ∗ ∈ PAMP(G;X). Since a /⊥⊥b [P ], P fails to satisfy condition P2 for (v, w) = (b, a), so
P /∈ Pp

AMP(G;X), hence P /∈ PAMP(G;X) by Theorem 4.2(i). Similarly, a /⊥⊥b|c [P ∗] so P ∗

fails to satisfy (3.4) for (v, w) = (b, a), so P ∗ /∈ Pp
LWF(G;X), hence P ∗ /∈ PLWF(G;X) by

(3.5).

Example 4.1. The CG G := a→b—c—d has one flag. By applying (3.1), it can be shown
that PLWF(G;X) is determined by the conditions (a, b) ⊥⊥ d | c and a ⊥⊥ (c, d) | b and
PAMP(G;X) by the conditions (a, b) ⊥⊥ d | c and a ⊥⊥ (c, d).

Example 4.2. The CG G in Figure 2.7a consisting of the 3-biflag [a; b, d, c] has two
flags. By applying (3.1), it can be shown that PLWF(G;X) is determined by the conditions
b ⊥⊥ c | a, d and a ⊥⊥ (b, c) | d, while PAMP(G;X) is determined by the conditions
b ⊥⊥ c | a, d and a ⊥⊥ (b, c). In fact, by Theorem 6.2(i), there exists no CG G̃ such
that PAMP(G;X) = PLWF(G̃;X), but there does exist a CG G̃ such that PLWF(G;X) =
PAMP(G̃;X). (Take G̃ = G∨.)

Remark 4.1. If D is an ADG and D∗ the associated essential graph that represents the
ADG Markov equivalence class [D] (cf. Section 7), then D∗ is a CG that has no flags
([AMP] (1997b), Theorem 4.1). Thus by Theorem 4.3, PAMP(D∗;X) = PLWF(D∗;X) ∀X.

If P belongs to either PLWF(G;X) or PAMP(G;X) and also admits a probability
density function f with respect to some σ-finite product measure on X, then by C1, f
admits the recursive factorization (cf. Lauritzen et al (1990))

(4.3) f(x) =
∏(

f(xτ |xpaD(τ)) | τ ∈ T
)
, x ∈ X.
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If f is positive and P ∈ PLWF(G;X), Frydenberg (1990, Theorem 4.1(iii)) notes that each
conditional density in (4.3) factors further into a product of “potentials” (not necessarily
densities) indexed by the cliques of (Gcl(τ))m. If P ∈ PAMP(G;X), however, no such further
factorization appears to hold in general. Nonetheless, at least under the assumption of
multivariate normality, statistical inference for an AMP model is straightforward, as will
be shown in Section 5.

5. The AMP Markov Property for Multivariate Normal Distributions.

In this section we set Xv = R for v ∈ V , so X = RV . For any CG G ≡ (V,E), define

(5.1) NV (0, G) := NV (0) ∩ PAMP(G;RV ),

where NV (0) := (NV (0,Σ) | Σ ∈ P(V )), NV (0,Σ) is the normal distribution on RV with
mean 0 and covariance matrix Σ, and P(V ) is the set of all V ×V real positive definite
symmetric matrices. If X ∼ P ∈ NV (0, G), (4.3) implies that the joint distribution of X ≡
(Xv|v ∈ V ) is determined by the family of conditional distributions

(
Xτ |XpaD(τ)

∣∣ τ ∈ T )
,

where D = D(G) and T = T (G). By normality, each of these conditional distributions has
the form of a multivariate linear regression model:

(5.2) Xτ |XpaD(τ) ∼ Nτ (βτXpaD(τ),Λτ ),

where Λτ is the (nonsingular) τ×τ conditional covariance matrix of Xτ given XpaD(τ) and
βτ is the τ×paD(τ) matrix of regression coefficients.

Conditions C2 and C3* now impose additional restrictions on Λτ and βτ , as follows.
By (5.2), C2 is equivalent to the restriction Λτ ∈ P(Gτ ), the set of all τ×τ positive definite
real matrices such that Nτ (0,Λτ ) is global Gτ -Markovian. By normality, this is equivalent
to the following condition:

u, v ∈ τ, u, v not adjacent in Gτ ⇒ (Λ−1
τ )uv = 0, (5.3)

that is, Λτ satisfies the covariance selection model (Dempster (1972), Lauritzen (1996,
Section 5.2)) determined by the UG Gτ . Also by (5.2), C3* is equivalent to the restriction
βτ ∈ Bτ (G), where Bτ (G) is the set of all βτ that satisfy the following condition:

(5.3) u, v ∈ τ, u, v not adjacent in Gτ ⇒ (Λ−1
τ )uv = 0,

that is, Λτ satisfies the covariance selection model (Dempster (1972)) determined by the
UG Gτ . Also by normality, C3* is equivalent to the restriction βτ ∈ Bτ (G), where Bτ (G)
is the set of all βτ that satisfy the following condition:

(5.4) u ∈ τ, v ∈ paD(τ) \ paG(u) ⇒ (βτ )uv = 0.

Since this is a linear restriction, the conditional distribution (5.2) retains the form of a
multivariate linear regression model,10 in fact, a generalized seemingly unrelated regressions
(SUR) model, cf. Zellner (1962).

10 It is important to note that (5.3) and (5.4) impose constraints on Λτ and βτ separately. If, in

(5.1), “PAMP ” is replaced by “PLWF ”, then (5.2) and (5.3) remain unchanged, but in (5.4), βτ must

be replaced by Λ−1
τ βτ , which, together with Λ−1

τ , comprise the natural parameters for the multivariate

normal exponential family.
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Thus, the likelihood function (LF) of the normal AMP CG model NV (0, G) factors
according to (5.2) into the product of the LFs of generalized SUR models with covariance
selection restrictions. The parameter space

P(G) := {Σ ∈ P(V ) | NV (0,Σ) ∈ NV (0, G)}

of the model NV (0, G) factors into the product of the corresponding parameter spaces
according to the bijective mapping

(5.5)
P(G) → ×

(
P(Gτ )×Bτ (G)

∣∣ τ ∈ T )
Σ (→

(
(Λτ , βτ )

∣∣ τ ∈ T )
.

The family of matrices
(
(Λτ , βτ )

∣∣ τ ∈ T )
is called the family of G-parameters of Σ.

The maximum likelihood estimate (MLE) of Σ is obtained by first calculating the
MLEs of its G-parameters (requiring iterative methods for generalized SUR and covariance
selection models), then using these to reconstruct the MLE of Σ. The estimation of Λτ

may be somewhat simplified by noting that, by C3*, Λτ is also the conditional covariance
matrix of Xτ given XpaG(τ).

Remark 5.1. The preceding discussion shows that in general it is the AMP, rather than
the LWF, block-recursive Markov property for a CG G that is satisfied by the following
block-recursive normal linear system naturally associated with G:

(5.6) Xτ = βτXpaD(τ) + ετ , τ ∈ T .

Here ετ ∼ Nτ (0,Λτ ), Λτ ∈ P(Gτ ), βτ ∈ Bτ (G), and the ετ are mutually independent. The
model (5.6) is a CW concentration regression CG model ([CW] (1993, 1996)). See Spirtes
(1995) and Koster (1996) for related results.

6. Markov Equivalence of Chain Graphs.

An interesting, although complicating, feature of ADG models and CG models is the
possible non-uniqueness of the graph associated with the model. Unlike UGs, two or more
ADGs or CGs may determine the same Markov model. For example, the three ADGs
a→c→b, a←c←b, and a←c→b each specify one Markov condition: a ⊥⊥ b | c. This non-
uniqueness can lead to computational inefficiency in model selection and to inappropriate
specification of prior distributions in Bayesian model averaging (Madigan et al (1996)).

Two CGs G1 = (V,E1) and G2 = (V,E2) with the same vertex set V are called LWF
(resp., AMP) Markov equivalent if PLWF(G1;X) = PLWF(G2;X) (resp., PAMP(G1;X) =
PAMP(G2;X)) for every product space X indexed by V . Theorem 4.3 implies that the
two notions of Markov equivalence coincide for UGs and for ADGs. Verma and Pearl
(1992) proved that two ADGs are Markov equivalent iff they have the same skeleton and
same immoralities. Frydenberg (1990) and [AMP] (1997a) showed that two CGs are LWF
Markov equivalent iff they have the same skeleton and same complexes. Theorem 6.1 below
shows that two CGs are AMP Markov equivalent iff they have the same skeleton and same
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triplexes. (The proof is given in Appendix B.) Thus, the condition for AMP Markov
equivalence of CGs more closely resembles that for ADG Markov equivalence than does
the condition for LWF Markov equivalence of CGs, in the sense that both immoralities
and triplexes involve only three vertices, while complexes can involve arbitrarily many
vertices. This in turn suggests that determining AMP Markov equivalence may require
lesser computational complexity than does LWF Markov equivalence.

Theorem 6.1. Two chain graphs G1 ≡ (V,E1) and G2 ≡ (V,E2) with the same vertex
set V are AMP Markov equivalent iff they have the same skeleton and the same triplexes.

[AMP] (1997a) give necessary and sufficient conditions for a CG G to be LWF Markov
equivalent to some UG, to some ADG, or to some decomposable (≡ chordal) UG. Theorem
6.1 can be applied to obtain parallel conditions for the AMP Markov equivalences of G.
In particular, if G is determined to be Markov equivalent to an ADG, the analysis of the
statistical model determined by G is substantially simplified.

We write G1
A∼ G2 (G1

L∼ G2) to indicate that the CGs G1 and G2 are AMP (LWF)
Markov equivalent. Proposition 6.1 follows directly from Theorem 6.1 and in turn implies
Proposition 6.3. The proofs of Propositions 6.2 and 6.4 are presented in Appendix B. [The
parallel results regarding LWF Markov equivalence appear in [AMP] (1997a).]

Proposition 6.1. Let G be a chain graph. Conditions (1), (1′), and (1′′) are equivalent:

(1) G
A∼ some (unique) UG.

∣∣ G
L∼ some (unique) UG.

(1′) G has no triplexes.
∣∣ G has no complexes.

(1′′) G A∼ G∨.
∣∣ G

L∼ G∨.

Proposition 6.2. Let G be a chain graph. Conditions (2) and (2′) are equivalent:

(2) G
A∼ some ADG.

∣∣ G
L∼ some ADG.

(2′) Gτ is chordal ∀τ ∈ T (G)
∣∣ (
Gcl(τ)

)m is chordal ∀τ ∈ T (G).
and G has no biflags.

Remark 6.1. (An AMP - LWF Duality.) For a ∈ V and τ ∈ T (G), define chτ (a) :=
ch(a)∩ τ and chτ (a) := τ \ chτ (a). The following is an equivalent but more explicit version
of condition (2′).

(2′′) For every chain component τ ∈ T (G):
(a) Gτ is chordal;
(b) for every a ∈ bd(τ) and every non-adjacent pair c, d ∈ chτ (a), chτ (a)\{c, d} separates

c and d in Gτ (in particular, chτ (a) \ {c, d} must be nonempty); and
(c) for every distinct pair a, b ∈ bd(τ) and every pair c ∈ chτ (b)\chτ (a), d ∈ chτ (a)\chτ (b),

[chτ (a)∪chτ (b)]\{c, d} separates c and d in Gτ (in particular, [chτ (a)∪chτ (b)]\{c, d}
must be nonempty and c, d must be non-adjacent).
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Now note that by simply replacing “chτ” by “chτ” throughout (b) and (c), (2′′) becomes
the necessary and sufficient condition that G L∼ some ADG - see Remark 4.2 of [AMP]
(1997a). This implies that

G
A∼ some ADG ⇐⇒ G

L∼ some ADG,

where G is the CG derived from G as follows: for each τ ∈ T (G) and each a such that
chτ (a) and chτ (a) are nonempty, reverse the roles of chτ (a) and chτ (a), that is, delete all
arrows from a to the vertices in chτ (a) and insert arrows from a to all vertices in chτ (a).
(Clearly T (G) = T (G) and D(G) = D(G), so G is adicyclic.) Since G = G, also G L∼ some
ADG iff G A∼ some ADG. Finally, note that G = G iff G has no flags, which is exactly the
condition that the AMP and LWF Markov properties for G coincide (Theorem 4.3).

Proposition 6.3. Let G be a chain graph. Conditions (3), (3′), and (3′′) are equivalent:

(3) G
A∼ some (unique) chordal UG.

∣∣ G
L∼ some (unique) chordal UG.

(3′) G∨ is chordal and G has no triplexes.
∣∣ G∨ is chordal and G has no complexes.

(3′′) G∨ is chordal and G A∼ G∨.
∣∣ G∨ is chordal and G L∼ G∨.

Proposition 6.4. Let G be a chain graph. Conditions (3′) and (4) are equivalent:
(3′) G∨ is chordal and G has no triplexes.

∣∣ G∨ is chordal and G has no complexes.

(4) Gτ is chordal ∀τ ∈ T (G)
∣∣ (

Gcl(τ)

)m is chordal ∀τ ∈ T (G)
and G has no triplexes.

∣∣ and G has no immoralities.

Propositions 6.1 - 6.4 immediately yield the following corollary:

Corollary 6.1. Let G be a chain graph. Then G
A∼ (L∼) some UG and G

A∼ (L∼) some
ADG if and only if G A∼ (L∼) some decomposable (≡ chordal) UG, namely, G∨.

Remark 6.2. By Proposition 6.1 and Theorem 4.3, if G A∼ some UG then G has no flags
and PAMP(G;X) = PLWF(G;X) ∀X, hence G L∼ some UG. By Proposition 4.1 of [AMP]
(1997a), however, this is not necessarily true if A∼ and L∼ are interchanged. For example,
if G is the flag a→ b—c then G

L∼ a—b—c but G 
A∼ any UG with the same vertex set.
Similarly, by Proposition 6.2 above and Proposition 4.2 of [AMP] (1997a), G L∼ some ADG
need not imply that G A∼ some ADG, nor vice versa. For example, if G is the 3-biflag in
Figure 2.7a then G L∼ the ADG obtained from G by converting d—b to d→b and d—c to
d→c but G 
A∼ any ADG, while G A∼ the ADG obtained from G by these same conversions
but G 
L∼ any ADG. The first three sentences of this Remark remain valid with “UG”
replaced by “decomposable UG”.

We conclude this section by addressing the following crucial question: does the class
of AMP chain graph models actually include statistical models that cannot be represented
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as LWF chain graph models (and vice versa)? If the answer were “no” then the statistical
interest of the AMP Markov property would be lessened, but this is not the case.

By Theorem 4.3, if the CG G has at least one flag then PAMP(G;X) 
= PLWF(G;X)
for at least one X, but this does not exclude the possibility that there may exist some other
CG G̃ such that PAMP(G;X) = PLWF(G̃;X) ∀X. However, it follows from Theorem 6.2(i)
below that the necessary and sufficient condition for the non-existence of such G̃ is that
G has at least one biflag. Thus, for the CG G in Figure 1.1, the AMP conditions in (1.2)
do not coincide with the LWF conditions determined by any chain graph G̃. Similarly,
by Theorem 6.2(ii) the LWF conditions in (1.1) do not coincide with the AMP conditions
determined by any chain graph G̃. Theorem 6.2 is proved in Appendix B.

Theorem 6.2. Let G ≡ (V,E) be a chain graph.

(i) There exists a CG G̃ ≡ (V, Ẽ) such that PAMP(G;X) = PLWF(G̃;X) ∀X if and only if
G has no biflags.

(ii) There exists a CG G̃ ≡ (V, Ẽ) such that PLWF(G;X) = PAMP(G̃;X) ∀X only if G has
no multicomplexes.

Remark 6.3. The necessary condition in (ii) is not sufficient. Figure 6.1 gives examples
of chain graphs G that do not have multicomplexes but for which there exists no CG
G̃ ≡ (V, Ẽ) such that PLWF(G;X) = PAMP(G̃;X) ∀X. (This follows from Theorem 6.2(i).)

(d) (e) (f)

(a) (b) (c)

Figure 6.1.
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Corollary 6.2. Let G1 ≡ (V,E1) and G2 ≡ (V,E2) be chain graphs with the same vertex
set V . Then PAMP(G1;X) = PLWF(G2;X) ∀X if and only if the following three conditions
hold:

(i) G∨
1 = G∨

2 ;

(ii) G1 has no biflags;

(iii) G̃1 and G2 have the same complexes, where G̃1 is the CG obtained from G1 by
converting each flag [a, b; c] into an immorality (a, b; c).

Proof. “if”: As in the proof of Theorem 6.2(i) in Appendix B, the construction of G̃1

from G1 is unambiguous by (ii) and PAMP(G1;X) = PLWF(G̃1;X) ∀X. By (i) and (iii),
G̃1 and G2 are LWF Markov equivalent, hence PAMP(G1;X) = PLWF(G2;X) ∀X.

“only if”: Conditions (i) and (ii) follow from Proposition B.2 in Appendix B and
PAMP(G1;X) = PLWF(G̃1;X) ∀X as shown in the proof of Theorem 6.2(i). Thus G̃1 and
G2 are LWF Markov equivalent, hence have the same complexes.

The relations among the classes of graphical Markov models considered in this section
are illustrated in Figure 6.2. The ?? indicate that the sufficient condition for Theorem
6.2(ii) is currently unknown.

ADG models

Decomposable UG models
= ADG models with no immoralities

UG models

AMP = LWF CG models with no flags

AMP CG models with no biflags = LWF CG models with no multicomplexes and no ??

AMP CG models LWF CG models

At least
one biflag

At least one
multicomplex

or ??

Figure 6.2.
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7. Remarks and Extensions.

For an ADGD ≡ (V,E), let [D] denote the ADG Markov equivalence class determined
by D, that is, the set of all ADGs D′ ≡ (V,E′) such that D′ is Markov equivalent to D.
[AMP] (1997b) have shown that [D] can be uniquely represented by the essential graph

(7.1) D∗ := ∪{D′|D′ ∈ [D]},

the smallest graph larger than every D′ ∈ [D]. They show that D∗ is a chain graph such
that D∗ L∼ D and such that D∗ has no flags, hence D∗ A∼ D by Theorem 4.3. It is readily
seen that an arrow a→ b is essential, i.e., occurs in the essential graph D∗, iff it occurs
with the same orientation in every D′ ∈ [D]. Clearly both arrows in an immorality of D
are essential, but certain other arrows also may be essential – cf. [AMP] (1997b). (Pearl
and Verma (1991), Spirtes et al. (1993), and Chickering (1995) noted that, under certain
additional assumptions, the essential arrows may indicate causal influences. Madigan et
al. (1996) show that substantial computational efficiencies can be achieved in ADG model
selection and Bayesian model averaging by replacing the class of all ADGs by the smaller
but equivalent class of essential graphs.

The preceding ideas can be extended from ADG models to AMP chain graph models.
The AMP Markov equivalence class [G]AMP for a CG G is uniquely represented by the
essential graph G∗ defined as follows: G∗ has the same vertex set and skeleton as G, and
an arrow a→ b is essential, i.e., occurs in G∗, iff it occurs with the same orientation in at
least one G′ ∈ [G]AMP but with the opposite orientation in no G′′ ∈ [G]AMP . It can be
shown that if G A∼ D for some ADG D, then G∗ = D∗ as defined in (7.1).

Frydenberg (1990) demonstrated the existence of a unique largest (≡ maximal) CG
G∞ in the LWF Markov equivalence class [G]LWF . Trivially,

(7.2) G∞ = ∪{G′|G′ ∈ [G]LWF }.

Studený (1996, 1997) proposes that G∞ be used as a unique representative for [G]LWF .
Since G∞ is defined with respect to [G]LWF rather than [G]AMP , it need not reduce to
D∗ when G = D. For example, if G is the ADG shown in Figure 7.1, then G∗ = G but
G∞ replaces the essential arrow c→d by the line c—d. Similarly, for the second CG G in
Figure 7.1, two essential arrows are replaced by lines in G∞. Thus, if an essential arrow
does represent a causal relation, then the AMP essential graph G∗ may represent, more
completely than G∞, the set of causal relations determined by G.
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Figure 7.1. Two chain graphs G for which G = G∗ ⊂ G∞; the first is an ADG.

We remark that, unlike [G]LWF , the AMP Markov equivalence class [G]AMP need
not contain a unique maximal element, in particular, ∪{G′|G′ ∈ [G]AMP } need not be a
member of [G]AMP . For example, if G = a→b—c then [G]AMP consists of the three CGs
G, G′ := a—b← c and G′′ := a→ b← c ≡ G∗. Both G and G′ are maximal members
of [G]AMP , while G ∪ G′ ∪ G′′ ≡ G∞ = a—b—c /∈ [G]AMP . Similarly, [G]AMP need not
contain a unique minimal element: if G is an acyclic directed triangle, then G and all other
acyclic directed triangles with the same vertices are minimal members of [G]AMP .

As exemplified by the CG G ≡ a→ b—c and corresponding essential graph G∗ ≡
a→ b← c in the preceding paragraph, we see that the essential graph G∗ may be strictly
smaller than G, that is, may contain essential (= causal?) arrows that do not appear in
G itself (nor in G∞).11 More dramatically, even if G (and therefore G∞) is a completely
undirected graph, G∗ may possess essential (= causal?) arrows. (See the example in Figure
7.2.) It is of interest to characterize those CGs in which this phenomenon occurs and to
investigate its implications (if any) for causal inference.

a
d

c

b

e

a
d

c

b

e

G G*

Figure 7.2. A completely undirected chain graph G whose essential
graph G∗ contains a directed edge ≡ essential arrow.

Like the essential graph D∗ for an ADG D, the AMP essential graph G∗ for a CG
G will play a fundamental role for inference, model selection, and model averaging for

11 By contrast, if G = a→ b→ c or a← b→ c, then G∗ = a—b—c = G∞, so G∗ can also be

strictly larger than G.
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AMP CGs. For these purposes, in a subsequent paper we shall extend the results of
[AMP] (1997b) and Madigan et al. (1996) to AMP CGs, in particular extending their
characterization of essential graphs for ADGs to essential graphs for AMP CGs. This will
lead to polynomial-time algorithms for constructing G∗ from G and to irreducible Markov
chain Monte Carlo algorithms for model searches over the space of AMP essential graphs.

The standard computational method used to identify valid CIs in ADG models is
based on a pathwise separation criterion, called d-separation, introduced by Pearl (1988),
then elegantly applied by Geiger and Pearl (1988) to establish the completeness of the
global Markov property for ADGs (completeness guarantees that d-separation uncovers all
conditional independences implied by the ADG model). Bouckaert and Studený (1995) and
Studený and Bouckaert (1998) have generalized this to c-separation, a more complicated
criterion for identifying valid CIs in LWF CG models, then applied this to establish the
completeness of the LWF global Markov property for CGs. Madigan et al (1998) have
obtained a new pathwise separation criterion for AMP CG models that is simpler than c-
separation and more closely resembles the d-separation criterion, due again to the fact that
triplexes involve only triples whereas complexes can be of arbitrary length. By Remark
4.1, therefore, the simpler p-separation criterion can be used to determine the Markov
properties of the essential graph D∗ for any ADG D. Furthermore, p-separation can be
used to establish the completeness of the AMP global Markov property for CGs by an
argument similar to that of Geiger and Pearl (1988).

For learning and statistical analysis, chain graphs offer considerable expressive power.
Under either the LWF or AMP interpretation, CGs can represent many sets of conditional
independences that neither ADGs nor UGs alone can represent. As a consequence, CGs
encompass many standard statistical model classes (Wermuth and Lauritzen (1990)) and
certain neural networks (Buntine (1995)). We speculate that the AMP interpretation will
admit simpler Bayesian analysis of CG models than will the LWF interpretation, although
for both interpretations the formulation of appropriate hyper-Markov laws (Dawid and
Lauritzen (1993)) for non-decomposable models remains problematic.
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Appendix A: Proofs of Lemma 3.1, Theorem 3.1, and Theorem 4.1.

Throughout Appendices A and B, the union of pairwise disjoint subsets A, B, C, ...
of V often will be denoted by ABC · · · rather than by A∪̇B∪̇C · · ·.

Proof of Lemma 3.1. Because nbG(A) separates A and V \ clG(A) in G for any A ⊂ V ,
any global G-Markovian P satisfies (3.2). Conversely, suppose that P satisfies (3.2) and
that A,B, S are disjoint subsets of V , A,B 
= ∅, such that S separates A and B in G.
Define (see Figure A.1)

qA := {v ∈ V \(ABS) | ∃ a path in G between v and A that bypasses S},
qB := {v ∈ V \(ABS) | ∃ a path in G between v and B that bypasses S},
Ā := AqA, B̄ := BqB , qS := V \(ĀB̄S).

By the assumed separation of A and B by S, qA ∩ qB = ∅. Now apply (3.2) to Ā to obtain

(A.1) Ā ⊥⊥
(
V \clG(Ā)

) ∣∣ nbG(Ā) [P ].

But nbG(Ā) ⊆ S: otherwise, nbG(Ā) ∩ (B̄qS) 
= ∅, contradicting the separation of A and
B by S or the definition of qS . Therefore

V \clG(Ā) = B̄qS
(
S\nbG(Ā)

)
,

hence, by (3.1), (A.1) implies that

Ā ⊥⊥ B̄qS | S [P ].

Thus A ⊥⊥ B | S [P ], so P is global G-Markovian, as required.

V

A q
A

B q
B

S

q
S

Figure A.1.
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Proof of Theorem 3.1. (i) Pg
LWF(G;X) ⊆ Pb

LWF(G;X): By Proposition 3.1, it suffices
to show that if P is LWF global G-Markovian, then P satisfies C4. Thus, we must show
that for each τ ∈ T and σ ⊆ τ , bdG(σ) separates σ and NdD(τ) \ clG(σ) in Hm, where,
since clG(σ) = σ∪̇bdG(σ) and NdD(τ) is G-anterior,

H := G
(
NdD(τ)

)
= GNdD(τ).

Suppose that π is a path from σ to NdD(τ)\clG(σ) in the UGHm, so that π ⊆ NdD(τ).
Let s ∈ σ ∩ π be the last vertex of π that is also in σ, and let v ∈ π\σ be the next vertex
in π after s, so that s—v ∈ Hm. Thus, either (1) s←v ∈ H, (2) s—v ∈ H, (3) s→v ∈ H,
or (4) s 
···v in H but ∃ c1, . . . , ck ∈ NdD(τ) such that (s, v; c1, . . . , ck) is a k-complex in H.
In case (1), v ∈ paG(σ), while in case (2), v ∈ nbG(σ); in both cases π intersects bdG(σ),
as required. In case (3), v ∈ deG(τ) ⊆ deD(τ), while in case (4), c1 ∈ deG(τ) ⊆ deD(τ),
both impossible since deD(τ) ∩NdD(τ) = ∅.

(ii) Pb
LWF(G;X) ⊆ Pg

LWF(G;X): We must show that if P satisfies C4 ≡ C4′ w.r.t.
G, then P is LWF global G-Markovian. As in Frydenberg (1990, Lemma 3.2), the proof
proceeds by induction on |T | ≡ |T (G)|. If |T | = 1, then G is a (connected) UG and, by
Lemma 3.1, C4′ implies that P is global G-Markovian, hence is LWF global G-Markovian.
Now assume that the result is true whenever |T | < n, consider a CG G with |T | = n, and
assume that P satisfies C4 ≡ C4′ w.r.t. G. We assert that A ⊥⊥ B | S [P ] if S separates
A 
= ∅ and B 
= ∅ in Hm, where

H := G(ABS) = GAt(ABS).

Let τ be a terminal chain component of G, so that ndD(τ) = V \ τ . If (ABS)∩ τ = ∅,
the assertion follows from the induction hypothesis applied to G′ := GV \τ : verify that
G′(ABS) = G(ABS) ≡ H, so S separates A and B in G′(ABS)m, and that the marginal
distribution PV \τ satisfies C4′ w.r.t. G′. The latter follows from C4′ for G, from the
identities T (G′) = T (G) \ τ , D(G′) = (D(G))T (G)\τ , and

ndD(G′)(τ ′) = ndD(G)(τ ′) \ τ, ∀τ ′ ∈ T (G′),
(A.2) paG′(σ) = paG(σ), ∀τ ′ ∈ T (G′),∀σ ⊆ τ ′,

nbG′(σ) = nbG(σ), ∀τ ′ ∈ T (G′),∀σ ⊆ τ ′,

G′
τ ′ = Gτ ′ , ∀τ ′ ∈ T (G′),

the first two of which follow from the assumption that τ is terminal in G.
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If (ABS) ∩ τ 
= ∅, define (see Figure A.2):

A1 := A \ τ, A′
1 := A1 ∩ paG(τ), A′′

1 := A1\A′
1,

B1 := B \ τ, B′
1 := B1 ∩ paG(τ), B′′

1 := B1\B′
1,

S1 := S \ τ, S′
1 := S1 ∩ paG(τ), S′′

1 := S1\S′
1,

p := paG(τ)\(A1B1S1) ⊆ V \(τA1B1S1),
pA := {v ∈ p | ∃ a path in Hm between v and A that bypasses S},
pB := {v ∈ p | ∃ a path in Hm between v and B that bypasses S},
Ā1 := A1pA, B̄1 := B1pB , pS := p\(pApB),
A2 := A ∩ τ, B2 := B ∩ τ, S2 := S ∩ τ,
qA := {v ∈ τ \(A2B2S2) | ∃ a path in Hm between v and A that bypasses S},
qB := {v ∈ τ \(A2B2S2) | ∃ a path in Hm between v and B that bypasses S}
Ā2 := A2qA, B̄2 := B2qB , qS := τ \(Ā2B̄2S2).

Since S separates A and B in Hm, pA ∩ pB = qA ∩ qB = ∅. Furthermore, among the 15
possible pairs of sets formed from the 6 sets Ā1, B̄1, pS , Ā2, B̄2, qS , all except the 3 pairs
(Ā1, Ā2), (B̄1, B̄2), and (pS , qS) must be separated by S in Hm. Since paG(τ) is complete
in Hm, it follows that at most one of A′

1pA, B
′
1pB , and pS is nonempty.

τ

A q
A

B q
B

S

q
S

2

2

2

A1

S1

B1

pA

p

pB

pa G ( )τ

S

A''
1

S''
1

B''
1

A'
1

S'
1

B'
1

Figure A.2.

Consider first the case B′
1pB = pS = ∅. We shall establish the following three condi-

tional independences (omitting “[P ]” throughout):

Ā1 ⊥⊥ B′′
1 | S1,(A.3)

Ā2B̄2qSS2 ⊥⊥ B′′
1 | Ā1S1,(A.4)

B̄2qS ⊥⊥ Ā1B
′′
1 Ā2 | S1S2.(A.5)
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Then (A.3) and (A.4) yield
Ā1Ā2B̄2qSS2 ⊥⊥ B′′

1 | S1

via (3.1), which in turn implies

(A.6) Ā1Ā2 ⊥⊥ B′′
1 | S1S2.

But (A.5) implies
Ā1Ā2 ⊥⊥ B̄2qS | B′′

1S1S2,

which combines with (A.6) via (3.1) to yield

(A.7) Ā1Ā2 ⊥⊥ B′′
1 B̄2qS | S1S2.

Since B′
1 = ∅, A ⊥⊥ B | S as required.

Because PV \τ satisfies C4 w.r.t. G′ := GV \τ , the relation (A.3) will follow from the
induction hypothesis applied to G′ if it can be shown that (*) S1 separates Ā1 and B′′

1 in
G′(Ā1B

′′
1S1)m. Because τ is terminal in G and pA ⊆ p ⊆ AtG(ABS),

(A.8) G′(Ā1B
′′
1S1)m = G(Ā1B

′′
1S1)m ⊆ Hm.

Since S separates Ā1 and B′′
1 in Hm and AtG(Ā1B

′′
1S1) ∩ S2 = ∅, (*) follows from (A.8).

Next, since τ = Ā2B̄2qSS2, ndD(τ)\paG(τ) ⊇ A′′
1B

′′
1S

′′
1 , and paG(τ) = A′

1pAS
′
1, apply

C4′ with σ = τ to obtain

Ā2B̄2qSS2 ⊥⊥ A′′
1B

′′
1S

′′
1 | A′

1pAS
′
1,

which yields (A.4). Similarly, since paG(B̄2qS) ⊆ S′
1 and nbG(B̄2qS) ⊆ S2, apply C4′ with

σ = B̄2qS to obtain

B̄2qS ⊥⊥ Ā1B
′′
1S

′′
1

(
S′

1\paG(B̄2qS)
)
Ā2

(
S2\nbG(B̄2qS)

)
| paG(B̄2qS)∪̇nbG(B̄2qS),

which yields (A.5).
The proof for the second case A′

1pA = pS = ∅ is obtained from that for the first case
by interchanging “A” and “B”. The proof for the third case A′

1pA = B′
1pB = ∅ is obtained

from the first case by everywhere omitting qS and replacing Ā1 by A′′
1pS and A′

1pA by pS ,
noting that paG(τ) = pSS

′
1 and pS = p ⊆ AtG(ABS), eventually yielding the relation

(A.9) A′′
1pSĀ2 ⊥⊥ B′′

1 B̄2 | S1S2

in place of (A.7). Since A′
1 = B′

1 = ∅, A ⊥⊥ B | S as required.
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Proof of Theorem 4.1. (i) Pg
AMP(G;X) ⊆ Pb

AMP(G;X): By Lemma 4.1, it suffices to
show that if P is AMP global G-Markovian, then P satisfies C7 and C8.

Clearly C7 is trivial when σ = τ . To establish C7 when σ ⊂ τ , we must show that
paG(τ)∪̇nbG(σ) separates σ and τ \clGτ

(σ) in Ha, where, since AnG(clG(τ)) = AnG(τ),

H :=G[σ∪̇paG(τ)∪̇nbG(σ)∪̇(τ \clGτ
(σ))]

≡G[clG(τ)]
=G[τ ]
=GAnG(τ) ∪G∧

CoG(AnG(τ)).

Suppose that π is a path between σ and τ \clGτ
(σ) in Ha. Let s ∈ τ ∩ π be the last

vertex of π that is also in σ and let v ∈ π \σ be the next vertex in π after s, so that
s—v ∈ Ha. This implies that either (1) s← v ∈ H, (2) s—v ∈ H, (3) s→ v ∈ H, or (4)
s 
· · ·v in H but either ({s, v}, w) is a triplex in H for some w ∈ AnG(τ) or [s, v;w, y] is a
2-biflag in H for some w, y ∈ AnG(τ). In case (1), v ∈ paG(σ) ⊆ paG(τ), while in case (2),
v ∈ nbG(σ); in both cases the required separation holds. In case (3), v ∈ AnG(τ)∩deG(τ),
which contradicts the adicyclicity of G since Gτ is connected. In case (4), one of the four
configurations in Figure A.3 must occur as an induced subgraph of H. In the first, second,
and fourth configurations, w ∈ AnG(τ) ∩ deG(τ), again contradicting adicyclicity. In the
third, s—w ∈ H ⇒ w ∈ τ , hence v ∈ paG(τ) and the required separation again holds.

s w

v
(a)

s w

v
(b)

s w

v
(c)

s w

y
(d)

v

?

Figure A.3.

For C8, it suffices to show that for each τ ∈ T and σ ⊆ τ , paG(σ) separates σ and
ndD(τ)\paG(σ) inHa, whereH := G[σ∪̇ndD(τ)]. Since ndD(τ) isG-ancestral, G-coherent,
and contains anG(σ),

H = Gσ∪̇ndD(τ) ∪G∧
NdD(τ).

Suppose that π is a path from σ to ndD(τ) \ paG(σ) in Ha, so that π ⊆ NdD(τ). Let
s ∈ τ ∩ π be the last vertex of π that is also in τ , and let v ∈ π\τ be the next vertex
in π after s, so that s—v ∈ Ha. However, s—v /∈ H since s and v lie in different chain
components of G and therefore of H, while s→v /∈ H since v ∈ π ⊆ NdD(τ). Thus, either
(1) s←v ∈ H, or (2) s 
···v in H but either ({s, v}, w) is a triplex in H for some w ∈ NdD(τ)
or [s, v;w, y] is a 2-biflag in H for some w, y ∈ NdD(τ). In case (1), s ∈ (σ∪̇ndD(τ))∩τ ≡ σ
by the definition of H, so v ∈ paG(σ) ∩ π and the required separation holds. In case (2),
one of the four configurations in Figure A.3 must occur as an induced subgraph of H.
The first, second, and fourth configurations are impossible since w ∈ NdD(τ). In the third
configuration, v→ w ∈ H ⇒ w ∈ σ∪̇ndD(τ) and s—w ∈ H ⇒ w ∈ τ , hence w ∈ σ, so
v ∈ paG(σ) and the required separation again holds.
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(ii) Pb
AMP(G;X) ⊆ Pg

AMP(G;X): We must show that if P satisfies C7 and C8, then
P is AMP global G-Markovian. As in the proof of Theorem 3.1(ii), the proof proceeds by
induction on |T | ≡ |T (G)|. If |T | = 1, then G is a (connected) UG and C7 states that P
is global G-Markovian, hence is AMP global G-Markovian. Now assume that the result is
true whenever |T | < n, consider a CG G with |T | = n, and assume that P satisfies C7
and (8) w.r.t. G on X. We assert that A ⊥⊥ B | S [P ] if S separates A 
= ∅ and B 
= ∅ in
Ha, where

H := G[ABS] = GAn(ABS) ∪G∧
Co(An(ABS)).

Let τ be a terminal chain component of G, so that ndD(τ) = V \ τ . If (ABS)∩ τ = ∅,
the assertion follows from the induction hypothesis applied to G′ := GV \τ : verify that
G′[ABS] = G[ABS] ≡ H, so S separates A and B in G′[ABS]a, and that the marginal
distribution PV \τ satisfies C7 and C8 w.r.t. G′. The latter follows from C7 and C8 for G,
from the identities T (G′) = T (G) \ τ and D(G′) = (D(G))T (G)\τ , and from (A.2).

If (ABS) ∩ τ 
= ∅, define (see Figure A.4):

A1 := A \ τ, B1 := B \ τ, S1 := S \ τ,
A2 := A ∩ τ, B2 := B ∩ τ, S2 := S ∩ τ,
p := paG(A2B2S2) \ (A1B1S1) Ω := paG(τ) \ (pA1B1S1),
pA := {v ∈ p | ∃ a path in Ha between v and A that bypasses S},
pB := {v ∈ p | ∃ a path in Ha between v and B that bypasses S},
Ā1 := A1pA, B̄1 := B1pB , pS := p\(pApB),
qA := {v ∈ τ \(A2B2S2) | ∃ a path in Ha between v and A that bypasses S},
qB := {v ∈ τ \(A2B2S2) | ∃ a path in Ha between v and B that bypasses S}
Ā2 := A2qA, B̄2 := B2qB , qS := τ \(Ā2B̄2S2),
cA := chG(Ā1) ∩ S2, cB := chG(B̄1) ∩ S2, cS := chG(pS) ∩ S2,

∆ := S2\(cAcBcS).

Since S separates A and B in Ha, p ⊆ AnG(ABS), and qAqBqS ⊆ τ ⊆ CoG(AnG(ABS)),
necessarily pA∩pB = qA∩qB = ∅ and, among the 15 possible pairs of sets formed from the
6 sets Ā1, B̄1, pS , Ā2, B̄2, qS , all except the 3 pairs (Ā1, Ā2), (B̄1, B̄2), and (pS , qS) must be
separated by S in Ha. It follows from this and from the definitions of H and Ha that cA,
cB , and cS are also pairwise disjoint and that

paG(A2cA) ⊆ Ā1S1,(A.10)
paG(B2cBcS) ⊆ B̄1S1pS ,(A.11)

paG(∆) ⊆ S1,(A.12)
nbG(Ā2cA) ⊆ ∆ .(A.13)
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Figure A.4.

We proceed to establish the following four conditional independences (omitting “[P ]”
throughout):

Ā1 ⊥⊥ B̄1pS | S1,(A.14)
B2cBcS∆ ⊥⊥ Ā1Ω | B̄1S1pS ,(A.15)
A2cA∆ ⊥⊥ B̄1pSΩ | Ā1S1,(A.16)

A2cA ⊥⊥ B̄2cBcSqSΩ | Ā1B̄1S1pS∆ .(A.17)

As with (A.3), the relation (A.14) follows from the induction hypothesis applied to
the CG G′ := GV \τ since the marginal distribution PV \τ satisfies C7 and C8 with respect
to G′ on XV \τ , and S1 separates Ā1 and B̄1pS in G′[Ā1B̄1S1pS ]a. This separation is seen
as follows: Because τ is terminal and pApBpS ≡ p ⊆ AnG(ABS),

(A.18) G′[Ā1B̄1S1pS ]a = G[Ā1B̄1S1pS ]a ⊆ Ha.

Because S separates Ā1 and B̄1pS in Ha and CoG(AnG(Ā1B̄1S1pS))∩S2 = ∅, the asserted
separation follows from (A.18).

Next, apply C8 with σ = B2cBcS∆ and then apply (A.11) and (A.12) to obtain

B2cBcS∆ ⊥⊥
(
ndD(τ)\B̄1S1pS

)
| B̄1S1pS .

Since ndD(τ)\(B̄1S1pS) ⊇ Ā1Ω, (A.15) follows by (3.1).
Similarly, apply C8 with σ = A2cA∆ and then apply (A.10) and (A.12) to obtain

A2cA∆ ⊥⊥
(
ndD(τ)\(Ā1S1)

)
| Ā1S1.
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Since ndD(τ)\(Ā1S1) ⊇ B̄1pSΩ, (A.16) follows by (3.1).
To derive (A.17), apply C7 with σ = Ā2cA, then apply (A.13) and (3.1) to obtain

(A.19) Ā2cA ⊥⊥ B̄2cBcSqS | paG(τ)∆.

Apply C8 with σ = τ ≡ Ā2cAB̄2cBcSqS∆, then use ndD(τ) ⊇ A1B1S1 and (3.1) to obtain

Ā2cA ⊥⊥
(
(A1B1S1)\paG(τ)

)
| B̄2cBcSqSpaG(τ)∆.

This combines with (A.19) via (3.1) to yield

Ā2cA ⊥⊥
(
(A1B1S1)\paG(τ)

)
B̄2cBcSqS | paG(τ)∆,

which in turn yields

(A.20) A2cA ⊥⊥ B̄2cBcSqS | Ā1B̄1S1pSΩ∆.

Next, (A.16) implies that
A2cA ⊥⊥ Ω̄|Ā1B̄1S1pS∆,

which combines with (A.20) to yield (A.17).
To complete the proof of (ii), delete Ω from (A.15), then combine with (A.14) via

(3.1) to obtain
Ā1 ⊥⊥ B̄1B2cBcSpS∆ | S1,

which in turn yields

(A.21) Ā1 ⊥⊥ B̄1B2pS | S1cBcS∆ .

Next, (A.16) implies
A2cA ⊥⊥ B̄1pSΩ | Ā1S1∆,

which combines with (A.17) to yield

A2cA ⊥⊥ B̄1B̄2cBcSpSqSΩ | Ā1S1∆

and therefore

(A.22) A2cA ⊥⊥ B̄1B2pS | Ā1S1cBcS∆ .

Finally, (A.21) and (A.22) combine to yield

Ā1A2cA ⊥⊥ B̄1B2pS | S1cBcS∆,

hence

(A.23) Ā1A2 ⊥⊥ B̄1B2pS | S1cAcBcS∆ .

Since Ā1A2 ⊇ A, B̄1B2 ⊇ B, and S1cAcBcS∆ = S1S2 = S, (A.23) implies that A ⊥⊥ B | S,
as required.
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Appendix B: Proofs of Theorem 6.1, Propositions 6.2 and 6.4, Theorem 6.2.

By Lemmas B.1 and B.2 below, it will suffice to prove Theorem 6.1 in the special case
where G1 ⊇ G2. This case is then established by means of Proposition B.1 and Theorem
4.1.

Let G1 ≡ (V,E1) and G2 ≡ (V,E2) be chain graphs with the same vertex set and
same skeleton, that is, G∨

1 = G∨
2 . Construct G12 from G1 by converting a line a—b ∈ G1

into an arrow a→ b ∈ G12 whenever a→ b ∈ G2, and similarly construct G21 from G2.
Clearly G∨

12 = G∨
21 = G∨

1 = G∨
2 , G1 ⊇ G12, and G2 ⊇ G21.

We write G1 ≈ G2 if G1 and G2 have the same vertex set, the same skeleton, and the
same lines, that is, if both G∨

1 = G∨
2 and G∧

1 = G∧
2 .

Lemma B.1. Let G1 ≡ (V,E1) and G2 ≡ (V,E2) be chain graphs such that G∨
1 = G∨

2 .

(i) G12 and G21 are chain graphs such that G12 ≈ G21.

(ii) If G1 and G2 have the same triplexes, then G12 and G21 each have the same triplexes
as G1 and G2.

Proof. (i). To see that G12 is a CG, suppose to the contrary that G12 contains a semi-
directed cycle (v0, v1, . . . , vn ≡ v0). Since G1 ⊇ G12 and G1 is adicyclic, each edge vi−1···vi ∈
G1 must be a line vi−1—vi. Thus, by the definition of G12, each arrow vi−1→ vi (resp.,
line vi−1—vi) that occurs in G12 must also occur in G2, contradicting the adicyclicity of
G2. Similarly, G21 is also a CG.

To see that G12 ≈ G21, note that if a—b ∈ G12 ⊆ G1 then a—b ∈ G1, so a—
b ∈ G2 by the definition of G12, hence a—b ∈ G21 by the definition of G21. Similarly,
a—b ∈ G21 ⇒ a—b ∈ G12.

(ii) If the immorality a→ c← b occurs in G1, then, since G1 ⊇ G12, it must also
occur in G12. If the flag a→ c—b occurs in G1, then, since G1 and G2 have the same
triplexes, either (i) the flag a→ c—b occurs in G2, in which case it also occurs in G12, or
else (ii) either the immorality a→ c← b or the flag a—c← b occurs in G2, in which case
the immorality a→c←b occurs in G12. Thus each triplex in G1 also occurs in G12.

Conversely, if the flag a→ c—b occurs in G12, then, since G1 ⊇ G12, either (i) that
flag also occurs in G1, or (ii) a—c—b occurs in G1. But (ii) is impossible, since it would
imply that the flag a→ c—b occurs in G2, contradicting the assumption that G1 and G2

have the same triplexes. If the immorality a→ c← b occurs in G12, then either (i) that
immorality or one of the flags a→c—b or a—c←b occurs in G1, or (ii) a—c—b occurs in
G1, which is impossible as before. Thus each triplex in G12 also occurs in G1.

Thus G1 and G12 have the same triplexes, and similarly so do G2 and G21. This
completes the proof.

If, as above, G1 andG2 are CGs such thatG∨
1 = G∨

2 , then, following Frydenberg (1990,
§5), we define G1∨G2 to be the graph obtained from G1∪G2 by converting to undirected
edges (≡ lines) each directed edge (≡ arrow) that participates in any semi-directed cycle
in G1∪G2. Note that this can be done in a single step: if a→ b occurs in a semi-directed
cycle in G1∪G2 and if, after converting a→ b to a line a—b, a second arrow c→ d now
occurs in a semi-directed cycle, then c→d must have already occurred in a semi-directed
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cycle in G1∪G2. Thus G1∨G2 is a chain graph, in fact, the unique smallest chain graph
larger than G1 and G2. Clearly (G1∨G2)∨ = (G1∪G2)∨ = G∨

1 = G∨
2 and G1∨G2 ⊇ G1∪G2.

Lemma B.2. Let G1 and G2 be chain graphs such that G1 ≈ G2 and such that G1 and
G2 have the same triplexes. Then G1∨G2 has the same triplexes as G1 and G2.

Proof. First we note two facts:
(i) A line a—b ∈ G1 ∪G2 iff either: a—b ∈ G1, G2, or: a→b ∈ G1 and a←b ∈ G2 (or

vice versa) This follows from the definition of G1 ∪G2 and the fact that G1 and G2 have
the same lines.

(ii) G1, G2 and G1∪G2 have the same flags and the same immoralities. If the flag
a→b—c (respectively, immorality a→b←c) occurs in G1, then, since G1 and G2 have the
same lines and the same triplexes, the flag a→b—c (respectively, the immorality a→b←c)
also occurs in G2 and therefore in G1∪G2. Conversely, if the flag a→b—c occurs in G1∪G2,
then a→ b ∈ G1, G2, so by (i) and the fact that G1 and G2 have the same triplexes, the
flag a→b—c must occur in both G1 and G2. Finally, if the immorality a→b←c occurs in
G1∪G2, then it must occur in both G1 and G2, since G1, G2 ⊆ G1∪G2.

To complete the proof of Lemma B.2, by (ii) it suffices to show that G1∨G2 has the
same triplexes as G1∪G2. Since G1∪G2 ⊆ G1∨G2, the following three situations (a),
(b), and (c) are the only possible ways in which a triplex might occur in one of these two
graphs but not in the other. We shall show that in fact (a), (b), and (c) cannot occur.

(a) The immorality a→b←c occurs in G1∪G2 but a—b—c occurs in G1∨G2.
It suffices to show it impossible that an immorality a→ b← c occurs in G1∪G2 but

a—b ∈ G1∨G2. For this to occur, a → b must occur in a semi-directed cycle (a, b ≡
b0, b1, . . . , bk ≡ a) in G1∪G2, where k ≥ 2 and where each edge bj−1 · · ·bj (1 ≤ j ≤ k)
in the cycle occurs as either bj−1—bj or bj−1 → bj in G1∪G2 (see the following figure).
Necessarily b1 
= a, c; also, we may assume that bj 
= c for j = 2, . . . , k − 1 – otherwise,
reverse the roles of a and c. Since G1 and G2 are adicyclic, we may consider the smallest
i, 1 ≤ i ≤ k, such that bi−1←bi ∈ G1 or G2; say G1, so necessarily bi−1→bi ∈ G2 by (i).

b
1

b=b
0

cb
k
=a

Case 1. Suppose that i = 1, so b←b1 ∈ G1 and b→b1 ∈ G2. Since neither a→b←b1
nor b1→ b← c can occur as an immorality in G2, neither can they occur in G1 (by (ii)),
hence there must be edges a···b1 and c···b1 in G1 and therefore in G2 and in G1∪G2. To
avoid semi-directed 3-cycles in G2, necessarily a→b1 ∈ G2 and c→b1 ∈ G2, so a→b1←c
forms an immorality in G2, hence also in G1∪G2 (by (ii)). (Note that this requires k ≥ 3,
for if k = 2 then a→b1 = b2→b1 /∈ G1∪G2.) For the immorality a→b1←c, a→b1 is part
of a shorter semi-directed cycle (a, b1, . . . , bk ≡ a) in G1∪G2 that forces a—b1 ∈ G1∨G2.

Case 2. Suppose that i ≥ 2. Thus either bi−2→ bi−1← bi or bi−2—bi−1← bi occurs
as a subgraph of G1, while bi−1→ bi ∈ G2. By (ii), necessarily bi−2 ···bi ∈ G1, hence also
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bi−2 ···bi ∈ G2. Thus bi−2→bi ∈ G2, since otherwise (bi−2, bi−1, bi, bi−2) would comprise a
semi-directed 3-cycle in G2. Therefore, either bi−2→ bi ∈ G1∪G2 or bi−2—bi ∈ G1∪G2,
producing a shorter semi-directed cycle (a, b ≡ b0, . . . , bi−2, bi, . . . , bk ≡ a) in G1∪G2 that
forces a—b ∈ G1∨G2.

Thus, Cases 1 and 2 together allow us to proceed recursively to reduce (a) to the case
where an immorality a→b←c occurs in G1∪G2 but a→b occurs in a semi-directed 3-cycle
(a, b ≡ b0, b1, b2 ≡ a) in G1∪G2:

b
1

b=b
0

cb
2
=a

Here k = 2, so necessarily i = 2. But in this case, (a, b, b1, a) must form a semi-directed
3-cycle in G2, contradicting its adicyclicity. Thus (a) cannot occur.

(b) The flag a→b—c occurs in G1∨G2 but a→b→c occurs as an induced subgraph of
G1∪G2.

For this to occur, b→c must be part of a semi-directed cycle (b, c ≡ c0, c1, . . . , ck ≡ b)
in G1∪G2, where k ≥ 2 and where each edge cj−1 · · ·cj (1 ≤ j ≤ k) in the cycle occurs
as either cj−1—cj or cj−1→cj in G1∪G2 (see the following figure). Necessarily c1 
= a, b;
also, cj 
= a for any j = 2, . . . , k − 1, for otherwise, a—b—c would occur in G1∨G2 rather
than a→ b—c. Since G1 and G2 are adicyclic, we may consider the smallest i, 1 ≤ i ≤ k,
such that ci−1←ci ∈ G1 or G2; say G1, so necessarily ci−1→ci ∈ G2.

c
1

c
k
=ba c=c

0

Case 1. Suppose that i = 1, so c← c1 ∈ G1 and c→ c1 ∈ G2. Thus b→ c← c1
does not occur as an immorality in G2, hence cannot occur in G1 (by (ii)), so there must
be an edge b · · ·c1 in G1 and therefore also in G2 and G1∪G2. Necessarily b→ c1 ∈ G2;
otherwise, (b, c, c1, b) would comprise a semi-directed 3-cycle in G2. If there were an edge
a · · ·c1 in G2, it must be a→ c1 (otherwise, (a, b, c1, a) would comprise a semi-directed
3-cycle in G2), which would imply the immorality a→c1←c in G2, hence in G1 (by (ii)),
contradicting c← c1 ∈ G1. Thus there is no edge a···c1 in G2, hence none in G1 or G1∪G2.
Therefore, since b→ c1 ∈ G2, by (ii) the edge b···c1 cannot occur in G1 as b← c1 nor as
b—c1, hence b→ c1 ∈ G1∪G2. (Note that this again requires k ≥ 3, for if k = 2 then
b→c1 = c2→c1 /∈ G1∪G2). Thus, like a→b→c, a→b→c1 occurs as an induced subgraph
in G1∪G2, while b→c1 is part of a shorter semi-directed cycle (b, c1, . . . , ck ≡ b) in G1∪G2

that forces the occurrence of a→b—c1 as a flag in G1∨G2.
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Case 2. Suppose that i ≥ 2. By an argument similar to that in Case 2 of (a), b→ c
is part of a shorter semi-directed cycle (b, c0, . . . , ci−2, ci, . . . , ck ≡ b) in G1∪G2 that forces
b—c ∈ G1∨G2.

Thus, Cases 1 and 2 together allow us to proceed recursively to reduce (b) to the
case where a→ b→ c occurs as an induced subgraph of G1∪G2 but b→ c occurs in a
semi-directed 3-cycle (b, c ≡ c0, c1, c2 ≡ b) in G1∪G2:

c
1

c
2
=ba c=c

0

Here k = 2, so necessarily i = 2. But in this case, (b, c, c1, b) must form a semi-directed
3-cycle in G2, again contradicting its adicyclicity. Thus (b) cannot occur.

(c) The flag a→b—c occurs in G1∪G2 but a—b—c occurs in G1∨G2.
It suffices to show it impossible that a flag a→b—c occurs in G1∪G2 but a—b ∈ G1∨G2.

For this to occur, a→ b must occur in a semi-directed cycle (a, b ≡ b0, b1, . . . , bk ≡ a) in
G1∪G2, where k ≥ 2 and where each edge bi−1 · · ·bi (1 ≤ i ≤ k) in the cycle occurs as
either bi−1—bi or bi−1→bi in G1∪G2. Necessarily b1 
= a but both b1 
= c and b1 = c are
possible. (These two possibilities are shown in the following figure.) Note that if b1 
= c
but bj = c for some j ≥ 2, then by shortening the cycle this can be reduced to the case
b1 = c; hence we may assume that bj 
= c for all j ≥ 2. Since G1 and G2 are adicyclic,
we may consider the smallest i, 1 ≤ i ≤ k, such that bi−1 ← bi ∈ G1 or G2; say G1, so
necessarily bi−1→ bi ∈ G2. Note that if b1 = c then i ≥ 2 (by (ii) and the non-adjacency
of a and c in G1∪G2).

b
1

b=b
0

cb
k
=a

b
2

b=b
0

b
k
=a c=b

1

Case 1. Suppose that b1 
= c and i = 1, so b← b1 ∈ G1 and b→ b1 ∈ G2. Thus
a→ b← b1 (respectively, b1→ b—c) cannot occur as an immorality (resp., flag) in G2, so
by (ii), neither can they occur as such in G1. Therefore there must be edges a · · ·b1 and
b1 · · ·c in G1 and therefore in G2 and in G1∪G2. To avoid semi-directed 3-cycles in G2,
necessarily a→ b1 ∈ G2 and b1← c ∈ G2, so a→ b1← c forms an immorality in G2, hence
also in G1 (by (ii)). But b1←c ∈ G1 implies that (b, c, b1, b) forms a semi-directed 3-cycle
in G1, contradicting its adicyclicity. Thus Case 1 cannot occur.

Case 2. Suppose that b1 
= c and i ≥ 2. By an argument similar to that in Case
1 of (a), a→ b is part of a shorter semi-directed cycle (a, b ≡ b0, . . . , bi−2, bi, . . . , bk ≡ a)
(again excluding c) in G1∪G2 that forces a—b ∈ G1∨G2. Proceed recursively (invoking
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the impossibility of Case 1 when necessary) to reduce to the case where a→b is part of a
semi-directed 3-cycle (a, b ≡ b0, b1, b2 ≡ a) (again excluding c) in G1∪G2:

b
1

b=b
0

cb
2
=a

Now, either i = 1 or i = 2. The former is impossible by Case 1, while the latter is also
impossible, for it implies that (a, b, b1, a) forms a semi-directed 3-cycle in G2. Thus Case
2 cannot occur.

Case 3. Suppose that b1 = c and i = 2, so c← b2 ∈ G1 and c→ b2 ∈ G2. Thus b—
c← b2 cannot occur as a flag in G2, hence by (ii) cannot occur as a flag in G1. Therefore
there must be an edge b···b2 in G1 and G2. In order that (b, c, b2, b) not occur as a semi-
directed 3-cycle in G1 (respectively, G2), necessarily b← b2 ∈ G1, (resp., b→ b2 ∈ G2).
Thus a→ b← b2 cannot occur as an immorality in G2, hence not in G1, so necessarily
a···b2 ∈ G1, hence a···b2 ∈ G2. In order that (a, b, b2, a) not occur as a semi-directed 3-cycle
in G2, necessarily a→ b2 ∈ G2. Therefore a→ b2← c occurs as an immorality in G2 but
not in G1, contradicting (ii). Thus Case 3 cannot occur.

Case 4. Suppose that b1 = c and i ≥ 3. By an argument similar to that in Case 1 of
(a), a→b is part of a shorter semi-directed cycle (a, b ≡ b0, c ≡ b1, . . . , bi−2, bi, . . . , bk ≡ a)
in G1∪G2 that forces a—b ∈ G1∨G2. Proceed recursively (invoking the impossibility of
Case 3 when necessary) to reduce to the case where a→ b is part of a semi-directed cycle
(a, b ≡ b0, c ≡ b1, b2, b3 ≡ a) in G1∪G2:

b
2

b=b
0

b
3
=a c=b

1

Now, either i = 2 or i = 3. The former is impossible by Case 3, while the latter is also
impossible, since it entails a semi-directed 4-cycle in G2. Thus Case 4 cannot occur, so (c)
cannot occur. This completes the proof of Lemma B.2.

Remark B.1. Lemmas B.1 and B.2 together serve the same function in our characteri-
zation of AMP Markov equivalence of CGs as does Proposition 5.4 of Frydenberg (1990)
for his characterization of LWF Markov equivalence of CGs.
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Proof of Theorem 6.1. (“if”): Here, G1 and G2 are CGs such that G∨
1 = G∨

2 and such
that G1 and G2 have the same triplexes. By Lemma B.1, G12 and G21 are CGs such that
G12 ≈ G21 and have the same triplexes as G1 and G2. By Lemma B.2 applied to G12 and
G21, G12∨G21 is a CG that also has the same triplexes as G1 and G2. Summarizing, the
five CGs G1, G12, G12∨G21, G21, and G2 satisfy the relations

G∨
1 = G∨

12 = (G12∨G21)∨ = G∨
21 = G∨

2 ,(B.1)
G1 ⊇ G12 ⊆ (G12∨G21) ⊇ G21 ⊆ G2,(B.2)

and all five have the same triplexes. The AMP Markov equivalence of G1 and G2 now
follows from Proposition B.1.

Proposition B.1. Let G ≡ (V,E) and G̃ ≡ (V, Ẽ) be chain graphs such that G∨ = G̃∨

and G and G̃ have the same triplexes. If in addition G ⊇ G̃, then

(i) Pg
AMP(G̃;X) ⊆ Pb

AMP(G;X) ∀X;

(ii) Pg
AMP(G;X) ⊆ Pb

AMP(G̃;X) ∀X.

Thus PAMP(G;X) = PAMP(G̃;X) ∀X (by Theorem 4.1).

Proof. Note first that for any subset A ⊆ V ,

paG(A) ⊆ paG̃(A),(B.3)
AnG(A) ⊆ AnG̃(A),(B.4)
paG̃(A) ⊆ paG(A) ∪ nbG(A),(B.5)
nbG̃(A) ⊆ nbG(A),(B.6)
clG̃(A) ⊆ clG(A),(B.7)

CoG̃(AnG̃(A)) ⊆ CoG(AnG(A)),(B.8)

The inclusions (B.3) – (B.6) follow immediately from the relation G ⊇ G̃, and (B.7) follows
from (B.5) and (B.6). To verify (B.8), note that b ∈ CoG̃(AnG̃(A)) iff b ∈ A or there is
a path of the form b—· · ·—c→ · · · → a in G̃ from b to some a ∈ A. (This path may be
directed, undirected, or semi-directed.) This path also occurs as a path in G, but one or
more arrows v→w in G̃ may change to lines v—w in G. If this results in the occurrence
of a subpath of the form u→ v—w in G, then, since G and G̃ have the same triplexes,
u···w ∈ G. Since G is adicyclic, necessarily u→w ∈ G, resulting in a shorter path from
b to a in G that bypasses v. This reduction can be continued until a path of the form
b—· · ·—c′→· · ·→a in G is obtained, hence b ∈ CoG(AnG(A)).

For the remainder of the proof, set T = T (G), T̃ = T (G̃), D = D(G), and D̃ = D(G̃).

(i) Assume that P ∈ Pg
AMP(G̃;X). To establish that P ∈ Pb

AMP(G;X), by Lemma 4.1
it suffices to show that P satisfies conditions C7 and C8 for G:

(C7) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
τ \clGτ (σ)

) ∣∣ paG(τ)∪̇nbG(σ) [P ];

(C8) ∀τ ∈ T ,∀σ ⊆ τ : σ ⊥⊥
(
ndD(τ) \ paG(σ)

) ∣∣ paG(σ) [P ].
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Clearly C7 is trivial when σ = τ . To establish C7 when σ ⊂ τ , since P ∈ Pg
AMP(G̃;X)

it suffices to show that paG(τ)∪̇nbG(σ) separates σ and τ \clGτ (σ) in H̃a, where, since
AnG̃(clG(τ)) = AnG̃(τ),

H̃ :=G̃[σ∪̇paG(τ)∪̇nbG(σ)∪̇(τ \clGτ (σ))]

≡G̃[clG(τ)]

=G̃[τ ]

=G̃AnG̃(τ) ∪ G̃∧
CoG̃(AnG̃(τ)).

(Note that σ ⊂ τ ⇒ nbG(σ) 
= ∅.) By (B.8),

(B.9) CoG̃(AnG̃(τ)) ⊆ CoG(AnG(τ)).

We must show that for any path π̃ between σ and τ \clGτ (σ) in H̃a,

(B.10) π̃ ∩
(
paG(τ)∪̇nbG(σ)

)

= ∅.

Let s ∈ π̃∩σ be the last vertex of π̃ that is also in σ and let v ∈ π̃\σ be the next vertex
in π̃ after s, so that s—v ∈ H̃a (hence v ∈ CoGAnG(τ) by (B.9)). By the definition of H̃a,
either (1) s—v ∈ H̃, (2) s→v ∈ H̃, (3) s←v ∈ H̃, or (4) s 
···v in H̃ but either ({s, v}, w)
is a triplex in H̃ for some w ∈ CoG(AnG(τ)) (by (B.9)) or [s, v;w, y] is a 2-biflag in H̃
for some w, y ∈ CoG(AnG(τ)) (by (B.9)) (see Figure A.3). In case (1) s—v ∈ G̃ by the
definition of H̃, so s—v ∈ G by (B.6). Thus v ∈ π̃∩nbG(σ), so (B.10) holds. In case (2)
s→v ∈ G̃, so either s→v ∈ G or s—v ∈ G by (B.5). The former is impossible since s ∈ τ ,
v ∈ CoGAnG(τ), and G is adicyclic, while as in (1) the latter implies that (B.10) holds.
In case (3), s←v ∈ G̃, so either s←v ∈ G or s—v ∈ G by (B.5). The former implies that
v ∈ π̃∩paG(τ) so (B.10) holds, while as in (1) the latter also implies that (B.10) holds.

In case (4), one of the four configurations (a), (b), (c), or (d) in Figure A.3 must
occur as an induced subgraph of H̃. If (a) occurs in H̃, then s → w ∈ G̃AnG̃(τ) and
v→w ∈ G̃AnG̃(τ), so s 
· ··v in G̃ (since s···v ∈ G̃ ⇒ s···v ∈ G̃AnG̃(τ) ⇒ s···v ∈ H̃). Thus
s→w← v occurs as an immorality in G̃, so, since G̃ and G have the same skeleton and
triplexes, by (B.5) either s→w← v, s→w—v, or s—w← v must occur as an (induced)
subgraph of G. Since G is adicyclic, the first two cases are impossible because s ∈ σ ⊆ τ
and w ∈ CoG(AnG(τ)). In the third case, s ∈ τ ⇒ w ∈ τ , so v ∈ π̃∩paG(τ), hence (B.10)
holds.

If (b) occurs in H̃, then s→w—v occurs as a subgraph of G̃, hence by (B.5) and (B.6)
either s→w ∈ G or s—w—v occurs as a subgraph of G. As in (a), the former is impossible
since s ∈ τ and w ∈ CoG(AnG(τ)). In the latter case, ({s, v}, w) is not a triplex in G,
hence not in G̃, so s···v ∈ G̃, hence s···v ∈ G. Since G is adicyclic, necessarily s—v ∈ G,
hence v ∈ π̃∩nbG(σ), so (B.10) holds.

If (c) occurs in H̃ then, since s ∈ σ ⊆ AnG̃(τ), s—w ← v occurs as an induced
subgraph (a flag) of G̃, hence by (B.5) and (B.6) either s—w←v or s—w—v occurs as an
induced subgraph of G. In the former case, w ∈ τ so v ∈ π̃∩paG(τ), hence (B.10) holds.
The latter case is impossible since G and G̃ have the same triplexes.
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If (d) occurs in H̃, then s→w ∈ G̃AnG̃(τ) and v→ y ∈ G̃AnG̃(τ), so s 
· · ·y in G̃ (since
s···y ∈ G̃⇒ s···y ∈ G̃AnG̃(τ) ⇒ s···y ∈ H̃). Thus s→w—y occurs as a flag in G̃, so, since
G̃ and G have the same skeleton and triplexes, by (B.5) and (B.6) must also occur as a
flag in G. In particular, s→w ∈ G, which is impossible as in (a) and (b).

Thus (B.10) holds in all permissible cases, so C7 is established.

To establish C8, since P ∈ Pg
AMP(G̃;X) it suffices to show that paG(σ) separates σ

and σ′ := ndD(τ) \ paG(σ) in H̃a, where

H̃ := G̃[σ∪̇ndD(τ)].

Since ndD(τ) is G-ancestral, G-coherent, and contains anG(σ), it follows from (B.8) that
the vertex set of H̃ satisfies

(B.11) CoG̃(AnG̃(σ∪̇ndD(τ))) ⊆ τ ∪̇ndD(τ) ≡ NdD(τ).

We must show that for any path π̃ between σ′ and σ in H̃a,

(B.12) π̃ ∩ paG(σ) 
= ∅.

Let s ∈ π̃ ∩ σ′ be the last vertex of π̃ that is also in σ′ and let v ∈ π̃\σ′ be the next
vertex in π̃ after s, so that s—v ∈ H̃a. By (B.11), v ∈ NdD(τ)\σ′ = τ ∪̇paG(σ), and (B.12)
holds if v ∈ paG(σ), so we may assume that v ∈ τ . By the definition of H̃a, either (1)
s—v ∈ H̃, (2) s← v ∈ H̃, (3) s→ v ∈ H̃, or (4) s 
 · · ·v in H̃ but either ({s, v}, w) is a
triplex in H̃ for some w ∈ NdD(τ) (by (B.11)) or [s, v;w, y] is a 2-biflag in H̃ for some
w, y ∈ NdD(τ) (by (B.11)) (see Figure A.3). In case (1) s—v ∈ G̃ by the definition of H̃,
so s—v ∈ G, which is impossible since s /∈ τ . In case (2) s←v ∈ G̃, so either s←v ∈ G or
s—v ∈ G. The former is impossible since s ∈ σ′ ⊆ ndD(τ), while the latter is impossible
since s /∈ τ .

In case (3) s→ v ∈ G̃, so either s—v ∈ G which is impossible since s /∈ τ , or else
s→v ∈ G. In the latter case v /∈ σ (since s /∈ paG(σ)), so v ∈ τ \σ. (*) By the definition
of H̃, s→v ∈ H̃ ⇒ v ∈ AnG̃(σ∪̇ndD(τ)), so, since v /∈ σ∪̇ndD(τ), a subgraph of the form
s→v→v1→ · · · →vn ∈ σ∪̇ndD(τ) must occur in G̃ (n ≥ 1). Because v ∈ τ , by (B.5) the
subgraph s→ v—v1—· · ·—vn must occur in G, so vn ∈ τ , hence vn ∈ σ. Since G and G̃
have the same triplexes, necessarily s→v1 ∈ G, hence s→v1 ∈ G̃. Continue this reduction
to conclude that s→vn ∈ G, implying s ∈ paG(σ), which is impossible since s ∈ σ′.

In case (4), one of the four configurations (a), (b), (c), or (d) in Figure A.3 must occur
as an induced subgraph of H̃. If (a) occurs in H̃, either s→w←v, s—w←v, s—w—v, or
s→w—v must occur as a subgraph of G. The first two cases are impossible since v ∈ τ
and w ∈ NdD(τ). The third case is impossible since v ∈ τ but s /∈ τ . In the fourth case,
w ∈ τ \σ (since v ∈ τ and s /∈ paG(σ)). Now apply the argument beginning at (*) in the
preceding paragraph with v replaced by w to obtain a similar contradiction.

If (b) occurs in H̃, either s—w—v or s→w—v occurs as a subgraph of G. The former
case is impossible as in (a). In the latter case, w ∈ τ \σ (since v ∈ τ and s /∈ paG(σ)),
so again apply the argument beginning at (*) with v replaced by w to obtain the same
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contradiction. If (c) occurs in H̃, either s—w—v or s—w← v occurs as a subgraph of
G. The former is impossible as in (a), while the latter is impossible since v ∈ τ and
w ∈ NdD(τ).

If (d) occurs in H̃, either s→w—y← v, s—w—y← v, s—w—y—v, or s→w—y—v
occurs as a subgraph of G. The first and second cases are impossible since v ∈ τ and
y ∈ NdD(τ), while the third case is impossible since v ∈ τ but s /∈ τ . In the fourth case
w ∈ τ \σ (since v, y ∈ τ and s /∈ paG(σ)), so again apply the argument beginning at (*)
with v replaced by w to obtain the same contradiction.

Thus (B.12) holds in all permissible cases, so C8 is established. This completes the
proof of (i).

(ii) Assume that P ∈ Pg
AMP(G;X). To establish that P ∈ Pb

AMP(G̃;X), by Lemma
4.1 it suffices to show that P satisfies C7 and C8 for G̃; we denote these conditions by C7̃
and C8̃, respectively:

(C7̃) ∀τ̃ ∈ T̃ ,∀σ̃ ⊆ τ̃ : σ̃ ⊥⊥
(
τ̃ \clG̃τ̃

(σ̃)
) ∣∣ paG̃(τ̃)∪̇nbG̃(σ̃) [P ];

(C8̃) ∀τ̃ ∈ T̃ ,∀σ̃ ⊆ τ̃ : σ̃ ⊥⊥
(
ndD̃(τ̃) \ paG̃(σ̃)

) ∣∣ paG̃(σ̃) [P ].

Clearly C7̃ is trivial when σ̃ = τ̃ . To establish C7̃ when σ̃ ⊂ τ̃ , since P ∈ Pg
AMP(G;X)

it suffices to show that paG̃(τ̃)∪̇nbG̃(σ̃) separates σ̃ and τ̃ \clG̃τ̃
(σ̃) in Ha, where

H := G[σ̃∪̇paG̃(τ̃)∪̇nbG̃(σ̃)∪̇(τ̃ \clG̃τ̃
(σ̃))] = G[clG̃(τ̃)].

(Note that σ̃ ⊂ τ̃ ⇒ nbG̃(σ̃) 
= ∅.) We must show that for any path π between σ̃ and
τ̃ \clG̃τ̃

(σ̃) in Ha,

(B.13) π ∩
(
paG̃(τ̃)∪̇nbG̃(σ̃)

)

= ∅.

Since G̃ ⊆ G, τ̃ ⊆ τ for a unique τ ∈ T . It follows from (B.5), (B.7), the inclusion
τ̃ ⊆ τ , the connectedness of Gτ , and the adicyclicity of G that

AnG(clG̃(τ̃)) ≡ clG̃(τ̃)∪̇anG(clG̃(τ̃))
⊆ clG̃(τ̃) ∪ anG(τ)(B.14)
⊆ clG(τ) ∪ anG(τ)
= AnG(τ)(B.15)
⊆ NdG(τ).(B.16)

We shall establish (B.13) in two steps.

Step 1. If π 
⊆ τ, then π ∩ paG̃(τ̃) 
= ∅, so (B.13) holds:
Let s, v denote consecutive vertices in π such that s ∈ τ , v /∈ τ . Since s—v ∈ Ha,

either (1) s—v ∈ H, (2) s→v ∈ H, (3) s←v ∈ H, or (4) s 
···v in H but either ({s, v}, w)
is a triplex in H for some w ∈ AnG(clG̃(τ̃)) or [s, v;w, y] is a 2-biflag in H for some
w, y ∈ AnG(clG̃(τ̃)) (see Figure A.3). In case (1) s—v ∈ G, contradicting s ∈ τ , v /∈ τ .
In case (2) s→ v ∈ G and v ∈ AnG(clG̃(τ̃)) by the definition of H, hence v ∈ NdG(τ)

47



by (B.16), again a contradiction. In case (3), s← v ∈ G and s ∈ τ ∩ AnG(clG̃(τ̃)) by the
definition of H, so s ∈ clG̃(τ̃) ≡ τ̃ ∪̇paG̃(τ̃) by (B.14). Since s← v ∈ G̃ by (B.3), either
v ∈ π ∩ paG̃(τ̃) or s ∈ π ∩ paG̃(τ̃), hence π ∩ paG̃(τ̃) 
= ∅.

In case (4), one of the four configurations (a), (b), (c), or (d) in Figure A.3 must occur
as an induced subgraph of H. In cases (a), (b), and (d), s→w ∈ G but w ∈ AnG(clG̃(τ̃)) ⊆
NdG(τ), again a contradiction as in (2). If (c) occurs in H then s—w← v occurs in G
and w ∈ τ ∩ AnG(clG̃(τ̃)) by the definition of H, so w ∈ clG̃(τ̃) ≡ τ̃ ∪̇paG̃(τ̃) by (B.14).
Since w← v ∈ G̃ by (B.3), either v ∈ π ∩ paG̃(τ̃) as required, or w ∈ paG̃(τ̃). In the
latter case, t̃←w ∈ G̃ for some t̃ ∈ τ̃ , so either t̃←w ∈ G or t̃—w ∈ G by (B.5). The
former is impossible since w ∈ τ and τ̃ ⊆ τ . In the latter case we have t̃← w← v ∈ G̃
and t̃—w←v ∈ G. Since G̃ and G have the same triplexes and G is adicyclic, necessarily
t̃ ← v ∈ G, hence t̃ · · ·v ∈ G̃. Since G̃ is adicyclic, necessarily t̃ ← v ∈ G̃, so again
v ∈ π ∩ paG̃(τ̃) as required. This completes Step 1.

Step 2. If π ⊆ τ, then (B.13) holds:
For any two consecutive vertices s, v ∈ π, s—v ∈ Ha, so either (1) s—v ∈ H, (2)

s→v ∈ H, (3) s←v ∈ H, or (4) s 
···v in H but either ({s, v}, w) is a triplex in H for some
w ∈ AnG(clG̃(τ̃)) or [s, v;w, y] is a 2-biflag in H for some w, y ∈ AnG(clG̃(τ̃)) (see Figure
A.3). In case (1), s—v ∈ G. In case (2) s→ v ∈ G, which is impossible since s, v ∈ τ ;
similarly, (3) is impossible. In case (4), w ∈ AnG(clG̃(τ̃)) ⊆ AnG(τ) by (B.15) while either
s→w ∈ G or v→w ∈ G (or both), again impossible since s, v ∈ τ . Thus s—v ∈ G for
each consecutive pair s, v ∈ π.

Therefore, the length of π must be ≥ 2 since σ̃ and τ̃\clG̃τ̃
(σ̃) cannot contain adjacent

vertices in G̃. For any three consecutive vertices s, w, v ∈ π, s—w—v must occur in G. If
either (a) s→w←v, (b) s—w←v, or (c) s→w—v occurs in G̃, then s···v ∈ G̃ since G and
G̃ have the same triplexes. Therefore s···v ∈ G since G and G̃ have the same skeletons,
hence s—v ∈ G since G is adicyclic. Thus we can eliminate the vertex w to produce a
shorter path π′ ⊆ π ⊆ τ that also connects σ̃ and τ̃ \clG̃τ̃

(σ̃) in G, with s—v ∈ G for
each consecutive pair s, v ∈ π′. Continue this reduction procedure until we obtain a path
π′′ ⊆ π ⊆ τ that also connects σ̃ and τ̃\clG̃τ̃

(σ̃) in G, such that none of the configurations
(a), (b), or (c) occur in G̃ for any three consecutive vertices s, w, v ∈ π′′. This implies that
π′′ must have the form s0←· · ·←sl— · · ·— sl+m→· · ·→sl+m+r in G̃, where s0 ∈ σ̃ ⊂ τ̃ ,
sl+m+r ∈ τ̃ \clG̃τ̃

(σ̃), and l + m + r ≥ 2. If l ≥ 1 or r ≥ 1 then π ∩ paG̃(τ̃) 
= ∅, while
if l = r = 0 but m ≥ 2 then π ∩ nbG̃(σ̃) 
= ∅. In either case (B.13) holds, so Step 2 is
complete and C7̃ is established.

To establish C8̃, since P ∈ Pg
AMP(G;X) it suffices to show that paG̃(σ̃) separates σ̃

and σ̃′ := ndD̃(τ̃) \ paG̃(σ̃) in Ha, where

H := G[σ̃∪̇ndD̃(τ̃)].

Since ndD̃(τ̃) is G̃-ancestral and contains anG̃(σ̃), it follows from (B.4) that

(B.17) AnG(σ̃∪̇ndD̃(τ̃)) = σ̃∪̇ndD̃(τ̃) ≡ σ̃∪̇σ̃′∪̇paG̃(σ̃).

We must show that for any path π between σ̃′ and σ̃ in Ha,

(B.18) π ∩ paG̃(σ̃) 
= ∅.
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By considering a subpath of π if necessary, we may assume that only one vertex of π (its
initial vertex) lies in σ̃′ and only one vertex of π (its terminal vertex) lies in σ̃. As above,
τ̃ ⊆ τ for a unique τ ∈ T .

Step 1. If π 
⊆ τ, then (B.18) holds:
Assume that (B.18) fails. Let s, v denote consecutive vertices in π such that s ∈ τ

and v /∈ τ . By assumption, s, v /∈ paG̃(σ̃). Since s—v ∈ Ha, either (1) s—v ∈ H, (2)
s→ v ∈ H, (3) s← v ∈ H, or (4) s 
· · ·v in H but either ({s, v}, w) is a triplex in H for
some w ∈ σ̃∪̇ndD̃(τ̃) (by (B.17)) or [s, v;w, y] is a 2-biflag in H for some w, y ∈ σ̃∪̇ndD̃(τ̃)
(by (B.17)) (see Figure A.3). In case (1) s—v ∈ G, contradicting s ∈ τ , v /∈ τ . In case
(2) s→v ∈ G ⊇ G̃ and s, v ∈ σ̃∪̇σ̃′ by (B.17) and the definition of H, so v ∈ σ̃′ ⊆ ndD̃(τ̃)
(since σ̃ ⊆ τ̃ ⊆ τ), hence s ∈ σ̃ ⊆ τ̃ , which is impossible since s→ v ∈ G̃. In case (3)
s←v ∈ G ⊇ G̃ while v ∈ σ̃′ and s ∈ σ̃ as in (2), so v ∈ paG̃(σ̃), again a contradiction.

In case (4), one of the four configurations (a), (b), (c), or (d) in Figure A.3 must occur
as an induced subgraph of H. If (a) or (d) occurs in H then s→w ∈ G ⊇ G̃ while v ∈ σ̃′
and s ∈ σ̃ ⊆ τ̃ as in (2), contradicting w ∈ σ̃∪̇ndD̃(τ̃) ⊆ NdD̃(τ̃).

If (c) occurs in H, then s—w← v occurs as a subgraph (not necessarily an induced
subgraph) of G ⊇ G̃ while w ∈ σ̃∪̇ndD̃(τ̃) and v ∈ σ̃∪̇σ̃′ by (B.17). Now v /∈ paG̃(σ̃) ⇒ w /∈
σ̃ ⇒ w ∈ ndD̃(τ̃), and v /∈ τ ⇒ v /∈ σ̃ ⇒ v ∈ σ̃′ ⇒ s /∈ σ̃′ ⇒ s /∈ ndD̃(τ̃) ⇒ s ∈ τ̃ ∪̇deD̃(τ̃).
Thus neither s→ w nor s—w can occur in G̃, hence s← w ∈ G̃. Therefore s← v ∈ G
and s← v ∈ G̃, since G and G̃ have the same triplexes and skeletons and are adicyclic.
Thus s /∈ σ̃ because v /∈ paG̃(σ̃). Since s ∈ τ̃ ∪̇deD̃(τ̃) and σ̃ ⊆ τ̃ (a connected subset in
G̃), there exists a path (s0, s1, . . . , sn ≡ s) of length n ≥ 1 from σ̃ to s in G̃. (Note that
si 
= v, w for i = 0, 1, . . . , n since v, w ∈ ndD̃(τ̃).) Because G̃ ⊆ G, (s0, s1, . . . , sn ≡ s)
must also be a path from σ̃ to s in G; furthermore this path must be undirected in G since
s0, s ∈ τ . Thus the subgraph sn−1—sn—w occurs in G while sn−1—sn← w occurs in G̃,
so necessarily sn−1 ← w ∈ G̃ and sn−1—w ∈ G, again because G and G̃ have the same
triplexes and skeletons and are adicyclic. Therefore the subgraph sn−2—sn−1—w occurs
in G while sn−2—sn−1← w occurs in G̃, so sn−2← w ∈ G̃ and sn−2—w ∈ G. Continue
this process to conclude that s0← w ∈ G̃ and s0—w ∈ G, hence the subgraphs s0← w←v
and s0—w←v occur in G̃ and G, respectively. Therefore s0← v ∈ G, hence s0← v ∈ G̃,
so v ∈ paG̃(σ̃), again a contradiction.

If (b) occurs in H then s→w—v occurs as a subgraph of G ⊇ G̃ while s ∈ σ̃∪̇σ̃′ and
w ∈ σ̃∪̇ndD̃(τ̃) by (B.17). Now s /∈ paG̃(σ̃) ⇒ w /∈ σ̃ ⇒ w ∈ ndD̃(τ̃) ⇒ s /∈ τ̃ ⇒ s ∈ σ̃′
(so s must be the unique initial vertex of π) ⇒ v /∈ σ̃′, while v /∈ τ ⇒ v /∈ τ̃ ⇒ v ∈
σ̃′∪̇deD̃(τ̃) ⇒ v ∈ deD̃(τ̃) ⇒ v /∈ σ̃, so v is not the terminal vertex of π. Because we
have assumed that after leaving its initial vertex s ∈ τ the path π exits τ at v, π must
eventually re-enter τ in order to reach its terminal vertex in σ̃ ⊂ τ . Thus there must exist
a second pair s′, v′ of consecutive vertices in π such that s′ ∈ τ, v′ /∈ τ (possibly v′ = v,
but s′ 
= s.) Now repeat the argument of Step 1 applied to the pair s′, v′ to conclude that
s′ is the initial vertex of π, hence s′ = s, again a contradiction. This completes Step 1.
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Step 2. If π ⊆ τ, then (B.18) holds:
Assume that (B.18) fails. For any two consecutive vertices s, v ∈ π, s—v ∈ Ha, so

either (1) s—v ∈ H, (2) s→v ∈ H, (3) s←v ∈ H, or (4) s 
···v in H but either ({s, v}, w)
is a triplex in H for some w ∈ σ̃∪̇ndD̃(τ̃) (by (B.17)) or [s, v;w, y] is a 2-biflag in H for
some w, y ∈ σ̃∪̇ndD̃(τ̃) (by (B.17)) (see Figure A.3). By assumption, s, v /∈ paG̃(σ̃). In
case (1), s—v ∈ G. In case (2) s→ v ∈ G, which is impossible since s, v ∈ τ ; similarly,
(3) is impossible. In case (4), one of the four configurations (a), (b), (c), or (d) in Figure
A.3 must occur as an induced subgraph of H. If (a) or (d) occurs in H then s, v ∈ σ̃∪̇σ̃′,
s→ w ∈ G ⊇ G̃, and v → w ∈ G ⊇ G̃ (in (a)) or v → y ∈ G ⊇ G̃ (in (d)) by (B.17)
and the definition of H. Therefore s, v /∈ σ̃ since w, y ∈ NdD̃(τ̃), hence both s, v ∈ σ̃′, a
contradiction. If (b) or (c) occurs in H then s→w—v or s—w←v occurs as a subgraph
of G, contradicting s, v ∈ τ . Thus s—v ∈ G for each consecutive pair s, v ∈ π.

Therefore, the length of π must be ≥ 2 since σ̃′ and σ̃ cannot contain adjacent vertices
in G̃. By the argument in the second paragraph of Step 2 for C7̃, π must contain a subpath
π′′ ⊆ π ⊆ τ of the form s0 ← · · · ← sl— · · ·—sl+m → · · · → sl+m+r in G̃, where s0 ∈ σ̃′,
sl+m+r ∈ σ̃, and l+m+ r ≥ 2. If r = 0 then s0 ∈ σ̃′ ∩ deD̃(τ̃) = ∅, which is impossible. If
r ≥ 1 then sl+m+r−1 ∈ paG̃(σ̃), contradicting the assumption that (B.18) fails.

Thus this assumption is disproved, so Step 2 is complete and C8̃ is established. This
completes the proof of (ii), so Proposition B.1 is established.

Remark B.2. Note that both parts (i) and (ii) of Proposition B.1 reduce to Theorem
4.1(i) when G = G̃. Thus, both Theorems 4.1(i) and 6.1(“if”) follow from Proposition B.1
and Theorem 4.1(ii).

Proof of Theorem 6.1. (“only if”): First suppose that G∨
1 
= G∨

2 . We shall show that if
a, b ∈ V are such that a 
···b in G1 but a···b in G2, then

(B.19)
(
Pg

AMP(G2;RV ) ∩ C∗∗(RV )
)
\ Pg

AMP(G1;RV ) 
= ∅.

Let P = NV (0,Σ), where Σ = (σvw|v, w ∈ V ) with σvv = 1 for every v ∈ V , σvw = 0
for {v, w} 
= {a, b}, σab = ρ 
= 0, and |ρ| is small enough that Σ is positive definite, so
P ∈ C∗∗(RV ). Note that (a, b) ⊥⊥ v1 ⊥⊥ · · · ⊥⊥ vm [P ] where {v1, . . . , vm} := V \{a, b}.
It follows trivially from Lemma 4.2(ii) with A = {a, b} that P ∈ Pg

AMP(G2;RV ). For
G = G1, however, a 
· ··b implies that either b ∈ τ(a)\clGτ(a)(a), b ∈ ndD(τ(a))\paG(a), or
a ∈ ndD(τ(b))\paG(b). In the first case P1 (and P1′) fails for P when {v, w} = {a, b} since
a /⊥⊥b [P ], while in the second and third cases P2 (and P2′) fails for P when (v, w) = (a, b) or
(b, a), respectively, for the same reason. Thus P /∈ Pp

AMP(G1;RV ), so P /∈ Pg
AMP(G1;RV )

by Theorem 4.2(i), hence (B.19) holds.
Next suppose that G∨

1 = G∨
2 but that the triplex ({a, b}, c) occurs in G1 but not in

G2 (recall Figure 2.4). We shall show that(
Pg

AMP(G1;RV ) ∩ C∗∗(RV )
)
\ Pg

AMP(G2;RV ) 
= ∅,(B.20) (
Pg

AMP(G2;RV ) ∩ C∗∗(RV )
)
\ Pg

AMP(G1;RV ) 
= ∅.(B.21)

Let P1 = NV (0,Σ1) and P2 = NV (0,Σ−1
1 ), where Σ1 = (σvw|v, w ∈ V ) with σvv = 1

for every v ∈ V , σvw = 0 for {v, w} 
⊂ {a, b, c} (v 
= w), σab = 0, σac = σbc = ρ 
= 0,
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and |ρ| is small enough that Σ1 is positive definite, so P1, P2 ∈ C∗∗(RV ). Note that
(a, b, c) ⊥⊥ v1 ⊥⊥ · · · ⊥⊥ vm−1 [Pi] for i = 1, 2, where V \{a, b, c} =: {v1, . . . , vm−1}. Because
the triplex ({a, b}, c) occurs in G1, one of the three configurations (1) a→c←b, (2) a→c—
b, or (3) a—c← b must occur as an induced subgraph of G1. Since a ⊥⊥ b [P1], it follows
from Lemma 4.2(ii) with A = {a, b, c} that P1 ∈ Pg

AMP(G1;RV ). Next, because G1 and
G2 have the same skeletons but ({a, b}, c) does not occur as a triplex in G2, one of the six
configurations (4) a→ c→ b, (5) a← c→ b, (6) a—c→ b, (7) a—c—b, (8) a← c← b, or
(9) a←c—b must occur as an induced subgraph of G2. Since a ⊥⊥ b|c [P2], it follows from
Lemma 4.2(ii) with A = {a, b, c} that P2 ∈ Pg

AMP(G2;RV ).
If (1) occurs in G ≡ G1 then either b ∈ τ(a)\clGτ(a)(a) or b /∈ τ(a). In the first case,

the CI in P1 fails for (v, w) = (a, b) under P2 because c /∈ ndD(τ(a))∪̇(τ(a)\{a, b}) by (1)
and a /⊥⊥b [P2]. In the second case, either b ∈ ndD(τ(a))\paG(a) or a ∈ ndD(τ(b))\paG(b),
again by (1). Since c /∈ ndD(τ(a))\{b} and c /∈ ndD(τ(b))\{a} by (1), the CI in P2 fails
either for (v, w) = (a, b) or for (v, w) = (b, a) under P2 because a /⊥⊥b [P2]. If (2) occurs in
G ≡ G1 then a ∈ ndD(τ(b))\paG(b) and c /∈ ndD(τ(b))\{a}, hence the CI in P2 fails for
(v, w) = (b, a) under P2, again because a /⊥⊥b [P2]. Case (3) is similar to (2). We conclude
that P2 /∈ Pp

AMP(G1;RV ), so P2 /∈ Pg
AMP(G1;RV ) by Theorem 4.2(i), hence (B.20) holds.

If (4) or (6) occurs in G ≡ G2 then a ∈ ndD(τ(b))\paG(b) and c ∈ ndD(τ(b))\{a},
hence the CI in P2 fails for (v, w) = (b, a) under P1 because a /⊥⊥b|c [P1]. Cases (8) and (9)
are similar to (4) and (6), respectively. If (7) occurs in G ≡ G2 then b ∈ τ(a)\clGτ(a)(a) and
c ∈ ndD(τ(a))∪̇(τ(a)\{a, b}), hence the CI in P1 fails for (v, w) = (a, b) under P1 because
a /⊥⊥b|c [P1]. If (5) occurs in G ≡ G2 then either b ∈ τ(a)\clGτ(a)(a) or b /∈ τ(a). In the first
case, the CI in P1 fails for (v, w) = (a, b) under P1 because c ∈ ndD(τ(a))∪̇(τ(a)\{a, b})
by (5) and a /⊥⊥b|c [P1]. In the second case, either b ∈ ndD(τ(a))\paG(a) or a ∈ ndD(τ(b))\
paG(b), again by (5). Since c ∈ ndD(τ(a))\{b} and c ∈ ndD(τ(b))\{a} by (5), the CI in P2
fails either for (v, w) = (a, b) or for (v, w) = (b, a) under P1, again because a /⊥⊥b|c [P1]. As
above we conclude that P1 /∈ Pg

AMP(G2;RV ), hence (B.21) holds and the proof is complete.

Proof of Proposition 6.2. (2) ⇒ (2′): By Theorem 6.1, G has the same skeleton and
triplexes as some ADG D; note that every triplex in D must occur as an immorality in
D. If G has a 2-biflag [a, b; c, d], either orientation of the undirected edge c—d will replace
one of the flags [a, d; c] or [b, c; d] in G by a non-immorality in D, a contradiction. If G
has a k-biflag [a; c1, . . . , ck] with the flags [a, c1; c2] and [a, ck; ck−1], then the immoralities
(a, c1; c2) and (a, ck; ck−1) must occur in D, hence c1 → c2 ∈ D and ck → ck−1 ∈ D.
Now any orientation of the undirected edges ci—ci+1, i = 2, . . . , k − 2 will create at least
one immorality in D that does not correspond to a triplex in G, again a contradiction.
Similarly, G cannot have a k-biflag [a, b; c1, . . . , ck], k ≥ 3. Finally, G cannot possess a
chordless undirected n-cycle C for any n ≥ 4, since any acyclic orientation of such C must
create at least one immorality.

(2′) ⇒ (2): We shall construct an ADG D that has the same skeleton as G and whose
immoralities exactly correspond to the triplexes (if any) of G. First, construct a graph
G̃ ⊆ G with the same skeleton as G by converting each flag [a, b; c] in G into an immorality
(a, b; c); this process is unambiguous since G has no 2-biflags. Then:

(i) G̃ is a CG: If G̃ were not adicyclic, it would contain a semi-directed cycle C ≡
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(c0, c1, . . . , cn ≡ c0), n ≥ 3, with ci−1 → ci ∈ G̃ for at least one i ∈ {1, . . . , n}, say
i = 1. Since G is adicyclic, C must determine a fully undirected cycle in G. Thus, by
the construction of G̃, there must exist a vertex a 
= c0, c1 such that [a, c0; c1] is a flag in
G; in particular, a 
 · · ·c0 in G. Necessarily a 
= cn−1 since cn−1 · · ·c0 ∈ G, and, if n ≥ 4,
a 
= cj for any j = 2, . . . , n− 2, else (c1, . . . , cj , c1) would constitute a semi-directed cycle
in G. But [a, c2; c1] cannot occur as a flag in G, else c1← c2 ∈ G̃, hence a···c2 ∈ G. By
the adicyclicity of G, this can occur only if a→c2 ∈ G. Similarly, since [a, ci+1; ci] cannot
occur as a flag in G for i = 2, . . . , n − 1, necessarily a→ ci+1 ∈ G for i = 2, . . . , n − 1. In
particular, a→cn ∈ G, contradicting the non-adjacency of a and cn ≡ c0 in G.

(ii) By the construction of G̃, each triplex in G corresponds to an immorality in G̃.

(iii) Since G has no 3-biflags [a; c1, c2, c3] or [a, b; c1, c2, c3], each immorality in G̃ corre-
sponds to a triplex in G. (But not every flag in G̃ need correspond to a triplex in G.)

c
2

c3

c
n

(a) (b)

c1

τ'

c
2

c
n-1

c1

τ'

cn

Figure B.1. The induced subgraph G̃C for the chordless cycle C ≡ {c0, c1, . . . , cn ≡ c0}.

(iv) (G̃clG̃(τ̃))m is chordal ∀ τ̃ ∈ T (G̃): If not, then (G̃clG̃(τ̃))m has a chordless n-cycle
C ≡ (c0, c1, . . . , cn ≡ c0) ⊆ clG̃(τ̃) ≡ τ̃ ∪̇paG̃(τ̃), n ≥ 4. Since G̃ ⊆ G, τ̃ ⊆ τ for some
τ ∈ T (G). Thus, since ((G̃clG̃(τ̃))m)τ̃ = G̃τ̃ = Gτ̃ and Gτ is chordal, C cannot lie entirely
within τ̃ . Because paG̃(τ̃) is complete in (G̃clG̃(τ̃))m, either (a) exactly one vertex of C lies
in paG̃(τ̃), say c1, or (b) exactly two vertices of C, necessarily consecutive, lie in paG̃(τ̃),
say c1 and cn. In case (a), c2, cn ∈ τ̃ , hence c1···c2 ∈ G̃ and c1···cn ∈ G̃, so c1→c2 ∈ G̃ and
c1→ cn ∈ G̃ by (i) and the connectedness of G̃τ̃ (see Figure B.1a). But then c1—c2 ∈ G
and c1—cn ∈ G by the definition of G̃, so C is a chordless cycle in Gτ , contradicting the
chordality of Gτ . In case (b), similarly c1→c2 ∈ G̃ and cn→cn−1 ∈ G̃ (see Figure B.1b),
while c1—c2 ∈ G and cn—cn−1 ∈ G. Therefore C ⊆ τ , hence c1 and cn cannot be adjacent
in G, as Gτ is chordal. Furthermore, by the definition of G̃, there must exist vertices a, b
(possibly a = b) such that [a, cn; cn−1] and [b, c1; c2] are flags in G. Therefore b 
= c1, c2, c3
and, since C is a chordless cycle in (G̃clG̃(τ̃))m, b 
= c4, . . . , cn. Similarly, a 
= c1, . . . , cn.
Since ci—ci+1 ∈ G̃ ⊆ G for i = 2, . . . , n − 2, it follows from the definition of G̃ and the
adicyclicity of G that b→ci ∈ G, i = 3, . . . , n− 1, and a→ci ∈ G, i = n− 2, . . . , 2. Thus,
at least one of [a; c1, . . . , cn], [b; c1, . . . , cn], or [a, b; c1, . . . , cn] must occur as an n-biflag in
G, contradicting (2′).
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It follows from (iv) and Proposition 4.2 of [AMP] (1997a) that the undirected edges of
G̃ can be oriented to yield an ADG D that is LWF Markov equivalent to G̃, that is, G̃ and
D have the same skeleton and complexes. Thus every immorality in D is an immorality in
G̃ hence, by (iii), corresponds to a triplex in G, while by (ii), every triplex of G corresponds
to an immorality in D. Therefore, G A∼ D by Theorem 6.1, so (2) holds.

Remark B.3. By (iv), G̃ has no 2-biflags and no complexes other than immoralities.
(But G̃ might have k-biflags for k ≥ 3.)

Remark B.4. Once we have obtained one ADG D
A∼ G by the construction in the proof

of Proposition 4.2, we can generate all ADGs D′ A∼ G by the process described in Remark
4.1 of [AMP] (1997a).

Proof of Proposition 6.4. (3′) ⇒ (4): this is immediate since every induced subgraph
of a chordal UG is chordal.

(4) ⇒ (3′): It suffices to show that G∨ is chordal. If not, then G∨ contains a chordless
n-cycle C, n ≥ 4. By (4), C cannot lie entirely within any chain component of G, hence
GC must contain at least one directed edge. Since G is adicyclic, in fact GC must contain
at least two opposing directed edges. A straightforward argument now shows that GC ,
and hence G, must contain at least one triplex, contradicting (4).

The following proposition will be used in the proof of Theorem 6.2.

Proposition B.2. Let G1 ≡ (V,E1) and G2 ≡ (V,E2) be chain graphs such that
PAMP(G1;X) = PLWF(G2;X) ∀X. Then:

(i) G∨
1 = G∨

2 ;

(ii) G1 has no biflags;

(iii) G2 has no multicomplexes.

Proof. (i) Suppose that G∨
1 
= G∨

2 . We shall show that if a, b ∈ V are such that a···b in
G1 but a 
···b in G2, then

(B.22)
(
Pg

AMP(G1;RV ) ∩ C∗∗(RV )
)
\ Pg

LWF(G2;RV ) 
= ∅,

and that if a···b in G2 but a 
···b in G1, then

(B.23)
(
Pg

LWF(G2;RV ) ∩ C∗∗(RV )
)
\ Pg

AMP(G1;RV ) 
= ∅.

Let P ≡ NV (0,Σ) ∈ C∗∗(RV ) be as defined in the proof of Theorem 6.1 (“only if”). It
follows trivially from Lemma 4.2(ii) (resp., (i)) with A = {a, b} that if a···b in G1 (resp., a···b
in G2), then P ∈ Pg

AMP(G1;RV ) (resp., P ∈ Pg
LWF(G2;RV )). Furthermore, if a 
···b in G2

(resp., a 
···b in G1), then, since a/⊥⊥b [P ], it is readily verified that P /∈ Pp
LWF(G2;RV ) (resp.,

P /∈ Pp
AMP(G1;RV )), hence P /∈ Pg

LWF(G2;RV ) by (3.5) (resp., P /∈ Pg
AMP(G1;RV ) by

Theorem 4.2(i)). Thus (B.22) and (B.23) hold.
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(ii) Suppose that G∨
1 = G∨

2 but G1 has a k-biflag of the type [a; c1, . . . , ck], k ≥ 3
(Figure 2.5a). Either c1 ∈ NdD(G2)(τ(ck)) or ck ∈ NdD(G2)(τ(c1)), so by symmetry we
may assume the former. We shall show that (B.22) again holds.

Let P denote the distribution of a normal random vector X ∈ RV such that Cov(XA)
is nonsingular and Xv = 0 for v ∈ V \A, where A := {a, c1, . . . , ck}, so that P ∈ C∗∗(RV ).
First we assert that if P ∈ Pg

LWF(G2;RV ) then

(B.24) c1 ⊥⊥ ck | S [P ],

where S := {c2, . . . , ck−1} ∩ NdD(G2)(τ(ck)). (S depends on G2 but not on P .) Begin by
noting that c1 
· ··ck in G2 since G∨

1 = G∨
2 . Thus, by (3.5) and (3.4) with (v, w) = (ck, c1)

and by the structure of X,

(B.25) c1 ⊥⊥ ck |
(
NdD(G2)(τ(ck)) \ {c1, ck}

)
∩A [P ].

Either a /∈ NdD(G2)(τ(ck)) or a ∈ NdD(G2)(τ(ck)). In the first case, (B.24) follows from
(B.25). In the second case it follows from (B.25) that

(B.26) c1 ⊥⊥ ck | aS [P ],

while, since a 
···ck in G2, it also follows from (3.5) and (3.4) with (v, w) = (ck, a) that

(B.27) a ⊥⊥ ck |
(
NdD(G2)(τ(ck)) \ {a, ck}

)
∩A [P ],

whence

(B.28) a ⊥⊥ ck | c1S [P ].

Because P satisfies CI5, (B.26) and (B.28) together imply that (B.24) holds here also.
Now specify XA ≡ (Xv|v ∈ A) as follows: Xa = Y , Xc1 = U1, Xci = U1 + · · ·Ui + Y

for i = 2, . . . , k− 1, and Xck
= U1 + · · ·Uk, where U1, . . . , Uk, Y are mutually independent

N (0, 1) random variables. Then Cov(XA) is nonsingular, and it is readily verified by means
of (5.2)-(5.4) that PA ∈ NA(0, (G1)A) (cf. (5.1)), hence P ∈ Pg

AMP(G1;RV )∩C∗∗(RV ) by
Lemma 4.2(ii). However, P does not satisfy (B.24): if S = ∅ then

(B.29) Cov(Xc1 , Xck
| XS) = Cov(U1, U1) > 0,

contradicting (B.24), while if S 
= ∅ then it is straightforward to show that

(B.30) Cov(Xc1 , Xck
| XS) = −Cov(U1, Y | U1 + · · ·+ Ul + Y ) > 0,

where l = min{i|ci ∈ S} (2 ≤ l ≤ k − 1), again contradicting (B.24). Thus P /∈
Pg

LWF(G2;RV ), hence (B.22) holds.
Suppose now that G∨

1 = G∨
2 but G1 has a k-biflag of the type [a, b; c1, . . . , ck], k ≥ 2

(Figures 2.4d and 2.5b). By symmetry we may again assume that c1 ∈ NdD(G2)(τ(ck)).
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To see that (B.22) holds here, define P and X as above (B.24) but with A =
{a, b, c1, . . . , ck}. We now assert that there exists a subset S ⊆ {b, c2, . . . , ck−1} (possi-
bly empty) depending only on G2 such that if P ∈ Pg

LWF(G2;RV ), then

(B.31) a ⊥⊥ ck | c1S [P ].

Because G∨
1 = G∨

2 , a
···ck in G2. Either (a) a ∈ NdD(G2)(τ(ck)) or (b) a /∈ NdD(G2)(τ(ck)).
In case (a), it follows from (3.4) with (v, w) = (ck, a) and from the structure of X that

(B.32) a ⊥⊥ ck |
(
NdD(G2)(τ(ck)) \ {a, ck}

)
∩A [P ].

which yields (B.31) with S := {b, c2, . . . , ck−1} ∩ NdD(G2)(τ(ck)). (Recall that c1 ∈
NdD(G2)(τ(ck))). In case (b) ck ∈ NdD(G2)(τ(a)), so we can apply (3.4) with (v, w) =
(a, ck) to obtain

(B.33) a ⊥⊥ ck |
(
NdD(G2)(τ(a)) \ {a, ck}

)
∩A [P ].

Either (c) c1 /∈ NdD(G2)(τ(a)), which is impossible under (b) since c1 ∈ NdD(G2)(τ(ck))
and G2 is adicyclic, or (d) c1 ∈ NdD(G2)(τ(a)). If (d) holds then (B.33) yields (B.31) with
S := {b, c2, . . . , ck−1} ∩NdD(G2)(τ(a)), so the assertion is established.

Now specify XA ≡ (Xv|v ∈ A) as follows: Xa = Y , Xb = Z, Xc1 = U1 + Y ,
Xci = U1 + · · ·Ui + Y + Z for i = 2, . . . , k − 1, and Xck

= U1 + · · · + Uk + Z, where
U1, . . . , Uk, Y, Z are mutually independent N (0, 1) random variables. Then Cov(XA) is
nonsingular, and it is readily verified by means of (5.2)-(5.4) that PA ∈ NA(0, (G1)A)
(cf. (5.1)), hence P ∈ Pg

AMP(G1;RV ) ∩ C∗∗(RV ) by Lemma 4.2(ii). However, P does not
satisfy (B.31), since it is straightforward to verify that

(B.34) Cov(Xa, Xck
| Xc1 , XS) = Cov(U1, Y | U1 + Y ) < 0.

Thus P /∈ Pg
LWF(G2;RV ), hence (B.22) also holds in this case.

(iii) Suppose that G∨
1 = G∨

2 but G2 has a k-complex (a, b; c1, . . . , ck), k ≥ 2 (Figure
2.2). We shall show that (B.23) holds.

Define P and X as above (B.31), again with A = {a, b, c1, . . . , ck}. We assert
that at least one of the following CI relations holds simultaneously for every such P ∈
Pg

AMP(G1;RV ). In each relation S (and i) is fixed and depends only on G1, not on P :

a ⊥⊥ ck | S [P ] (S = ∅, {c1}, {ck−1}, or {b});(B.35)
b ⊥⊥ ck−1 | S [P ] (S = ∅ or {ck−2} (or {a} (if k = 2));(B.36)
b ⊥⊥ ci [P ] (i ∈ {1, . . . , k − 2});(B.37)
a ⊥⊥ ci | S [P ] (S = ∅ or {c1}, i ∈ {2, . . . , k − 1});(B.38)
b ⊥⊥ c1 | S [P ] (S = ∅, {c2}, {ck}, or {a});(B.39)
a ⊥⊥ c2 | S [P ] (S = ∅ or {c3} (or {b} (if k = 2));(B.40)
a ⊥⊥ ci [P ] (i ∈ {3, . . . , k});(B.41)
b ⊥⊥ ci | S [P ] (S = ∅ or {ck}, i ∈ {2, . . . , k − 1}).(B.42)
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Recall that for any v ∈ V ,

(B.43) V = ndD(τ(v))∪̇deD(τ(v))∪̇τ(v),

where D ≡ D(G1) and τ(v) ≡ τG1(v). Because a 
···ck in G1, we may set v = a to see that
either (1) ck ∈ ndD(τ(a))\paG1

(a), (2) a ∈ ndD(τ(ck))\paG1
(ck), or (3) ck ∈ τ(a)\nbG1(a).

In case (1), it follows from Theorem 4.2(i), property P2′ with (v, w) = (a, ck), and the
structure of X, that

a ⊥⊥ ck | paG1
(a) ∩A [P ],

which implies (B.35) since paG1
(a) ∩A = ∅ or {c1}.

In case (2), it follows similarly from P2′ with (v, w) = (ck, a) that

a ⊥⊥ ck | paG1
(ck) ∩A [P ],

and paG1
(ck) ∩ A ⊆ {b, ck−1}. If b /∈ paG1

(ck) or ck−1 /∈ paG1
(ck) then (B.35) holds with

S = ∅, {ck−1}, or {b}. Next, assume that b, ck−1 ∈ paG1
(ck), so paG1

(b) ∩ A = ∅ and
paG1

(ck−1) ∩ A = ∅ or {ck−2} (or {a} if k = 2). By applying (B.43) with v = b, we
obtain that either (a) ck−1 ∈ ndD(τ(b)) \ paG1

(b), (b) b ∈ ndD(τ(ck−1)) \ paG1
(ck−1), or

(c) ck−1 ∈ τ(b) \ nbG1(b). In case (a), apply P2′ with (v, w) = (b, ck−1) to obtain (B.36)
with S = ∅. In case (b), apply P2′ with (v, w) = (ck−1, b) to obtain (B.36). In case (c),
apply P1′ with (v, w) = (b, ck−1) to obtain

b ⊥⊥ ck−1 |
(
ndD(τ(b))∪̇nbG1(b)

)
∩A [P ].

Here a, c1, . . . , ck−2 /∈ nbG1(b), while ck−1, ck /∈ ndD(τ(b))∪̇nbG1(b) by (c) and the assump-
tion that b ∈ paG1

(ck). Thus (B.36) holds with S = ∅ or {a} if c1, . . . , ck−2 /∈ ndD(τ(b)),
so assume that ci ∈ ndD(τ(b)) for at least one i ∈ {1, . . . , k − 2}. Since paG1

(b) ∩ A = ∅,
it follows from P2′ with (v, w) = (b, ci) that (B.37) holds.

In case (3), it follows from P1′ with (v, w) = (a, ck) that

a ⊥⊥ ck |
(
ndD(τ(a))∪̇nbG1(a)

)
∩A [P ].

Here b, c2, . . . , ck−1 /∈ nbG1(a), so if b, c2, . . . , ck−1 /∈ ndD(τ(a)) then (B.35) holds with
S = ∅ or {c1}. If ci ∈ ndD(τ(a)) for some i ∈ {2, . . . , k− 1}, then it follows from P2′ with
(v, w) = (a, ci) that (B.38) holds, since paG1

(a) ∩ A ⊆ {c1}. Finally, if b ∈ ndD(τ(a)),
then by (3) this implies that (α) b→ ck ∈ G1. Since the k-complexes (a, b; c1, . . . , ck) and
(b, a; ck, . . . , c1) are identical we can now repeat this entire argument, beginning at (B.43),
with a, b, c1, . . . , ck replaced by b, a, ck, . . . , c1, to conclude that either at least one of (B.39),
(B.40), (B.41), (B.42) holds, or else (3′) c1 ∈ τ(b) \ nbG1(b) and (α′) a→ c1 ∈ G1. But
(3), (α), (3′), and (α′) together contradict the adicyclicity of G1. Thus the assertion is
established.

Now specify XA ≡ (Xv|v ∈ A) as follows: Xa = Y , Xb = Z, Xci = U1+· · ·Ui+Y +iZ
for i = 1, . . . , k, where U1, . . . , Uk, Y, Z are mutually independentN (0, 1) random variables.
Then Cov(XA) is nonsingular, and it can be verified, either by applying Theorem 4.1 of
Frydenberg (1990) or by verifying (3.3) for (PA, (G2)A) and applying (3.6), that PA ∈
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Pg
LWF((G2)A;RA), hence P ∈ Pg

LWF(G2;RV ) ∩ C∗∗(RV ) by Lemma 4.2(i). However, P
does not satisfy any of the relations (B.35) - (B.42). This can be verified by showing that
each of the covariances and conditional covariances corresponding to the independences
and CIs in (B.35) - (B.42) is nonzero. For example, regarding (B.35),

Cov(Xa, Xck
) = Cov(Y, Y ) > 0,

Cov(Xa, Xck
| Xc1) = (k − 1)cov(Y,Z | U1 + Y + Z) < 0,

Cov(Xa, Xck
| Xck−1) = cov(Y,Z | U1 + · · ·+ Uk−1 + Y + (k − 1)Z) < 0,

Cov(Xa, Xck
| Xb) = Cov(Y, Y ) > 0.

The remaining cases are treated similarly. This completes the proof.

Remark B.5. In the final paragraph of the preceding proof, it is somewhat easier to
specify XA ≡ (Xv|v ∈ A) as follows: Xa = Y , Xb = Z, Xci = Wi + ρi−1Y + ρk−iZ for
i = 1, . . . , k, where 0 < |ρ| < 1, W ≡ (W1, . . . ,Wk), Y , and Z are mutually indepen-
dent, Y and Z ∼ N (0, 1), and W ∼ Nk(0,Λ) with Λ ≡ (λij) a serial correlation matrix
given by λij = ρ|i−j|, whose inverse is tridiagonal. Again Cov(XA) is nonsingular and
PA ∈ Pg

LWF((G2)A;RA), but here the joint distributions of (Xa, Xb, Xc1 , . . . , Xck
) and

(Xb, Xa, Xck
, . . . , Xc1) are identical. Thus the relations (B.35) - (B.38) are equivalent to

(B.39) - (B.42), hence only the former need be considered.

Remark B.6. We conjecture that (B.23) holds in (ii) and (B.22) holds in (iii).

Proof of Theorem 6.2. The “only if” statements in (i) and (ii) follow directly from
Proposition B.2(i) and (ii) respectively. As in the proof of Proposition B.1, again use the
abbreviations T = T (G), T̃ = T (G̃), D = D(G), and D̃ = D(G̃).

(i) “if”: As in the second half of the proof of Proposition 6.2, construct the graph G̃ ⊆
G by converting each flag in G into an immorality in G̃. As in that proof, because G has
no biflags this construction is unambiguous, G̃ is adicyclic, each triplex in G corresponds
to an immorality in G̃, and each immorality in G̃ corresponds to a triplex in G. In order
to show that PLWF(G̃;X) ⊆ PAMP(G;X), as in the proof of Proposition B.1(i) it suffices
to show that if P ∈ Pg

LWF(G̃;X) then P satisfies conditions C7 and C8 for G.
To establish C7 when σ ⊂ τ , because P ∈ Pg

LWF(G̃;X) it suffices to show that
paG(τ)∪̇nbG(σ) separates σ and τ \clGτ

(σ) in H̃m, where, since AtG̃(clG(τ)) = AtG̃(τ),

H̃ := G̃
(
σ∪̇paG(τ)∪̇nbG(σ)∪̇(τ \clGτ

(σ))
)
≡ G̃(clG(τ)) = G̃(τ).

Since AtG̃(A) ⊆ AtG(A) for any A ⊆ V , the vertex set of H̃ satisfies

(B.44) AtG̃(τ) ⊆ AtG(τ).

We must show that (B.10) holds for any path π̃ between σ and τ \clGτ (σ) in H̃m.
Let s ∈ π̃∩σ be the last vertex of π̃ that is also in σ and let v ∈ π̃\σ be the next vertex

in π̃ after s, so that s—v ∈ H̃m (hence v ∈ AtG(τ) by (B.44)). By the definition of H̃m,
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either (1) s—v ∈ H̃, (2) s→v ∈ H̃, (3) s←v ∈ H̃, or (4) s 
···v in H̃ but (s, v;w1, . . . , wk) is
a complex in H̃ (hence in G̃) for some w1, . . . , wk ∈ AtG(τ), k ≥ 1. In case (1) s—v ∈ G̃,
so s—v ∈ G and thus v ∈ π̃∩nbG(σ), implying (B.10). In case (2) s→ v ∈ G̃, so either
s→ v ∈ G or s—v ∈ G. The former contradicts the adicyclicity of G since s ∈ τ and
v ∈ AtG(τ), while the latter implies (B.10) as in (1). In case (3) s← v ∈ G̃, so either
s←v ∈ G or s—v ∈ G. The former implies that v ∈ π̃∩paG(τ) so (B.10) holds, while as
in (1) the latter also implies that (B.10) holds.

In case (4), either s→w1 ∈ G, which contradicts the adicyclicity of G, or s—w1 ∈ G.
In the latter case wk ∈ τ , so if wk ← v ∈ G then v ∈ paG(τ), again implying (B.10).
Alternatively, if wk—v ∈ G then s—w1—· · ·—wk—v occurs as a chordless undirected
path in G while s → w1—· · ·—wk ← v occurs as an induced subgraph in G̃. By the
construction of G̃ from G and the adicyclicity of G, this implies that there exist vertices
a, b ∈ V \ {s, w1, . . . , wk, v} (possibly a = b) such that s—w1←a and b→wk—v occur as
flags in G and such that a→wi ∈ G for i = 2, . . . , k and b→wi ∈ G for i = 1, . . . , k − 1.
But this implies that at least one of the biflags [a; s, w1, . . . , wk, v], [b; s, w1, . . . , wk, v], or
[b, a; s, w1, . . . , wk, v] occurs in G, a contradiction. Thus C7 holds.

To establish C8, it suffices to show that paG(σ) separates σ and σ′ := ndD(τ)\paG(σ)
in H̃m, where

H̃ := G̃(σ∪̇ndD(τ)).

Since AtG(σ) = AtG(τ) and NdD(τ) ≡ τ ∪̇ndD(τ) is G-anterior, the vertex set of H̃ satisfies

(B.45) AtG̃(σ∪̇ndD(τ)) ⊆ NdD(τ).

We must show that (B.12) holds for any path π̃ between σ′ and σ in H̃m

Let s ∈ π̃ ∩σ′ be the last vertex of π̃ also in σ′ and let v ∈ π̃\σ′ ⊆ AtG̃(σ∪̇ndD(τ)) be
the next vertex in π̃ after s, so that s—v ∈ H̃m. By (B.45), v ∈ NdD(τ)\σ′ = τ ∪̇paG(σ);
since (B.12) holds if v ∈ paG(σ), we may assume that v ∈ τ . Either (1) s—v ∈ H̃, (2)
s←v ∈ H̃, (3) s→v ∈ H̃, or (4) s 
···v in H̃ but (s, v;w1, . . . , wk) is a complex in H̃ (hence
in G̃) for some w1, . . . , wk ∈ AtG̃(σ∪̇ndD(τ)), k ≥ 1. In case (1) s—v ∈ G̃ so s—v ∈ G,
which is impossible since s /∈ τ . In case (2) s← v ∈ G̃, so either s—v ∈ G, which is
impossible as in (1), or s←v ∈ G, which is impossible since s ∈ σ′ ⊆ ndD(τ).

In case (3) s→v ∈ G̃, hence either s—v ∈ G which is impossible as in case (1), or else
(*) s→v ∈ G. In the latter case v /∈ σ since s ∈ σ′, so v ∈ τ \σ. Therefore v ∈ AtG̃(σ)\σ,
so there exists a path φ ≡ (v, v1, . . . , vn) of length n ≥ 1 in G̃ from v to some vn ∈ σ. Since
v ∈ τ and G̃ ⊆ G, the subgraph s→v—v1—· · ·—vn must occur in G. If s 
· ··v1 in G then
by the construction of G̃, v←v1 ∈ G̃, contradicting the definition of φ, hence s→v1 ∈ G
by the adicyclicity of G. Similarly, s→vi ∈ G for i = 2, . . . , n, but s→vn ∈ G contradicts
the fact that s /∈ paG(σ).

In case (4), either wk ← v ∈ G, which contradicts the adicyclicity of G by (B.45),
or wk—v ∈ G. In the latter case w1 ∈ τ , so if s—w1 then s ∈ τ , contradicting s ∈ σ′.
Alternatively, if s→w1 ∈ G, apply the argument in (3) beginning at (*) with v replaced
by w1 to obtain a similar contradiction. Thus C8 holds, so PLWF(G̃;X) ⊆ PAMP(G;X).
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To show that PAMP(G;X) ⊆ PLWF(G̃;X), it suffices to show that if P ∈ PAMP(G;X)
then P satisfies condition C4 for G̃, which we denote by C4̃:

(C4̃) ∀τ̃ ∈ T̃ ,∀σ̃ ⊆ τ̃ : σ̃ ⊥⊥
(
NdD̃(τ̃) \ clG̃(σ̃)

) ∣∣∣ bdG̃(σ̃) [P ].

Thus it suffices to show that bdG̃(σ̃) ≡ paG̃(σ̃)∪̇nbG̃(σ̃) separates σ̃ and NdD̃(τ̃) \ clG̃(σ̃)
in Ha, where, since AnG(NdD̃(τ̃)) = NdD̃(τ̃),

H := G[NdD̃(τ̃)] = GNdD̃(τ̃) ∪G∧
CoG(NdD̃(τ̃)).

We must show that for any path π =: (v0, v1, . . . , vn) between some v0 ∈ σ̃ and some
vn ∈ NdD̃(τ̃) \ clG̃(σ̃) in Ha,

(B.46) π ∩
(
paG̃(σ̃)∪̇nbG̃(σ̃)

)

= ∅.

First assume that n = 1, so v1 ∈ NdD̃(τ̃). Because v0 ∈ σ̃ ⊆ τ̃ , v0→v1 cannot occur
in G̃. Since v0—v1 ∈ Ha, either (1) v0→v1 ∈ H, (2) v0←v1 ∈ H, (3) v0—v1 ∈ H, or (4)
v0 
···v1 in H but either ({v0, v1}, w) is a triplex in H for some w ∈ NdD̃(τ̃) or [v0, v1;w, y]
is a 2-biflag in H for some w, y ∈ NdD̃(τ̃) (Figure A.3 with s, v replaced by v0, v1). In case
(1) v0→ v1 ∈ G so v0→ v1 ∈ G̃, a contradiction. In case (2) v0← v1 ∈ G so v0← v1 ∈ G̃,
hence v1 ∈ π ∩ paG̃(σ̃), so (B.46) holds. In case (3) v0—v1 ∈ G, so either v0←v1 ∈ G̃ or
v0—v1 ∈ G̃, hence v1 ∈ paG̃(σ̃) or v1 ∈ nbG̃(σ̃), respectively, so (B.46) holds.

In case (4), one of the four configurations (a), (b), (c), or (d) in Figure A.3 (with s, v
replaced by v0, v1) must occur as an induced subgraph of H. In cases (a), (b), and (d),
v0→w ∈ G hence v0→w ∈ G̃, but w ∈ NdD̃(τ̃), a contradiction as in (1). In case (c),
v1, w ∈ NdD̃(τ̃) and v0 ∈ σ̃ ⊆ NdD̃(τ̃), so v0—w←v1 must occur as an induced subgraph
(a flag) of G. By the construction of G̃, v0→w ∈ G̃, again a contradiction as in (1).

Now assume that n ≥ 2 but that (B.46) does not hold. We assert that there exists a
subset {v′1, . . . , v′m} ⊆ {v1, . . . , vn} such that π′ := (v′0, v

′
1, . . . , v

′
m) is a chordless undirected

path from v′0 ≡ v0 to v′m ≡ vn in G that is semi-directed in G̃ with v′0→v′1 ∈ G̃. But this
is impossible since vn ∈ NdD̃(τ̃), so we will conclude that (B.46) must hold.

By an argument similar to that for n = 1, v′0—v1 ∈ G and v′0→v1 ∈ G̃. Set v′1 = v1
(possibly temporarily), so v′1 /∈ NdD̃(τ̃). Now v′1—v2 ∈ Ha, so either (1) v′1→v2 ∈ H, (2)
v′1←v2 ∈ H, (3) v′1—v2 ∈ H, or (4) v′1 
· ··v2 in H but either ({v′1, v2}, w) is a triplex in H
for some w ∈ NdD̃(τ̃) or [v′1, v2;w, y] is a 2-biflag in H for some w, y ∈ NdD̃(τ̃). In case
(4), one of the four configurations (a), (b), (c), or (d) in Figure A.3 (with s, v replaced by
v′1, v2) must occur as an induced subgraph of H. Cases (1), (2), (4a), (4b), and (4d) are
impossible since v′1 /∈ NdD̃(τ̃).

In case (4c), v′0—v′1—w← v2 must occur as a subgraph (not necessarily induced) of
G, while either v′0→ v′1→w← v2, v′0→ v′1—w← v2, or v′0→ v′1←w← v2 must occur as a
subgraph of G̃. The first two cases are impossible since v′0 ∈ σ̃ ⊆ τ̃ and w ∈ NdD̃(τ̃). In the
third case, if v′0···w in G then v′0—w ∈ G by the adicyclicity of G, while either v′0—w ∈ G̃ or
v′0←w ∈ G̃ since v′0 ∈ τ̃ and w ∈ NdD̃(τ̃). In both instances, by the construction of G̃ the
flag [v2, v′0;w] cannot occur in G, hence v′0←v2 ∈ G and so v2 ∈ π ∩ paG̃(σ̃), contradicting
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the assumption that (B.46) fails. If, however, v′0 
· ··w in G then G must possess a 3-biflag
of the form [a; v′0, v

′
1, w] or [a, b; v′0, v

′
1, w], again a contradiction.

In case (3), v′1—v2 ∈ G. If v′0···v2 in G then v′0—v2 ∈ G by the adicyclicity of G, while
v′0→ v2 ∈ G̃ since (B.46) is assumed to be false, so in this case we may redefine v′1 = v2.
Now assume that v′0 
· · ·v2 in G, so either v′0→ v′1← v2, v′0→ v′1—v2, or v′0→ v′1→ v2 must
occur as an induced subgraph of G̃. In the first case a 3-biflag of the form [a; v′0, v

′
1, v2]

or [a, b; v′0, v
′
1, v2] must occur in G, contradicting our hypothesis. In the second and third

cases, we may define v′2 = v2, so that (v′0, v
′
1, v

′
2) forms a chordlesss undirected path in G

that is semi-directed in G̃ with v′0→ v′1. Thus if n = 2, the required assertion is thereby
established.

If n ≥ 3, we may assume inductively that for some k ∈ {2, . . . , n − 1} we have
constructed a subset {v′1, . . . , v′i} ⊆ {v1, . . . , vk} with v′i = vk such that (v′0, v

′
1, . . . , v

′
i) is a

chordless undirected path in G that is semi-directed in G̃ with v′0→v′1 ∈ G̃, so v′i /∈ NdD̃(τ̃).
Now v′i—vk+1 ∈ Ha, so either (1) v′i→ vk+1 ∈ H, (2) v′i← vk+1 ∈ H, (3) v′i—vk+1 ∈ H,
or (4) v′i 
 · · ·vk+1 in H but either ({v′i, vk+1}, w) is a triplex in H for some w ∈ NdD̃(τ̃)
or [v′i, vk+1;w, y] is a 2-biflag in H for some w, y ∈ NdD̃(τ̃). In case (4), one of the four
configurations (a), (b), (c), or (d) in Figure A.3 (with s, v replaced by v′i, vk+1) must occur
as an induced subgraph of H. Cases (1), (2), (4a), (4b), and (4d) are impossible since
v′i /∈ NdD̃(τ̃).

In case (4c), v′i—w←vk+1 must occur as a subgraph (not necessarily induced) of G,
while either v′i→w← vk+1, v′i—w← vk+1, or v′i←w← vk+1 must occur as a subgraph of
G̃. The first two cases are impossible since v′0 ∈ τ̃ and w ∈ NdD̃(τ̃). In the third case,
define

r := min{j|0 ≤ j ≤ i, v′j ···w ∈ G}.

If r = 0 then v′0—w ∈ G by the adicyclicity of G, while, since v′0 ∈ τ̃ and w ∈ NdD̃(τ̃),
either v′0—w ∈ G̃ or v′0←w ∈ G̃. In both instances the flag [vk+1, v

′
0;w] cannot occur in

G by the construction of G̃, hence v′0←vk+1 ∈ G and so vk+1 ∈ π ∩ paG̃(σ̃), contradicting
the assumption that (B.46) fails. If 1 ≤ r ≤ i − 1, then v′r—w ∈ G by the adicyclicity of
G, while v′r←w ∈ G̃ because v′0 ∈ τ̃ and w ∈ NdD̃(τ̃); clearly these relations also hold if
r = i. If we now define

l := max{j|1 ≤ j ≤ r, v′j−1→v′j ∈ G̃},

then an (r − l+ 3)-biflag of the form [a; v′l−1, v
′
l, . . . , v

′
r, w] or [a, b; v′l−1, v

′
l, . . . , v

′
r, w] must

occur in G, again impossible.
In case (3), v′i—vk+1 ∈ G. Define r as above but with w replaced by vk+1, so v′r—

vk+1 ∈ G by the adicyclicity of G if r ≤ i−1 or by (3) if r = i. If r = 0 then v′0→ vk+1 ∈ G̃
since (B.46) is assumed false, so we may redefine v′1 = vk+1. If 1 ≤ r ≤ i, then either
v′r ← vk+1 ∈ G̃, v′r—vk+1 ∈ G̃, or v′r → vk+1 ∈ G̃. In the first case, an (r − l + 3)-biflag
of the form [a; v′l−1, v

′
l, . . . , v

′
r, w] or [a, b; v′l−1, v

′
l, . . . , v

′
r, w] must occur in G, where l is

as defined above. In the second and third cases, we may define v′i+1 = vk+1 if r = i or
redefine v′r+1 = vk+1 if r < i. Thus in all possible cases we have constructed a subset
{v′1, . . . , v′h} ⊆ {v1, . . . , vk+1} with v′h = vk+1 such that (v′0, v

′
1, . . . , v

′
h) is a chordless

undirected path in G that is semi-directed in G̃ with v′0→v′1 ∈ G̃.
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Now proceed by induction on k to establish the required assertion and thereby estab-
lish (B.46). Thus C4̃ holds, so PAMP(G;X) ⊆ PLWF(G̃;X). This completes the proof.
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