
Disjunctive Systems and L-DomainsGuo-Qiang ZhangDepartment of Computer ScienceThe University of GeorgiaAthens, Georgia 30602U.S.A.Abstract. Disjunctive systems are a representation of L-domains.They use sequents of the form X ` Y , with X �nite and Y pairwisedisjoint. We show that for any disjunctive system, its elements or-dered by inclusion form an L-domain. On the other hand, via thenotion of stable neighborhoods, every L-domain can be representedas a disjunctive system. More generally, we have a categorical equiv-alence between the category of disjunctive systems and the categoryof L- domains. A natural classi�cation of domains is obtained interms of the style of the entailment: when jXj = 2 and jY j = 0disjunctive systems determine coherent spaces; when jY j � 1 theyrepresent Scott domains; when either jXj = 1 or jY j = 0 the asso-ciated cpos are distributive Scott domains; and �nally, without anyrestriction, disjunctive systems give rise to L-domains.1 IntroductionDiscovered by Coquand [Co90] and Jung [Ju90] independently, L-domains formone of the maximal cartesian closed categories of algebraic cpos. Together with1



the work of Smyth [Sm83] which shows that the SFP domains of Plotkin [Pl76]is the largest cartesian closed category inside the !-algebraic cpos, we have abetter picture of good categories of domains that may be used in denotationalsemantics of programming languages.The primary contribution of this paper is to give a representation of L-domains, based concretely on sets and relations. These concrete structures,which are called disjunctive systems, provide a general framework encompassingcoherent spaces, Scott domains, and bi�nite L-domains. Our representationfollows the idea of Scott [Sc82] in his work on information systems, and henceit inherits the bene�ts of these structures.Previous work has shown that Scott domains, SFP domains, and stabledomains can all be represented by structures similar to information systems([LaWi84], [Sc82], [Zh90b], [Zh89]). The topic of this paper comes very naturallyalong this line of research. It adds to our belief that good categories of domainsall have nice concrete representations.A disjunctive system is a structure with sequents of the form X ` Y onpropositions (tokens) about computation. These sequents generalize the usualnotion of sequents due to Gentzen: Although X is required to be �nite (andnon-empty), Y need not be so. A sequent X ` Y should read `conjunction ofX's entails disjunction of Y 's'. The name `disjunctive' originates from the workof Johnstone [Jo77]. It reects the condition that whenever we write X ` Y ,Y must be pairwise disjoint, in the sense that two distinct propositions in Yalways contradict each other. In terms of sequents, this is expressed by8a; b 2 Y: a 6= b =) fa; bg ` ;:Perhaps exclusive-or is the most familiar example of `disjunctiveness'. How-ever, situations like this arise frequently in computation. For example, althougha storage can hold di�erent data, it can only store one datum at a time. Essen-tially, anything which has to do with resources involves the notion of disjunc-tiveness. Suppose a candy bar, a pack of cigarette, and a cup of co�ee cost one2



dollar each. With one dollar, you can buy a candy bar, a pack of cigarette, ora cup of co�ee. However, you can only buy one of them.The notion of disjunctiveness has appeared already in di�erent areas of the-oretical study. It was considered in [Die76] and [Jo77] in the context of categorytheory. When looking for a topological characterization of stable functions ofBerry [Be78], one naturally arrives at stable neighborhoods [Zh], [Zh90a], thoseopen sets which have the disjoint property (see Section 2).Our purpose in considering disjunctive systems is to study concrete repre-sentation of L-domains and its consequences. The concept of elements servesas a bridge between disjunctive systems and domains. An element of a dis-junctive system is a set x of propositions such that whenever X ` Y for someX � x, Y \x is non-empty. Ordered by set inclusion these elements form a cpo,with ; the bottom. We are going to show that disjunctive systems representL-domains, those algebraic cpos in which every principal ideal #x is a completelattice. This main result is expressed as the following two theorems, which isgeneralized to the equivalence of the related categories in Section 6.Theorem 1.1 For a disjunctive system A, the set of elements jAj ordered byinclusion is an L-domain.Theorem 1.2 Every L-domain can be represented by a disjunctive system.To prove the �rst theorem a characterization of �nite elements is needed.They turn out to be those which are generated by a �nite set of tokens relativeto a given element. The disjoint nature of the sequents makes it true that anyrelative intersection of a collection of compatible elements is again an element.Therefore, the greatest lower bound of any collection of elements exists withinevery principal ideal. In fact this is the construction with which we get the�nite elements, as well as the least upper bounds of compatible sets.To show that every L-domain can be represented by a disjunctive system, weuse the notion of stable neighborhoods. Stable neighborhoods were introducedin [Zh89a] to give a topological characterization of stable functions. They are3



those Scott open sets whose minimal points are pairwise incompatible. Thedisjoint property of stable neighborhoods makes them natural candidates forpropositions of disjunctive systems. We show that there is an order preserv-ing, 1-1 correspondence, between an L-domain and the disjunctive system con-structed from its stable neighborhoods.Since disjunctive systems are based on a limited use of sets, they provide aconcrete approach to domains. What is more important is, however, that theysuggest an interesting classi�cation of domains. Call a cpo an [m; n]-domain ifit is determined by a disjunctive system whose sequents are of the form X ` Ywith jXj � m and jY j � n. Similarly, call a cpo an (m; n)-domain if it isdetermined by a disjunctive system whose sequents are of the form X ` Y withjXj < m or jY j < n. Note that to be able to express disjointness, X should beallowed to have at least two elements. Note also that for technical advantage,X is required to be non-empty. For convenience let � stand for no restriction.By this classi�cation, coherent spaces [Gi87] are exactly the [2; 0]-domains.Other existing domains can also be classi�ed in this way. We summarize theclassi�cation by the following table.Parameters Domain Types[2; 0] Coherent Spaces[�; 1] Scott Domains(2; 1) Distributive Scott Domains(�; �) L-DomainsOn the other hand, the classi�cation of domains in this way brings forwardan extremely rich family of domains. Many interesting issues arise. For example:What are the [3; 2]-domains? Do they form a cartesian closed category? Notethese are follow-up questions which we do not attempt to settle here. Whetherthis classi�cation generates any interesting category of domains or not remainsto be seen.The general notion of sequent structures and non-deterministic information4



systems were introduced in [Zh] and [DG90], respectively. The purpose of [Zh]was to give a representation of SFP domains (see also [Zh90b]), and the mainpurpose of [DG90] was to give a characterization of partial orders representableby non-deterministic information systems. This paper uses a di�erent structurewhich is not contained in sequent structures or non-deterministic informationsystems: instead of having ` as a relation between �nite subsets of tokens, weneed it to be a relation that relates a �nite subset to any pairwise disjointsubset. As mentioned at the end, whether this need is absolutely necessary isunknown at the time this paper is �nished.2 L-Domains and Stable NeighborhoodsWe assume the reader's familiarity with some basic de�nitions of domain theory,such as complete partial orders (cpos), �nite elements, Scott open sets, algebraiccpos, etc. With respect to a cpo D, we write "T for the upper closed set (upperset) fd 2 D j d w t for some t 2 Tg;where T is a subset of D. Similarly #T stands for the setfd 2 D j d v t for some t 2 Tg:In cases where T = fxg, a singleton set, we just write "x or #x.The notion of minimal upper bounds are quite relevant here, so we recallsome related de�nitions. Let T be a subset of a cpo D. An element d is said tobe a minimal upper bound of T if d dominates every element in T , and thereis no element strictly below d with this property. The set of minimal upperbounds of T is written as 1T . We call 1T complete if whenever d is an upperbound of T , d is already bigger than some element of 1T . A cpo D is said tohave property m if every subset has a complete set of minimal upper bounds.5



For a given set T of a cpo, we de�neU0(T ) = T;Un+1(T ) = fx j x 21S for some �nite subset S � Un(T )g;U1(T ) = Sn�0 Un:Let D be an algebraic cpo (the non-algebraic ones do not seem to be inter-esting). It is called an L-domain if for every x in D, the principal ideal #x is acomplete lattice. The following characterization of L-domains is useful.Theorem 2.1 (Jung) An algebraic cpo D is an L-domain if and only if D hasproperty m and U1 = U1:When we show that every L-domain can be represented as a disjunctivesystem later in Section 4, stable neighborhoods are used.De�nition 2.1 Let D be a cpo. u is a stable neighborhood of D if it is a Scott-open set of D such that u ="C, where C is a collection of �nite elements of Dwith the property (c1; c2 2 C & "c1\ "c2 6= ;) =) c1 = c2:We write the set of stable neighborhoods of a cpo D as SN(D). In general,SN(D) does not necessarily form a topology. It is not closed under �nite in-tersections, neither arbitrary unions. However, stable neighborhoods are closedunder disjoint unions.De�nition 2.2 Let D be a cpo. The set of minimal points of a Scott open setu, written as �u, consists of m 2 u such that 8x v m: x 2 u =) x = m.Clearly minimal points of a Scott open set are �nite elements. Also, a Scottopen set u is a stable neighborhood if and only if �u is pairwise incompatible.As a corollary of Theorem 2.1, we have a characterization of L-domains in termsof stable neighborhoods.Proposition 2.1 Let D be an algebraic cpo. D is an L-domain if and only ifthe collection of stable neighborhoods on D is closed under �nite intersections.6



3 Disjunctive SystemsDe�nition 3.1 A disjunctive system is a pairA = (A; `)where A is a set of tokens and ` is a relation such that whenever X ` Y , X isa non-empty �nite subset of A and Y is a pairwise disjoint subset of A in thesense that 8a; b 2 Y: a 6= b =) fa; bg ` ;:Note that the following additional axioms can be put on `:(Identity) a ` a;(Weakening) X 0 � X X ` Y Y � Y 0 Y 2 #AX 0 ` Y 0 ;(Cut) X ` Y; a a; X 0 ` Y 0 Y [ Y 0 2 #AX; X 0 ` Y; Y 0 :Here #A is the collection of pairwise disjoint subset of A.When these axioms are satis�ed we call a disjunctive system normal. How-ever, as far as the representation of domains is concerned, these axioms maynot be required. From the de�nition of elements given later, we will see thatif any of the axioms is violated, the associated propositions can not appear inany element. In any case, every L-domain can be represented by a normal dis-junctive system, as can be seen from the proof of Theorem 1.2. Additionally,it seems neater not to require normality when dealing with the classi�cation ofdomains determined by disjunctive systems.Note that when we write X ` Y , X is always a non-empty, �nite subsetsof propositions, and Y pairwise disjoint. Of course Y can be in�nite, or evenuncountable, keeping in mind that our intended purpose is to recast variouskinds of domains in a general setting, including L-domains, which may have anuncountable number of �nite elements.7



A disjunctive system determines a family of subsets of propositions calledits elements.De�nition 3.2 The elements jAj , of a disjunctive system A = (A; ` ) consistof subsets x of propositions which are closed under entailment:(X � x & X ` Y ) =) x \ Y 6= ;:Given an element x of a disjunctive system A, we have jY \ xj = 1 forany entailment X ` Y with X � x. This follows from the pairwise disjointnature of Y . Note for any disjunctive system A, we have ; 2j A j : Althoughthis is easy to check, we had to take some care earlier for the de�nition of theentailment relation. The requirement that X be non-empty in any entailmentX ` Y is crucial. Imagine if ; ` ; were allowed in a disjunctive system A.According to the de�nition of an element of a disjunctive system, j A j wouldbe empty, contradicting the expectation that (j A j; �) be a cpo. This is notsurprising because logically speaking, ; ` ; means true ` false; resulting in aninconsistent structure.Noting that for disjunctive systems the least upper bound of a directed setis the union of elements in that set, we haveProposition 3.1 For a disjunctive system A,(jAj ; �)is a complete partial order.The following proposition is the key to the construction of �nite elementsand the proof of the representation theorems.Proposition 3.2 Let A be a disjunctive system, and let T be a compatiblesubset of elements of A. Then TT is an element of A.8



Proof Since T is compatible, there is some element x of A such that8y 2 T: y � x:Let X ` Y be an entailment in A such that X � TT . We have X � y for everyy in T . But such y's are elements of A. Therefore Y \ y = Y \ x 6= ; for all yin T . This implies Y \ TT 6= ;: 2Suppose P is any subset of an element x. According to the previous propo-sition, \fy j P � y � x & y 2 jAjgis an element of A. We write dP ex for such an element. Elements of the formdP ex with P �nite are of special interest to us. They form the basis of a cpo(jAj ; �).Proposition 3.3 Given a disjunctive system A, dP ex is a �nite element of(jAj ; �) for any �nite subset P of an element x 2 jAj.Proof Let S be a directed subset in the cpo (jAj ; �), and letdP ex �[S:(Note that FS = SS when S is directed.) Clearly dP ex = dP eSS . SinceP � SS, P � z for some z 2 S. Thereforez � dP eSS = dP ex: 24 Representation TheoremsIn this section we present the proofs of the two representation theorems men-tioned in the introduction. 9



Proof of Theorem 1.1: Given a disjunctive system A, and P; Q, subsetsof an element x of the disjunctive system, we havedP ex t dQex = dP [Qex:It is then clear thatx =[fdP ex j P is a �nite subset of xg;with fdP ex j P is a �nite subset of xgdirected. Hence (jAj ; �) is algebraic. It is an L-domain because by Proposition3.2, any subset S of a principle ideal #x has a greatest lower bound, which isthe intersection of all elements in S. Again by Proposition 3.2, the least upperbound of any subset S is the element\fy j [S � y � x & y 2 jAjg:Hence #x is a complete lattice. 2Given an L-domain D, we can associate it with a disjunctive systemI(D) = (A; `):Here A is the collection of stable neighborhoods of D excluding D, and ` isgiven by X ` Y if \X � [Y;with X �nite and Y pairwise disjoint (in set theoretic terms).We now show that every L-domain can be represented as a disjunctive sys-tem.Proof of Theorem 1.2: Let D be an L-domain. It is enough to provethat D �= jI(D)j :10



De�ne a mapping ' : (D; v)! (jAj ; �)by letting '(d) = fu j u 2 SN(D) n fDg & d 2 ug:We show that ' is an order preserving isomorphism between (D; v) and (jAj ; �). The non-trivial part is to show that ' is onto. Let x 2 jI(D)j be a non-bottom (otherwise '(?) = x). We show that Tx =" t for some t 2 D. For anyu 2 x, we have fug ` f "p j p 2 �ug:Therefore, there is some p0 2 �u such that " p0 2 x, since x is an element ofI(D). It follows that \ x = \f"p j"p 2 xg:However, fp j"p 2 xg is a directed set. To see this, let p0; p1 2 fp j"p 2 xg.The fact that D is an L-domain implies that 1 fp0; p1g is a complete set ofminimal upper bounds of fp0; p1g. Moreover, "1 fp0; p1g is again a stableneighborhood, by Proposition 2.1. Hencef"p0; "p1g ` f"p j p 21fp0; p1gg:It follows that "p 2 x for some p 21fp0; p1g. This p is an upper bound of p0and p1.Therefore \ x =" t;where t = Gfp j"p 2 xg:From this we know that for any u 2 SN(D) containing t, u must belong to x11



since t 2 u =) (Ffp j"p 2 xg) 2 u=) p0 2 u for some "p0 2 x=)"p0 � u=) f"p0g ` fug=) u 2 x:In summary, all the above shows that x = '(t) for some t 2 D. 25 Classi�cation of DomainsA disjunctive system is called [m; n] if all the sequents involved are of the formX ` Y with jXj � m and jY j � n. It is (m; n) if the sequents are of the formX ` Y with jXj < m or jY j < n. The corresponding cpos are called [m; n]-domains or (m; n)-domains, respectively. To explain the notation better, notethat [m; n] suggests a `closed interval', and (m; n) an `open interval'.Consider a disjunctive systems (A; `), where all the entailmentsX ` Y aresuch that jXj = 2 and jY j = 0. Clearly x 2 jAj if and only if8a; b 2 x: fa; bg 6` ;:Therefore, the elements of such systems have the property that(x 2 jAj & y � x) =) y 2 jAj :Hence every such a disjunctive system represents a coherent space. Conversely,it can be easily seen that every coherent space can be represented by a disjunc-tive system of this kind. We have, therefore,Proposition 5.1 The [2; 0]-domains are exactly coherent spaces.Implied by the results of Scott [Sc82], we have12



Proposition 5.2 The [�; 1]-domains are exactly Scott domains.Suppose (A; `) is a disjunctive system with the entailments of the formX ` Y such that either jXj = 1 or jY j = 0. What can be said about the cpo itrepresents? It is a distributive Scott domain. Let T be a compatible subset ofjAj. It can be seen that the union ST must also be an element. Therefore theelements ordered under inclusion is a Scott domain. It is distributive becausein this case the greatest lower bound of any collection of elements is just theintersection of these elements.Further more, any distributive Scott domain can be represented by a dis-junctive system of this kind, even with the condition jY j � 1 holding for allentailments X ` Y . The proof of this claim can be derived from [Zh89]. Thisleads to the following proposition.Proposition 5.3 The (2; 1)-domains are exactly distributive Scott domains.Continuing in this line, we only need that the following relation � be well-founded for a disjunctive system (A; `) to represent a dI-domain. For a; b 2 A,a � b if a 6= b and for some Y containing b, a ` Y . The well-foundedness of �,however, does not seem to be expressible in terms of the types of disjunctivesystems as it stands: I suspect dI-domains are none of the [m; n]-domains or(m; n)-domains.6 Categorical EquivalenceThis section introduces approximable mappings between disjunctive systems.It then shows that the category of disjunctive systems with approximable map-pings is equivalent to the category of L-domains.For technical convenience we work with a particular kind of disjunctive sys-tems | those which are normal (see Section 3) and expressive.13



De�nition 6.1 A normal disjunctive system (A; `) is called expressive iffag ` Y =) 9b 2 Y: fag ` fbg;and for every �nite subset X � A, there is some Y � A such thatX ` Y & 8b 2 Y: [8a 2 X: fbg ` fag]:We abbreviate the above statement as X * Y (note * is not symmetric).Note that from Proposition 2.1 and the proof of Theorem 1.2 we know thatthe expressiveness condition will not pose a restriction on the expressive powerof disjunctive systems. This will be con�rmed again later in the categoricalequivalence theorem.We now introduce morphisms on expressive disjunctive systems called ap-proximable mappings. This makes expressive disjunctive systems a category.Approximable mappings show how disjunctive systems are related to one an-other and they correspond to continuous functions between the associated L-domains.De�nition 6.2 Let A = (A; `A ), B = (B; `B ) be expressive disjunctive sys-tems. An approximable mapping from A to B is a relation R � A � B whichsatis�es8S �fin R 8X8Y:(�1S *A X & �2S *B Y ) =) 8a 2 X9b 2 Y: aR b:Here �1 and �2 are projections to the �rst and the second component, re-spectively, and �fin stands for `a �nite subset of'.Clearly, when a ` a0 we have a0 * f a; a0 g. Taking f(a0; b0)g � R, X =f a; a0 g, Y = fb0g in the previous de�nition, we have, for an approximablemapping R, a ` a0 & a0R b0 =) aR b0:14



Proposition 6.1 Expressive disjunctive systems with approximable mappingsform a category, written as EDIS.Proof We check that approximable mappings compose. Other axioms fora category can be checked similarly. Let A; B and C be expressive disjunctivesystems and R : A ! B and S : B ! C be approximable mappings. LetR � S be the relational composition. We show that R � S is an approximablemapping. Suppose, for a �nite set I, 8i 2 I: ai (R�S) ci and f ai j i 2 I g*A X,f ci j i 2 I g*C Z. There exists a ui 2 B such that aiRui ; ui S ci for any i 2 I.Let fui j i 2 I g*B Y . The existence of such Y follows from the expressivenessof B. Since R is an approximable mapping, 8p 2 X9q 2 Y: pR q. But for eachq 2 Y we have q S ci for all i 2 I. Therefore there exists some r 2 Z such thatq S r, since q * q. Hence 8p 2 X9r 2 Z: p (R � S) r. 2Approximablemappings determine continuous functions via the constructiongiven in the following de�nition.Proposition 6.2 Let R be an approximable mapping from A to B. De�nefR : jAj ! jBj by fR(x) = f b 2 B j 9a 2 x : aR b g:Then fR is a continuous function from jAj to jBj.Proof The only di�culty is to show that fR is well-de�ned. Let x 2 jAjand let R : A ! B be an approximable mapping. To show fR(x ) 2 jBj letY �fin fR(x ) and Y `B Z. For each b 2 Y there is some a 2 x such that aR b.Write X for such a collection of a's. Because A and B are expressive, thereare X 0; Y 0 such that X *A X 0 and Y *B Y 0. This means we have X � xand X `A X 0, which implies X 0 \ x 6= ;. Now let u0 2 X 0 \ x. By De�nition6.2 there is a v0 2 Y 0 such that u0Rv0. Thus v0 2 fR(x). We must also havev0 `B Z, which implies, by expressiveness, v0 `B c for some c 2 Z. Thereforec 2 fR(x ) \ Z. Thus fR is well-de�ned.15



2To show that the category of expressive disjunctive systems and the categoryof L-domains (which is written as L) are equivalent, we use one of MacLane'sresults ([Ma71], pp 91). By this result, a functor F determines an equivalenceof the categories if it is full and faithful, and each L-domain D is isomorphic toF (A) for some expressive disjunctive system A.Theorem 6.1 EDIS is equivalent to L.Proof Let F : EDIS! L be the functor given byF (A ) = jAjF (R ) = fR:That each L-domainD is isomorphic to F (A) for some expressive disjunctivesystemA is shown in Theorem 1.2. It remains to show that F is full and faithful.First we show that F is full. Let A and B be expressive disjunctive systems,and f : F (A) ! F (B) a continuous function. De�ne a relation R � A � Bby letting aR b if b 2 f(a). We check that this relation is an approximablemapping form A to B. Let f (ai; bi) j i 2 I g be a �nite subset of R. Assumef ai j i 2 I g*A Xand f bi j i 2 I g*B Y:For any a 2 X, we have a ` faig for every i 2 I. Thus we have bi 2 f(ai) � f(a)for any i 2 I. Now f bi j i 2 I g `B Y: Therefore f(a) \ Y 6= ;. This means forsome b 2 Y , b 2 f(a), or aR b.We now show that the continuous function fR determined by the above Ris actually equal to f . Let x 2 jAj. Suppose b 2 fR(x). By de�nition there issome a 2 x, aR b. That is, b 2 f(a). Therefore b 2 f(x), by the monotonicityof f . Thus fR(x) � f(x). On the other hand, let b 2 f(x). By the continuity16



of f there is some a 2 x such that b 2 f(a). Hence aR b and b 2 fR(x). Thismeans f(x) � fR(x). Hence f = fR.Secondly, we show that F is faithful. Suppose R;S : A ! B are approx-imable mappings such that fR = fS . Let aR b. Then b 2 fS(a): This meansfor some a0 2 a, a0 S b, which implies aS b. Therefore, R � S. By symmetry,S � R and hence R = S. 27 Future WorkThere are many interesting issues to be explored about disjunctive systems.A sub-system relation can be introduced to disjunctive systems using themethod presented in [LaWi84], so that recursive equations can be solved byusing �xed-point constructions. Technically, we do not anticipate any di�cultyfor such a treatment. The question is, however: what kind of equations dowe have? The equations usually involve constructions on disjunctive systems.However, we have not dealt with constructions such as function space on thecategory of expressive disjunctive systems. It is not clear to the author at thismoment how best function space can be introduced (that is the reason we havenot included a sub-system relation).Secondly, there is the question of whether (�; �)-domains and (�; 1)-domainsare the same (i.e., L-domains). On the surface, it looks like (�; 1)-domainsshould be the bi�nite L-domains. Clearly, every bi�nite L-domain can be rep-resented by a (�; 1)-disjunctive system. The other way round, however, isnot true: (�; 1)-disjunctive systems can represent more than just the bi�niteL-domains. Here is an example.Example (Droste and Gobel) Let (A; `) be a disjunctive system withA = fa; bg [ f1; 2; 3; � � �g17



and the entailment relation given byfa; bg ` f1; 2g;fig ` fag; fig ` fbg for all i � 1;f2i+ 1g ` f2ig; f2i+ 2g ` f2ig for all i � 1;f2ig ` f2i+ 1; 2i+ 2g for all i � 1; andf2i� 1; 2ig ` ; for all i � 1:The elements determined by this disjunctive system are:;; fag; fbg andi = fa; bg [ f2; 4; � � � ; ; 2i� 2g [ f2i� 1g for i � 1; as well as1 = fa; bg [ f2i j i � 1g:Ordered by set inclusion we get a cpo which is not bi�nite. One can even havean uncountable set of minimal upper bounds for a �nite set of �nite elements ina (�; 1)-domain. Given any non-empty set Q, one can construct the following(�; 1)-disjunctive system. Let the token set befa; bg [ Q� f0g [Q� f1g:The entailment relation is speci�ed byfa; bg ` f(q; 0); (q; 1)g for all q 2 Q;f(q; 0); (q; 1)g ` ; for all q 2 Q:There is a 1-1 correspondence between functionsf : Q! f0; 1gand elements fa; bg [ f(q; f(q)) j q 2 Qg:18



Therefore, elements fag; fbg have a set of minimal upper bounds with cardi-nality the same as that of the power set of Q.All this suggests that maybe (�; 1)-domains are L-domains. We have noproof of this at the moment: the proof of Theorem 1.2 cannot be easily adaptedto the new situation. It seems some intrinsic construction must be used to geta (�; 1)-disjunctive system for an L-domain. However, it would be even moreinteresting if one could �nd an example of an L-domain which is not (�; 1).What, then, are the (�; 1)-domains?References[Be78] Berry, G., Stable models of typed �-calculi, Lecture Notes in ComputerScience 62 (1978).[Die76] Diers, Y, Cat�egories Localisables, th�ese de doctorat d'�eetat, Paris VI(1976).[DG90] Droste, M., and Gobel, R., Non-deterministic information systems andtheir domains, Theoretical Computer Science, 75 (1990).[Co89] Coquand, T., Categories of embeddings. Proceedings of the third an-nual symposium on logic in computer science, (1988)[Gi87] Girard, J.-Y., Linear Logic, Theoretical Computer Science 50 (1987).[Gu85] Gunter, C., Pro�nite solutions for recursive domain equations, PhD the-sis, Department of Computer Science, Carnegie-Mellon University, (1985).[Jo77] Johnstone, P.T., A syntactic approach to Diers' localizable categories,Lecture Notes in Mathematics 753 (1977).[Jo82] Johnstone, P.T., Stone spaces, Cambridge University Press (1982).[Ju90] Jung, A., Cartesian closed categories of algebraic cpos, Theoretical Com-puter Science 70 (1990) 19
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