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Abstract

The performance of applications on mobile devices is affected by the device constraints of memory, processing power, battery life and the

variations in the wireless network. The variations in the wireless network will be compounded in the next generation networks—3G and

beyond—when the devices move across heterogeneous networks. To allow interoperability with the Internet, existing standard protocol

stacks would be deployed in the new networks and mobile devices. However, these protocol stacks which are architected and implemented in

a layered manner do not function efficiently in mobile wireless environments. Cross-layer feedback in the protocol stack would be useful to

improve the efficiency of these protocol stacks.

In this paper, we discuss the benefits of cross-layer feedback on the mobile device and present a representative survey.

q 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The new wireless networks—3G and beyond [1,2]—are

expected to be all-IP and using standard protocol stacks,

e.g. TCP/IP [3] (Transmission Control Protocol/Internet

Protocol), to ensure interoperability.

The standard protocol stacks are architected [4] and

implemented in a layered manner and function inefficiently

in mobile wireless environments [5]. This is due to

the highly variable nature of wireless links and the

resource-poor nature of mobile devices. For wired networks

some of the early work [6–8] shows that information

exchange between protocol layers or cross-layer feedback is

useful. Some examples of cross-layer feedback are: (1) TCP

packet loss information communicated to the application

layer to enable application adaptation, (2) link/MAC layer

tuning the transmit power of the physical layer based on the

bit-error rate information from the physical layer.

Cross-layer feedback optimizations may be implemented

at the intermediate nodes [9,10] or mobile hosts (MH).

We focus on cross-layer feedback in the MH since we

believe that it would be easier to implement changes on the

end-devices than in the network.

We believe that improving user satisfaction is the

ultimate goal of improving application performance on

wireless devices. Cross-layer feedback on a mobile device

would help in improving application performance and thus

user satisfaction. However, to further enhance user

satisfaction it is essential to incorporate dynamic

user requirements also into the protocol stack. For example,

it would be useful to allow a user to indicate and change

application priorities dynamically. Further, since a large

fraction of the battery is consumed by the network interface

[11], it is imperative that the various protocol layers adapt

and collaborate to optimize power consumption.

In Section 2 we discuss the various cross-layer feedback

possibilities and the potential benefits, in Section 3 we

present related surveys and in Section 4 we present the

summary and conclusion.

2. Cross-layer feedback

Cross-layer feedback means interaction among the layers

in the protocol stack. For the sake of convenience,

cross-layer feedback can be categorized as follows:
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Upper to lower layers. For example, delay or loss

constraints of the application communicated to the link

layer to enable the link layer to adapt its error correction

mechanisms; user defined application priority

communicated to TCP to increase the receiver window of

the application with a higher priority.

Lower to upper layers. For example, TCP packet loss

information given to the application layer so that the

application can adapt its sending rate; physical layer

transmit power and bit-error rate information communicated

to the link/MAC layer to enable adaptation of error

correction mechanisms.

In Section 2.1 we present examples of cross-layer

feedback for each layer. We also discuss the benefits and

indicate some of the disadvantages.

2.1. Physical layer

The function of physical layer is to transmit raw bits over

a certain distance with minimum bit errors, using a suitable

power level.

The information available at the physical layer is

transmit power, bit-error rate and coding/modulation in

use. However, for explicit measurement of bit-error rate the

receiver will have to provide feedback to the sender.

2.1.1. Interaction with upper layers

Application or user: The application layer or the device

user may tune the physical layer parameters to improve

throughput or download software for another physical layer

[12] (see Section 2.5 also). However, one disadvantage is

that software downloading itself could consume high

amounts of power.

Network: The bit-error rate on an interface could be used

as a guide by the network layer to select the appropriate

interface.

Link/MAC: Ebert and Wolisz [13] discuss protocol

harmonization for MAC and physical layer for IEEE 802.11

[14]. They investigate the effects of packet length, transmit

power and bit-error rate. Their results show that minimum

energy is consumed for transmission if an optimal transmit

power is used for a packet. Further, this optimal

transmit power is proportional to the packet length. Also,

they show that varying the packet length according to the

BER also helps reduce energy consumption. They report

that fragmentation into packets of size 500 bytes for a

BER . 1025 leads to the largest reduction in energy

consumption (also see Section 2.2).

Battery aware physical layer. The physical layer may

also adapt its coding/modulation depending on the

battery status.

2.2. Link/MAC layer

The functions of link/MAC layer are improving link

reliability through forward error correction (FEC) and

Automatic Repeat reQuest (ARQ); avoiding/reducing

collisions; fragmenting data into frames so as to ensure

reliable transmission with minimal overhead.

The information available at the link/MAC layer is

current FEC scheme, number of frames retransmitted, frame

length, point in time when the wireless medium is available

for transmission and hand-off related events.

2.2.1. Interaction with upper layers

User: Link throughput information can indicate to the

user the kind of application performance that should be

expected. The user may then decide which applications can

be run.

Application: At the link/MAC layer the frames from

different applications may be treated differently.

For example, frames of applications with a low delay

requirement may be transmitted on priority. Similarly,

FEC/ARQ may be improved for applications with a high

reliability requirement. The above is based on the idea of a

multi-service link layer [15], for QoS (Quality of Service,

i.e. delay, loss, jitter requirements of applications) in the

Internet, which adapts the link layer services based on the

traffic class. However, such schemes may increase

the processing overhead and hence power consumption.

Transport: When channel conditions are poor, retrans-

missions at the link layer result in delays which could lead to

TCP retransmissions and thus reduced throughput [16].

To avoid this, TCP and link layer could exchange

retransmission information. In a IEEE 802.11 [14]

environment [17] show that increasing MAC level

retransmissions to avoid TCP retransmissions, decreases

the power consumption.

Network: Mobile-IP [18] is used for IP hand-off

whenever the mobile device changes sub-nets. Hand-off in

Mobile-IP depends on the detection of a network change at

the IP layer. This information may not be available as

quickly as the signal strength changes monitored

continually at the link layer. Thus, link layer hand-off

information can be used to reduce the hand-off latency for

Mobile-IP [19,20]. On similar lines, IP micro-mobility

protocol, Cellular-IP [21] uses signal strength of the base

station beacons for hand-offs.

2.2.2. Interaction with lower layers

Physical: Based on current channel conditions the error

control mechanisms at the link layer may be adapted to

reduce the transmission errors [22,23]. Lettieri and Srivas-

tava [22] show around 50% improvement in goodput and

20% improvement in transmission range by using the optimal

Maximum Transmission Unit (MTU) for a particular BER. In

a GSM case study, Ludwig et al. [23] show that by increasing

the frame length the throughput can be increased by

18–25%, depending on the radio conditions.

For tuning physical layer power see Section 2.1.

Batter aware link/MAC layer. See Section 2.1 for

optimization in collaboration with physical layer.
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From the examples in the previous sections, it can be

seen that adaptation of error control mechanisms at the

link/MAC layer along with transmit power control at

the physical layer can help in substantial reduction in

power consumption and improvement in throughput.

2.3. Network layer

Network layer functions are routing, addressing,

selecting the network interface, and IP hand-off [18] to

maintain IP connectivity in foreign networks.

The information available at the network layer is

Mobile-IP hand-off initiation/completion events and the

network interface currently in use.

2.3.1. Interaction with upper layers

Application or user: An application could control its

sending rate based on Mobile-IP hand-off indications.

A device may have multiple wireless network interfaces

that can provide different levels of service. For example, a

wireless LAN interface may provide lesser delays and

higher throughput as compared to a GPRS interface on the

same device. Depending on the application or user needs,

the network layer could select an appropriate network

interface. However, continuing a session uninterrupted onto

another interface is an open research area.

Transport: Mobile-IP hand-off delay may lead to reduced

throughput due to the TCP retransmission time-out (RTO)

and back-off mechanism. TCP can be informed about the

event of Mobile-IP hand-off to reduce the retransmission

latency. A fast retransmit [24] can be initiated on the MH

using this information. Depending on the hand-off

conditions, this helps in reducing TCP retransmission

latency by up to 75% and improving throughput by up to

25% [24].

2.3.2. Interaction with lower layers

Link/MAC: see Section 2.2; Physical: see Section 2.1.

From the aforementioned, it seems that the

Mobile-IP hand-off indications to the application and TCP

would be quite useful in conserving the battery and

increasing throughput.

2.4. Transport

The transport layer is concerned with establishing

end-to-end connections over the network. Mobile networks

are characterized by large delays, packet losses and high

bit-error rates. Transport protocols like TCP interpret this as

a congestion loss which reduces its throughput [24].

Cross-layer feedback may also be beneficial in case of

protocols like UDP or RTP, however, due to space

limitations we restrict our discussion to TCP.

The information available with TCP is round-trip time

(RTT), RTO, MTU, receiver window, congestion

window, number of packets lost and actual throughput

(or goodput).

2.4.1. Interaction with upper layers

User: A user may assign priorities to the running

applications. In case the applications are downloading

some data, this higher priority would indicate the need for

higher download bandwidth. To enhance user satisfaction,

TCP may map the higher priority of an application to a

larger receive window [25,26]. Further, a user could provide

information about an impending disconnection.

This information can be used by TCP to increase its RTO

values (also see Section 2.6). Also, TCP may provide packet

loss and goodput information to the user. The user may

shutdown some non-critical applications based on this input.

This information may probably be crucial for enhancing

user satisfaction.

Application: Applications may indicate their QoS

requirements to TCP. Based on this information TCP may

manipulate the receiver windows. On the other hand,

TCP may provide packet loss and goodput information to

the application. The application can use this input to adapt

its sending rate.

2.4.2. Interaction with lower layers

Network: see Section 2.3; Link/MAC: see Section 2.2.

2.5. Application

The application layer is the interface to the user for

running user tasks. For example, web browsing,

downloading a file using FTP, sending e-mail, watching a

video clip, etc.

The existing applications were designed for wired

networks and do not perform well in wireless networks.

Application adaptation based on information from lower

layers would be useful in improving application

performance over wireless networks.

An application layer can communicate to other layers the

application’s QoS needs, i.e. the delay tolerance, acceptable

delay variation, required throughput and acceptable packet

loss rate.

2.5.1. Interaction with upper layers

User: A user’s requirement can be captured by an

application and communicated to the lower layers.

The mobile device could then be reconfigured to satisfy

user needs [12].

2.5.2. Interaction with lower layers

Transport: see Section 2.4; Network: see Section 2.3;

Link/MAC: see Section 2.2.

Physical: Multi-media applications like video, use

various standard coding techniques for video transmission.

Information about channel conditions can be used to adapt

the coding. For example, if the bandwidth is low, a lower
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quality video coding may be used which requires lesser

bandwidth. Similarly, an e-mail application could defer

downloading the file attachments in an e-mail when the

channel conditions are poor. Some of the proposals for

application adaptation are Refs. [27–29].

Power saving based on application information. If the

application can tolerate some delays, it may be possible to

switch off the network interface card intermittently [30].

Information about the type of coding used by a video-

application could be used to discard some frames at the

network interface to save power [31]. However, this will

reduce the video quality.

From the previous discussion, probably information about

channel conditions from the physical and link/MAC layers

would be crucial in improving application performance.

Also, tuning of the link layer error control mechanisms based

on the application QoS requirements, seems to be essential in

improving application throughput.

2.6. User

We consider the user to be the uppermost layer of the

protocol stack. We believe that user requirements should

be taken into account to enhance user perceived QoS.

The motivation for this is that the user decision could be

contrary to the system decision but it could lead to

improved user satisfaction. For example, (1) for a user a

FTP download may be more important than a streaming

video, (2) a user may know that a disconnection is

imminent in an approaching tunnel while the system will

know it only after the signal is affected, (3) the system

may decide to conserve battery by not downloading some

information while the user may, at that instant, feel that

the information (e.g. a stock quote) is more important

than saving battery.

The user will need information from the lower layers to

use the mobile device effectively. It seems that the most

crucial one will be link throughput information from the link

layer. This will help the user decide about the applications

that can be run and also indicate to the user the kind of

performance that should be expected.

2.6.1. Interaction with lower layers

Application: see Section 2.5; Transport: see Section 2.4;

Network: see Section 2.3; Link/MAC: see Section 2.2;

Physical: see Section 2.1.

Battery status. Depending on the battery status, the user

may instruct the system to optimize power consumption

sacrificing performance and vice versa.

In this section we presented the different possibilities of

cross-layer feedback with a discussion about the benefits.

In Section 3 we present the related surveys.

3. Related surveys

Jones et al. [32] present a survey of work addressing

energy efficient and low-power design within all layers of the

wireless network protocol stack. Zorzi and Rao [33] discuss

the impact of higher order error statistics on the various

layers of the protocol stack. Power aware protocols in ad hoc

networks are discussed in Ref. [34]. References therein

provide insight into the various power aware protocol

proposals and design issues. Badrinath et al. [35] present a

conceptual framework for network and client adaptation.

They survey the various proposals for application adaptation

and map it to the conceptual framework. Barakat et al. [36]

present a survey on the various suggestions to improve TCP

behavior over heterogeneous networks.

4. Summary and conclusion

Many surveys predict that in the next few years the

number of wireless devices accessing the Internet will far

exceed the number of wired devices. The need for a paradigm

shift from strictly layered protocol stacks to cross-layer

feedback is clear from the benefits of cross-layer feedback.

Although, a number of cross-layer ideas hold promise,

we believe that user feedback and battery constraints may

drive the algorithms for cross-layer interactions.

Further research efforts are needed to combine subjective

user inputs with the quantitative inputs from the various

layers to enhance user satisfaction in wireless networks.
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