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           Chapter 4 

 A  multi-level account 
of selective at tention  

     John T.   Serences and   Sabine   Kastner     

                Introduction   

 Neural information processing systems must overcome a series of bottlenecks that 
interrupt the sequence of events between sensory input and motor output. First, the sen-
sory neurons that encode external stimuli are noisy. As a result, an identical stimulus 
will evoke a slightly diff erent response pattern each time it is presented, and this insta-
bility can place limits on the amount of information that neurons can relay about stimu-
lus features (Pouget, Dayan, and Zemel 2003; Seung and Sompolinsky 1993). Second, 
multiple items in the visual fi eld compete for representation, and this competition must 
be resolved so that the most behaviourally relevant sensory stimuli are represented 
and allowed to guide goal-directed behaviour. Th ird, there are limits on the number of 
responses that can be selected simultaneously (Pashler 1994), and obvious limits on the 
number of simultaneous motor plans that can be executed. All of these factors restrict 
the speed and accuracy of sensory–response mappings, and at each stage, relevant stim-
uli must be prioritized over irrelevant distractors to ensure the successful completion 
of behavioural goals. Th e ability to prioritize relevant stimuli is generally referred to as 
 selective attention , where the prefi x  selective  is intentionally used to distinguish the term 
from changes in general arousal or states of consciousness. 

 Th ere are three general mechanisms that support selection attention: signal enhance-
ment, external and internal noise suppression, and selective read-out. Th e fi rst two 
mechanisms infl uence selection by directly mediating the information content of neural 
representations as sensory signals are relayed and transformed across the processing hier-
archy. Selective read-out is conceptually diff erent, as it does not directly modify the quality 
of sensory representations. Instead, selective read-out infl uences the effi  ciency with which 
sensory information is used to inform decisions about the contents of the sensory array, 
either in the absence of or in combination with signal enhancement and noise suppression. 
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A multi-level account of selective attention   77

 In this chapter, we focus on two general questions that have emerged over the last 
50 years:  where  and  when  do these mechanisms of selective attention operate to enable 
effi  cient information processing? Such questions about the locus of selection are rooted 
in the classic debate between theories of early and late selection that have been actively 
pursued in the fi elds of cognitive psychology and cognitive neuroscience for dec-
ades. Early selection theories hold that attention fi lters sensory inputs based on simple 
low-level features (e.g. pitch of a sound, orientation of a line), whereas late selection theo-
ries hold that fi ltering occurs only aft er all basic features have been analysed and stimuli 
are semantically labelled. More recently, this early/late dichotomy has been subjected to 
increasingly sophisticated neuroscientifi c techniques that reveal signatures of selection 
in large-scale neural networks including the thalamus, sensory, and higher-order cortex. 
At diff erent points in time and at diff erent levels of the cortical hierarchy, selection can be 
implemented via signal enhancement, internal and external noise suppression, and the 
selective read-out of sensory signals. Moreover, these mechanisms operate in a comple-
mentary manner to facilitate information processing, with the relative contribution of 
each determined by behavioural demands and by the nature of the stimulus array. 

 We begin with a brief history of the early versus late selection debate, and then review 
current knowledge about  where  and  when  signal enhancement, noise suppression, and 
selective read-out exert their infl uence on information processing.  

    A Historical Perspective on Early 
Versus Late Selection Theories   

 One of the fi rst clearly articulated theories concerning the locus of attentional selection 
was the fi lter model of Broadbent (Broadbent 1958). He posited that incoming stimuli 
were analysed to the level of basic features (e.g. pitch, location). Based on this informa-
tion, one item at a time was then selected and brought into awareness. Critically, given 
the breakdown of information into basic components assumed in this model, selection 
must happen very early in the processing stream, before the level of semantic analysis. 
Th us, models of this type are termed  early selection  theories. Broadbent was primar-
ily infl uenced by data from dichotic listening tasks, where subjects were presented 
with separate auditory input in each ear. In these classical studies, subjects were typi-
cally asked to shadow the input from one ear by repeating out loud. While this task is 
quite attentionally engaging, subjects have little problem selecting one of the two audi-
tory streams to shadow based on low-level features such as the pitch of the speaker’s 
voice or the ear of origin (location). Moreover, subjects typically report having little 
subjective awareness of the information presented in the unattended auditory chan-
nel, as refl ected quantitatively in poor recognition memory performance (Cherry 1953; 
Moray 1959; Neisser and Becklen 1975). Nevertheless, subjects were still able to discrimi-
nate low-level stimulus attributes such as pitch in the unattended channel, supporting 
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78   John T. Serences and Sabine Kastner

Broadbent’s notion that selection must be early, as these basic attributes appeared to be 
all that was retained from the unattended auditory stream. 

 Not long aft er Broadbent’s seminal book, Moray (1959) demonstrated that selec-
tion was not always implemented by an early fi ltering mechanism, as he noted that 
about one-third of subjects detected their own name when it was inserted in the unat-
tended stream, despite a general lack of awareness of the overall content of the message. 
In a related fi nding, Treisman (Treisman 1960) presented subjects with two coherent sen-
tences, one in each ear, and subjects were instructed to shadow the input from one of the 
channels. When the fl ow of the prose from the shadowed channel changed to the other ear, 
subjects would oft en continue to shadow the same sentence, even though the words were 
now being presented in the to-be-ignored channel. Th is tendency to track a sentence from 
the attended to the unattended channel based on syntactic structure and semantic content 
suggests that the message in the unattended ear was processed to a far more advanced level 
of analysis than predicted by the original inception of Broadbent’s early selection theory. 

 To account for the semantic processing of the unattended channel, Anthony and 
Diane Deutsch (Deutsch and Deutsch 1963) formalized a  late selection  theory of atten-
tional selection. In stark contrast to Broadbent’s early fi lter theory, the late selection 
account holds that all stimuli are analysed to the level of semantic description. Moreover, 
the mechanism that supports semantic analysis is not capacity limited and can thus pro-
cess all perceptual inputs in parallel. Aft er this analysis is complete, attention operates 
by selecting a subset of the items for further processing, such as encoding into working 
memory (Duncan 1980). Importantly, Deutsch and Deutsch did not imply that subjects 
necessarily had conscious access to these early semantic descriptions. Rather, awareness 
only occurred aft er the capacity-limited process of attentional selection, accounting for 
the commonly held notion that observers are only aware of a small subset of potential 
stimuli at any given moment in time. 

 Aft er these two opposite views on the locus of selection had been established, a good 
deal of research over the next 30 years focused on attempting to critically discriminate 
between the competing models. While studies on dichotic listening remained promi-
nent (e.g. Corteen and Wook 1972), many researchers turned to investigating early and 
late selection in the visual domain. Th e prototypical approach was to infer the locus of 
selection based on behavioural measures such as priming that refl ect the extent to which 
unattended stimuli impacted performance. Instances in which unattended stimuli did 
not infl uence performance were taken as support for early selection. Conversely, the 
infl uence of unattended stimuli on performance was interpreted as evidence in favour of 
late selection. For instance, Eriksen and Eriksen (Eriksen and Eriksen 1974) had subjects 
report the identity of a target letter briefl y presented in an attended location indicated 
by a pre-cue presented at the start of each trial. One of the two possible target letters was 
mapped to a button press with the index fi nger, and the other target letter was mapped to 
a button press with the middle fi nger. Th e target letter was fl anked on either side by addi-
tional letters that were either mapped to the same response required by the target (termed 
 compatible fl ankers ) or to the opposite response (termed  incompatible fl ankers ). Th e main 
observation was that response times (RT) to the targets were slower when the target was 
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A multi-level account of selective attention   79

accompanied by incompatible fl ankers as opposed to compatible fl ankers. Th e eff ect of 
fl anker identity on RT supports the late selection tenet that items outside the locus of 
attention are processed at least to the level of semantic description despite the fact that 
subjects had perfect foreknowledge of the target’s location and could presumably focus 
attention well in advance. 

 However, evidence of this sort is not undisputed. First, proponents of early selection can 
always assert that the behavioural tasks did not adequately engage the subject’s attention, 
thus ‘leakage’ through an early perceptual fi lter might occur. Indeed, if attentional cues are 
made salient enough, then irrelevant fl ankers do not have a measurable eff ect on perfor-
mance, as shown by Egeth and colleagues (Francolini and Egeth 1980; Yantis and Johnston 
1990). Such observations undermine the strong form of the late selection account because 
late selection models clearly predict an eff ect of incompatible distractors, regardless of 
the attentional focus. However, it appears that these claims against late selection rest on 
the assumption that the dependent measure is sensitive to a subtle infl uence of distrac-
tors. Indeed, using a diff erent behavioural measure, Tipper and Driver (Tipper and Driver 
1988) found evidence that the distractors used by Egeth and colleagues were in fact pro-
cessed to the level of semantic content, supporting a late selection account. Moreover, the 
view that a semantic description was formed and then suppressed prior to the response 
stage can always be asserted by supporters of late selection to countermand data consistent 
with early selection. Th e main conclusion of these behavioural studies, and many others 
like them, is that behavioural evidence in support of either early or late selection can be 
obtained using very similar experimental paradigms. Th erefore, in this particular area of 
cognitive psychology, physiological metrics have had a great deal of infl uence, as they can 
provide more direct insight into the temporal dynamics of signal enhancement, noise sup-
pression, and the level to which sensory information gets processed. 

 As with the behavioural studies reviewed above, the majority of neuroimaging and 
electrophysiology studies investigating the neural correlates underlying attentional 
selection have focused on the visual rather than the auditory domain. Th us, we will limit 
our discussion to studies on the visual system, fi rst discussing issues pertaining to early 
and late selection in terms of ‘where’ within the visual processing hierarchy selection 
plays out and then asking ‘when’ these modulations occur.  

    The ‘Where’ of Selection via Signal 
Enhancement: Neural Evidence 

from Monkey Physiology and Human 
Neuroimaging   

 Th e fi rst important question that emerges from the ‘early’ vs. ‘late’ selection debate 
that we will consider at the neural level is: where in the visual pathway does selective 
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80   John T. Serences and Sabine Kastner

attention  fi rst  aff ect neural processing? Early and late selection accounts appear to make 
straightforward predictions with respect to this question. An early selection theory 
would posit that selective attention should infl uence early stages of processing including 
primary visual cortex (striate cortex, or V1), where visual information is fi ltered based 
on basic features such as colour, motion, and orientation. In contrast, a late selection 
theory would predict no modulation at early processing stages, as information should 
be faithfully represented regardless of task demands (at least) up to stages where the 
visual information interfaces with other cognitive domains such as memory or action 
context. 

 Th e modulation of neural responses by spatially selective attention was originally 
demonstrated in the extrastriate cortex. In a seminal study, Moran and Desimone 
(Moran and Desimone 1985) recorded the activity of neurons in area V4 from monkeys 
trained to direct attention to a spatial location within a neuron’s receptive fi eld (RF). Th e 
target stimulus was either shown alone in the neuron’s RF or in the presence of a nearby 
distractor. Attending to the target enhanced neural responses, but only when a compet-
ing stimulus was presented in the same RF as the target. Th ese fi ndings demonstrate 
that selective attention can gate the processing of behaviourally relevant information 
by eff ectively constricting the RF around the selected stimulus such that the distractor 
has little or no impact on the fi ring rate of the cell. Similar eff ects of attentional enhance-
ment in area V4 have been demonstrated by several other groups (e.g. Connor, Preddie, 
Gallant, and Van Essen 1997; Haenny and Schiller 1988; McAdams and Maunsell 1999; 
Motter 1993), and have been found in several other extrastriate and parietal areas 
including V2 (Luck, Chelazzi, Hillyard, and Desimone 1997; Motter 1993), MT (e.g. 
Treue and Maunsell 1996) and LIP (e.g. Gottlieb, Kusunoki, and Goldberg 1998). 

 Despite the widespread and robust observation of attentional modulation in many 
areas of visual cortex, it was initially unclear if attention modulated activity in primary 
visual cortex. Several studies were unable to demonstrate such modulation (e.g. Luck 
et al. 1997), while others found relatively weak, but reliable eff ects (e.g. Motter 1993). 
While it was not clear what factors best accounted for these discrepant fi ndings, there 
was an overall impression that attentional modulation at the earliest cortical process-
ing stages may be highly dependent on task-related factors or the need to integrate 
information from beyond the classic RF (e.g. Ito and Gilbert 1999; Roelfsema, Lamme, 
and Spekreijse 1998). In either case, the few studies that recorded attention eff ects 
from diff erent areas in the same animals (Cook and Maunsell 2002a, 2002b; Luck et al. 
1997)  showed that the magnitude of attentional modulation was stronger in more 
anterior extrastriate areas (e.g. V4) compared to more posterior areas such as V2. Th is 
graded eff ect was taken to suggest that attentional eff ects at earlier stages were caused 
by reactivation from higher-order extrastriate areas through cortico–cortical feedback 
connections, although a direct demonstration of this link has not been reported. 

 Th us, evidence from these initial physiology studies does not unequivocally support 
either early or late selection models. Th e fi nding of attentional modulation in relatively 
early cortical areas such as V2 and possibly even V1 is consistent with early selection 
accounts. However, the inconsistent observation of attention eff ects in V1, coupled with 
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A multi-level account of selective attention   81

the possibility that these eff ects primarily refl ect reactivation from higher-order areas, 
renders the evidence inconclusive. Th us, single unit recording data that emerged by the 
late 1990s did not clearly support either alternative, leaving the question far from being 
settled. 

 In the mid and late 1990s, the advent of functional magnetic resonance imaging 
(fMRI) enabled detailed studies of the human visual system and off ered several advan-
tages over previous approaches. In particular, human subjects can perform a wider range 
of tasks compared to non-human primates and activation changes tied to task manipu-
lations can be examined across the entire brain (as opposed to monitoring single-unit 
activity in a single area). Soon, investigators had settled lingering questions about 
whether attention could modulate responses at the earliest anatomical levels of process-
ing by showing response modulation in V1 with moving (Gandhi, Heeger, and Boynton 
1999; Somers, Dale, Seiff ert, and Tootell 1999) and stationary stimuli (Martinez et al. 
1999). Even stronger evidence in support of early selection came from the subsequent 
demonstration of attention eff ects in the thalamus, i.e. the lateral geniculate nucleus 
(LGN) (O’Connor, Fukui, Pinsk, and Kastner 2002). Th e LGN is the thalamic compo-
nent in the retinocortical projection and it is the fi rst neural structure within the visual 
processing hierarchy that can be modulated by feedback input (via aff erent input from 
the thalamic reticular nucleus, striate cortex, and the brainstem). Interestingly, atten-
tion eff ects in the LGN were found to be stronger than in area V1, more on the order of 
extrastriate areas such as V4 (O’Connor et al. 2002). Th us, these fi ndings not only chal-
lenge the notion that cognitive processing primarily involves cortical networks, but also 
the notion that attentional modulation in early sensory areas can be explained solely by 
cortico–cortical re-entrant signals from later stages of the hierarchy, as such an account 
would have predicted smaller eff ects of attention in the LGN than in V1. Instead, fMRI 
signals may refl ect the summed modulatory feedback that a given area receives from 
cortical, thalamic, and brainstem sources, as opposed to just local spiking activity. If this 
is indeed the case, then larger attentional modulation in LGN might be related to the 
larger number of aff erent inputs that this region receives compared to primary visual 
cortex. Th us, fMRI evidence gathered over the last 15 years provides compelling sup-
port for anatomically early attention eff ects by demonstrating modulation in V1 and the 
LGN, the earliest stages of visual processing that receive feedback infl uences from other 
sources (see also chapters by Beck and Kastner, and Saalmann and Kastner). 

 Th e ability of fMRI measurements to index attentional modulation across the 
entire brain also provides key insights into how each area is driven by ‘sensory-driven’ 
or ‘bottom-up’ versus ‘cognitively driven’ or ‘top-down’ infl uences. For instance, 
sensory-driven population responses during passive viewing follow a characteristic 
pattern when measured with fMRI: the strongest responses are typically observed in 
early visual areas such as V1 and progressively weaker responses are observed at suc-
cessively later stages of the hierarchy (see   Fig. 4.1a  ). For example, 90% of the maximum 
response can be evoked in V1 by a simple visual stimulus, whereas the same input might 
evoke a modulation of only 10% in higher-order areas of parietal and frontal cortex (e.g. 
Treue 2003). On the other hand, the response modulation associated with deploying 

OUP UNCORRECTED PROOF – REVISES, Mon Dec 02 2013, NEWGEN

oxfordhb-9780199675111-e-004.indd   81oxfordhb-9780199675111-e-004.indd 81 12/2/2013   12:46:42 PM12/2/2013 12:46:42 PM



(c)
 O

xfo
rd

 U
niv

er
sit

y P
re

ss
, 2

01
4
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top-down attention to a fi xed sensory stimulus exhibits the opposite pattern:  a 90% 
increase in activation might be expected in areas of parietal and frontal cortex, whereas 
a modulation of 10% is expected in early visual cortex (see   Fig. 4.1b  ). 

 Based      on the neural evidence of attentional modulation at early processing stages, the 
preponderance of evidence seems to favour early selection as opposed to late selection 
accounts. However, several caveats should be noted. First, none of the studies reviewed 
thus far addressed the question of  what  was selected or what type of information was 
modulated at each processing stage. Th is is a critical issue, as the observation of an atten-
tional modulation at a specifi c stage of the visual hierarchy does not speak to the issue 
of what kind of information is targeted by attention. For example, an increase in activa-
tion levels within a neural population that is thought to encode a certain feature—such 
as motion in area MT—does not necessarily mean that selective attention operates on 
the feature ‘motion’. Th is is particularly true when neural eff ects are inferred based on 
fMRI measurements, as the blood oxygen level dependent (BOLD) signal refl ects the 
aggregate activity across all neurons in a region and is generally insensitive to feature 
selective changes in population response profi les (see Serences and Saproo 2012). Th us, 
any attentional modulation that is measured within a given region may be targeted on 
any type of information processed in the area, or may simply refl ect a general increase 
in the activity of all neurons within a region in a non-selective manner (i.e. analogous to 
a change in general arousal). Such eff ects may thus translate into a scaling of responses 
in a region without actually infl uencing the selectivity of the population response or 
the amount of stimulus-specifi c information that is encoded about relevant sensory 
stimuli. In addition, even though neuroimaging methods excel at pinpointing the ana-
tomical locus of selection, fMRI does not have the temporal resolution to conclusively 
distinguish between modulations of aff erent signals and modulations related to later 
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   Figure  4.1    Schematic showing the relative magnitude of stimulus-driven and top-down 
modulation across the cortical hierarchy from occipital to parietal (Par.) to pre-frontal cor-
tex (PFC). (a)  Th e magnitude of sensory modulation gradually decreases. (b)  In contrast, 
the magnitude of top-down modulations is largest in PFC and gradually decreases in earlier 
visual areas.   
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re-entrant feedback. In contrast, electrophysiology studies that examine the temporal 
dynamics of the selection process have been able to shed more light on these issues by 
exploiting temporally precise markers that are thought to index the depth of informa-
tion processing.  

    The ‘When’ of Selection via Signal 
Enhancement: the Temporal Dynamics 

of Selective Attention   

 As noted in the last section, the evidence is now compelling that attention can  modulate 
neural activity very early in the visual processing stream (e.g. in LGN), consistent with 
early selection accounts. However, this is a necessary but not suffi  cient condition to sup-
port the early fi ltering of sensory information, as early selection also requires that the 
modulations occur early in  time , before extensive processing has taken place at later 
stages. While still a matter of debate, studies that use human subjects and event-related 
potentials (ERPs) provide some of the most diagnostic information regarding the tim-
ing of attention eff ects. 

 Th e ERPs elicited by visual stimuli are generally decomposed into several compo-
nents, the C1 (starting about 50–90 ms post-stimulus), the P1 (80–130 ms), and the 
N1 (140–200 ms). In a typical experimental paradigm, subjects are told to attend to a 
specifi c location in the visual fi eld and a stimulus is either fl ashed at the attended loca-
tion or at another, unattended, location. Th e classic fi nding is that the P1 and N1 com-
ponents evoked by an attended stimulus are larger than the same components evoked 
by an unattended stimulus (see Mangun, Hillyard, and Luck 1993). Moreover, recent 
studies suggest that the earliest ERP component—the C1—can also be modulated by 
attentional factors, despite its onset as early as 50 ms aft er the presentation of a stimu-
lus. Similarly early modulations have been shown in studies examining spatial attention 
(Kelly, Gomez-Ramirez, and Foxe 2008; Slotnick, Hopfi nger, Klein, and Sutter 2002; 
Zhang, Zhaoping, Zhou, and Fang 2012—although see Martinez et al. 1999; Noesselt 
et  al. 2002), auditory–visual coupling (Van der Burg, Talsma, Olivers, Hickey, and 
Th eeuwes 2011), and in studies that examined the exogenous (or stimulus-driven) cap-
ture of attention to one of two superimposed visual surfaces (Khoe, Mitchell, Reynolds, 
and Hillyard 2005). Moreover, the C1 can be reasonably localized to V1 because the 
polarity of the response reverses when stimuli are presented in the upper and lower vis-
ual fi elds, consistent with the known anatomical layout and retinotopy of V1. Th us, the 
early onset of attention-related increases in response amplitude has led many research-
ers to conclude that attention modulates the aff erent volley of sensory responses as they 
ascend the cortical hierarchy (Hillyard and Anllo-Vento 1998; Hillyard, Vogel, and Luck 
1998). Th is evidence provides solid support for early selection, because strong forms of 
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late selection cannot accommodate the diff erential processing of attended stimulus fea-
tures during the initial feedforward sweep of sensory activity. 

 Taken together, the observation of enhanced early ERP responses suggests that atten-
tion mimics the eff ect of a physical increase in the salience of the sensory input (Hillyard 
and Anllo-Vento 1998; Hillyard et al. 1998). Importantly, early gain signals have also 
been associated with attention to basic features such as colour (Zhang and Luck 2009), 
which is consistent with Broadbent’s original notion that early selection operates on 
basic stimulus features, not just on spatial locations. Importantly, these early amplitude 
modulations of ERP waveforms clearly violate assumptions made by pure late selection 
theories of attention that posit equivalent sensory analysis of all items present in the 
visual (or auditory) scene up to a relatively advanced levels of analysis. In addition, these 
early modulations are consistent with a recent line of work by Carrasco and co-workers, 
who have shown that attention actually increases the perceived salience of basic feature 
properties so that contrast becomes brighter, motion more salient, and so on (Carrasco 
2009; Carrasco, Ling, and Read 2004; Carrasco and McElree 2001; Fuller, Park, and 
Carrasco 2009; Liu, Abrams, and Carrasco 2009; Liu, Fuller, and Carrasco 2006; see 
chapter by Carrasco; see also: Anton-Erxleben, Abrams, and Carrasco 2011; Carrasco, 
Fuller, and Ling 2008; Prinzmetal, Long, and Leonhardt 2008; Schneider 2006, 2011; 
Schneider and Komlos 2008). Collectively, these results support the intuitive notion 
that modulating the gain of responses in early visual areas should have a correspond-
ing impact on the perceptual experience of attended features, contributing not only 
to increases in behavioural performance, but also to qualitative shift s in phenomenal 
experience. 

 Even though these results provide strong support for the feasibility of early selection 
accounts, there are several caveats. First, in order to directly compare responses evoked 
by attended and unattended stimuli, one must assume that the stimuli are processed in 
an identical manner except for the presence/absence of attentional gain. Presumably, if 
fundamentally diff erent neural mechanisms were responsible for the observed diff er-
ences in the response to attended and unattended stimuli, then the voltage distribution 
across the scalp would diff er across these conditions. However, the voltage distribution 
across the scalp is nearly identical for attended and unattended stimuli (e.g. Mangun 
et al. 1993), suggesting that attention-related diff erences in ERP amplitude are indeed 
driven by changes in sensory gain and not by changes in the nature of the processing 
that is being carried out. Second, early sensory gain models predict that any amplitude 
and/or phase shift s due to attention should mirror those produced by actual changes 
in the physical attributes of the stimulus. In line with the predictions of early selection 
models, increasing stimulus brightness produces an increase in P1 and N1 amplitude 
that mirrors increases due to attention (particularly in the case of the P1; Johannes, 
Munte, Heinze, and Mangun 1995; Wijers, Lange, Mulder, and Mulder 1997). 

 Another key piece of evidence on the timing of attentional modulation comes from 
monkey single cell recording studies, which have demonstrated two patterns of neural 
activity that are consistent with early selection: an increase in spontaneous activity due 
to allocation of spatial attention and before the onset of a stimulus, and the rapid onset 
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of a modulatory attention eff ect on visually evoked activity, presumably before recurrent 
feedback can infl uence the magnitude of spiking. Luck et al. (1997) were able to show 
both of these eff ects in single neurons recorded from the same animals (see also Kastner, 
Pinsk, De Weerd, Desimone, and Ungerleider 1999). In their paradigm, a monkey was 
trained to covertly attend to one of two spatial locations and to detect a pre-specifi ed 
target at that location. In one condition, a single stimulus was presented within the RF 
of a V4 neuron and another stimulus was presented in the mirror symmetrical position 
across the vertical meridian (outside of the neuron’s RF). When attention was directed 
inside the neuron’s RF before the stimulus display was presented, there was an increase 
in the spiking rate of the neuron relative to when attention was directed to the other 
location outside of the RF. Th is divergence in activity, or  baseline shift  , was found during 
the 500 ms epochs before the onset of the stimulus display (see also Kastner et al. 1999; 
Ress, Backus, and Heeger 2000; Serences, Yantis, Culberson, and Awh 2004). Th erefore, 
the observed modulation in spiking rate was not due to exogenous sensory stimulation. 
A second condition in the paradigm of Luck et al. (1997) evaluated the eff ects of atten-
tion on the post-stimulus activity of neurons in V4. To achieve maximum post-stimulus 
attention eff ects, both the target and the distractor were presented within the RF of a 
single V4 neuron (as in Moran and Desimone 1985). Th e monkey attended to one of 
the two possible stimulus locations, and spiking activity to the onset of a stimulus was 
recorded as a function of the locus of attention. Post-stimulus histograms revealed a 
clear separation of activity approximately 60 ms aft er stimulus onset such that attended 
stimuli evoked a larger response compared to unattended stimuli (see also Buff alo, 
Fries, Landman, Liang, and Desimone 2010). Similar results were also observed for sin-
gle neurons in area V2, and are consistent with the similarly early modulation of the 
C1 ERP component measured from human subjects. Interestingly, however, no baseline 
shift s were observed in V1, perhaps because the RFs were too small to accommodate 
both attended and unattended stimuli. 

 Functional brain imaging studies in humans have extended these results by demon-
strating increases in baseline activity not only at attended locations, but also in neu-
ral populations that respond preferentially to basic stimulus features such as motion 
(Chawla, Rees, and Friston 1999; Serences and Boynton 2007) and to more complex 
stimuli such as shapes (Stokes, Th ompson, Nobre, and Duncan 2009)  and objects 
(Peelen, Fei-Fei, and Kastner 2009). In these studies, baseline increases have been found 
at all stages of visual processing including the visual thalamus and striate cortex, which 
is somewhat inconsistent with reports from monkey physiology (which reported no 
baseline shift s in V1). One way to reconcile the apparent discrepancies between fMRI 
and physiology data is to consider the neural basis of the BOLD signal measured with 
fMRI. BOLD responses have been shown to more strongly correlate with local fi eld 
potentials (LFPs) than with the action potentials that are typically recorded in physiol-
ogy studies (Logothetis, Pauls, Augath, Trinath, and Oeltermann 2001; Logothetis and 
Wandell 2004). Critically, LFPs refl ect multiple types of neuro-modulation including 
subthreshold changes in membrane potential, synaptic events, oscillatory activity, and 
aft er-potentials that follow action potentials. In addition, hemodynamic signals likely 
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refl ect the combined infl uence of small modulatory eff ects across large populations of 
neurons that may not be reliable at the level of single neuron recordings. Th us, BOLD 
fMRI might be more sensitive with respect to detecting the presence of an attentional 
modulation, at the expense of precise information about the origin of the modulatory 
signal. 

 Th e baseline shift  and the early attentional modulation of stimulus-evoked responses 
represent complementary aspects of an early selection mechanism in monkey visual 
cortex. First, the baseline shift  is consistent with a mechanism that increases the gain 
of the aff erent volley of neural activity that is evoked by the presentation of a stimu-
lus (Sylvester, Shulman, Jack, and Corbetta 2009). Th us, cells whose RFs correspond 
to an attended region of space already have a competitive advantage over cells whose 
RFs correspond to unattended regions of space, and they will tend to dominate the 
winner-take-all circuits posited by models such as biased competition (Desimone and 
Duncan 1995; Reynolds and Desimone 1999). Moreover, heightened spiking rates can 
be observed shortly aft er the presentation of an attended target, further amplifying the 
competitive advantage of relevant over irrelevant stimuli (e.g.   Fig. 4.3a   in Luck et al. 
1997). Together, these fi ndings are consistent with Broadbent’s original conception that 
attention can use rudimentary qualities of the impinging sensory input such as location 
to infl uence attentional selection. 

 Taken at face value, the ERP, single cell, and fMRI studies reviewed in this section 
provide clear evidence for early signal gain in visual processing. Of course, these fi nd-
ings depend on linking propositions between observed neural activity and the ultimate 
behaviour of the organism that are oft en vague (Teller 1984). However, there is at least 
some evidence to support a correlation between enhanced sensory ERP components 
and decreased RTs in spatial cueing paradigms (e.g. Mangun et al. 1993; Zhang et al. 
2012). While correlations cannot establish causal relationships, they substantially 
advance the argument that early modulation of neural activity directly contributes to 
behaviour. Moreover, caution must be exercised when interpreting the timing of the 
modulation eff ects. While it is widely accepted that the P1 and early modulations such 
as those documented by Luck et al. (1997) refl ect feedforward processing, areas of pari-
etal cortex (LIP) and frontal cortex can exert stimulus-driven responses with a latency 
on the order of 40–50 ms, raising the possibility that attentional feedback to early visual 
cortex could occur on an extremely short time scale (Bar et al. 2006; Bisley, Krishna, 
and Goldberg 2004). Nevertheless, it now seems clear that attentional modulation can 
occur well before the onset of neural markers that indicate more advanced neural pro-
cessing, such as semantic analysis and the updating of information in working mem-
ory, processes that are typically thought to occur 300–400 ms post-stimulus (Kutas and 
Federmeier 2011; Kutas, Neville, and Holcomb 1987; Polich 2007). 

 Finally, it is important to point out that even though these studies are consistent with 
early selection accounts, they do not establish that early selection is the  only  mecha-
nism of selective attention. Indeed, other ERP and single cell studies indicate that late 
selection can infl uence information processing as well. For example, early ERP com-
ponents such as the P1 and N1 are similar for seen and unseen items in an attentional 

OUP UNCORRECTED PROOF – REVISES, Mon Dec 02 2013, NEWGEN

oxfordhb-9780199675111-e-004.indd   86oxfordhb-9780199675111-e-004.indd 86 12/2/2013   12:46:43 PM12/2/2013 12:46:43 PM



(c)
 O

xfo
rd

 U
niv

er
sit

y P
re

ss
, 2

01
4

A multi-level account of selective attention   87

blink paradigm; however, large attenuations in later ERP components thought to index 
the updating of working memory are observed in the same context (Vogel, Luck, and 
Shapiro 1998). Th us, the emerging consensus from the cognitive neuroscience litera-
ture clarifi es and solidifi es earlier notions that both early and late selection can occur 
depending on task demands and are not mutually exclusive (Lavie and Tsal 1994; Vogel, 
Woodman, and Luck 2005; Yantis and Johnston 1990). However, the physiological evi-
dence makes an especially compelling case indicating that pure inceptions of late selec-
tion theories can probably be entirely discarded.  

    Where and When of Noise Suppression 
via External Distractor Exclusion   

 Consider a classical visual search task, where subjects are presented with a display com-
posed of green and red letters, e.g. T’s and L’s. Th e subject’s task is to identify a target 
item composed of a conjunction of the two features present in the display, i.e. colour and 
shape (e.g. a red T) among the distractors (Treisman and Gelade 1980; see chapter by 
Wolfe). Th is type of task is designed to resemble real-world search situations, in which 
the visual system is constantly faced with an enormous amount of clutter from which 
behaviourally relevant information needs to be selected. Visual search entails at least 
two conceptually diff erent processes: (i) the selection of the task-relevant stimulus and 
(ii) the fi ltering of multiple distractor stimuli that form the vast majority of information 
in the display. Th us far, we have focused almost exclusively on the anatomical and tem-
poral properties of the target selection process. However, understanding the process of 
suppressing distractors is at least—if not more—important. Ultimately, these two pro-
cesses are intimately linked, and there is now strong evidence that the neural mecha-
nisms that support target selection and distractor exclusion interact to a high degree in 
visual cortex (e.g. Pinsk, Doniger, and Kastner 2004; Seidl, Peelen, and Kastner 2012). 
However, for reasons of clarity we will discuss the neural basis of distractor exclusion 
separately and without consideration of these interactions as they are not well under-
stood at present. 

 Th e neural fate of unattended (distractor) information presents a second important 
question that arises from the early vs. late debate that we discussed above. Early selec-
tion accounts hold that unattended information should be mainly represented at early 
stages of processing, where the visual information is represented at a featural level, 
but not at later stages, where features are combined in complex ways to form objects 
and other semantically meaningful stimuli. In contrast, a late selection account would 
assume a neural representation at both early and advanced visual processing stages. 
Unfortunately, much less is known about the neural basis of distractor exclusion com-
pared to the neural basis of target selection. Th is asymmetry is mainly due to the fact that 
most studies evaluate the eff ects of attention on a visual stimulus relative to a condition 
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when the same stimulus is unattended. In this type of scenario, the eff ects of selective 
attention on unattended stimuli cannot be determined. Th us, some of the evidence dis-
cussed below will be indirect, but still important and telling about the mechanisms of 
distractor exclusion. 

 One example of such indirect evidence is the seminal work by Desimone and colleagues 
that led to the development of the biased competition model (Desimone and Duncan 
1995; Kastner, De Weerd, Desimone, and Ungerleider 1998; Moran and Desimone 1985; 
Reynolds, Chelazzi, and Desimone 1999). As discussed above, the basic fi ndings were 
two-fold. First, multiple stimuli appearing in a neuron’s RF will interact in a mutually 
suppressive way suggesting that they are not processed independently. Instead, multiple 
stimuli engage in a competitive process that occurs automatically at the level of the RF. 
Second, when attention is allocated to one of two competing stimuli, the neural response 
to the attended stimulus is nearly as large as when the stimulus is presented in isolation 
(i.e. without the competing distractor). Th us, attention appears to restore the response 
of the attended stimulus and operates by counteracting the competing (suppressive) 
infl uence of the second stimulus. Th is fi nding suggests that attention not only boosts the 
response evoked by attended stimuli, but also acts to attenuate distractor interference by 
resolving competitive interactions between stimuli. Importantly, this mechanism of dis-
tractor exclusion has been shown to be tied to the RF and its immediate surround and 
scales with increasing RF size across the visual processing hierarchy (Kastner et al. 2001; 
Sundberg, Mitchell, and Reynolds 2009). However, as mentioned above, these studies did 
not directly measure the eff ects of attention on distractor stimuli, since only responses 
evoked by attended stimuli were considered. Th us, the conclusions drawn about the neu-
ral fate of distractor stimuli were based solely on changes in target-evoked responses as a 
function of diff erent target–distractor confi gurations. 

 Recent studies using neuroimaging methods in human subjects have provided more 
direct evidence regarding the fate of unattended distractor stimuli. Some of the fi rst 
evidence was obtained from studies in which the perceptual or cognitive load associ-
ated with a target stimulus was systematically and parametrically varied while responses 
evoked by the target and by distractors were separately assessed. In one study, the sub-
ject’s attentional resources were parametrically modulated by manipulating the diffi  culty 
of a task at fi xation while neural responses associated with an irrelevant and unattended 
peripheral motion stimulus were probed (Rees, Frith, and Lavie 1997) (see also chap-
ter by Lavie). Th e response evoked by the unattended stimulus was signifi cantly attenu-
ated in motion-selective area MT when the task at fi xation was diffi  cult (high perceptual 
load) compared to when the task at fi xation was easy (low perceptual load). O’Connor 
et al. (2002) extended these results by showing that responses evoked by an unattended 
visual stimulus also decreased in the thalamus, primary visual cortex, and extrastriate 
cortex depending on the load of a concurrent attentional task (see also Pinsk, et al. 2004; 
Schwartz et al. 2005). Interestingly, the load-dependent attenuation of distractor-related 
activity was strongest in the thalamus and extrastriate cortex and weaker in primary 
visual cortex, mirroring the pattern of eff ects observed for target-related attentional 
modulation (see section above,  Th e ‘where’ of selection via signal enhancement ). Th us, 
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in addition to a gain control mechanism that modulates target-related neural signals 
throughout the visual processing hierarchy, active distractor suppression also appears to 
operate at multiple levels including the earliest stages of visual processing. 

 Corroborating evidence supporting an anatomically early locus of distractor suppres-
sion has also been found in studies of feature-based attention. One of the hallmarks of 
feature-based selection is that it operates by increasing neural responses to the selected fea-
ture (e.g. a particular direction of motion) regardless of spatial location, thus operating in 
a global manner across the visual fi eld (Martinez-Trujillo and Treue 2004; Saenz, Buracas, 
and Boynton 2002; Serences and Boynton 2007; Treue and Martinez Trujillo 1999; see 
chapter by Scolari). In line with studies that examine the consequences of spatial selection 
on distractor processing, the response of neurons that are tuned to an attended feature 
(e.g. a direction of motion) are enhanced whereas the response of neurons tuned far from 
the attended feature are suppressed (Cohen and Maunsell 2011; Martinez-Trujillo and 
Treue 2004; Scolari, Byers, and Serences 2012; Serences, Saproo, Scolari, Ho, and Muft uler 
2009). Th is joint enhancement and suppression occurs for all neurons that are sensitive to 
attended feature dimension, irrespective of whether the attended stimulus directly falls 
within their spatial receptive fi eld. Th ese results thus suggest that the exclusion of distrac-
tor information can happen at relatively early stages of sensory processing and that dis-
tractor suppression is not strictly tied to acts of selection based on spatial location. 

 In general, the spatial and feature-based suppression of distractor-related activity is 
more compatible with early selection accounts as it occurs at early stages of the visual 
hierarchy (although the timing of these eff ects is largely an open question). However, 
these studies all dealt with basic visual features as opposed to more complex objects 
and experimental settings that more closely resemble real-world search scenarios. 
Interestingly, and in line with studies that use basic visual features, most studies that 
examine the infl uence of attention on the processing of more complex objects reveal lit-
tle representation of unattended distractor categories. In one classic study, a house and 
a face stimulus were presented simultaneously in separate hemifi elds and subjects were 
cued to attend either to the location of the face or to the location of the house (Serences, 
Schwarzbach, Courtney, Golay, and Yantis 2004; Wojciulik, Kanwisher, and Driver 
1998). When subjects attended to the face stimuli, face-selective regions of ventral visual 
cortex were more responsive than house-selective regions of ventral visual cortex. Th e 
opposite was true when subjects attended to houses. More recent studies have extended 
these fi ndings to more naturalistic and thus complex scenarios by showing that neural 
activity in object-selective cortex is entirely dominated by task-related demands when 
subjects extract categorical information from natural scenes. In one study, subjects 
attended to briefl y presented street scenes and detected the presence of people or cars in 
the scenes. In object-selective ventral visual cortex, only task-relevant information was 
processed to the categorical level even when the relevant information was not spatially 
attended. In contrast, task-irrelevant information was not processed to the categorical 
level even when it was spatially attended (Peelen et al. 2009). Subsequent studies dem-
onstrated that task-irrelevant objects can sometimes be processed up to the categorical 
level; however, their representation is weaker than that of task-relevant objects (Seidl 
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et al. 2012). In addition, distractors that were task-relevant in an immediately preced-
ing trial that become task-irrelevant in the present trial are also actively suppressed 
(  Fig. 4.2  ). Together, these and other related fi ndings strongly suggest that distractor 
information is largely fi ltered out at the level of object-selective cortex, thereby further 
supporting early selection accounts of attentional modulation. 

 While      the pattern of results regarding the fate of distractors is largely consistent across 
single-unit and neuroimaging studies, results from patient literature are more mixed 
with respect to early and late selection accounts. For example, the BOLD response 
evoked by faces and by common objects in patients suff ering from visuo-spatial hem-
ineglect was similar when the stimuli were presented to the neglected hemifi eld and 
when the stimuli were presented to the intact hemifi eld (Rees et al. 2000; Vuilleumier 
et al. 2001). Th e similarity in magnitude of the response suggests that even unattended 

 

(a)

(b)

Target Neutral Distractor

(c)

   Figure 4.2    Object category-based sel-
ection from natural scenes. In the scene 
(a), people are the category that is rel-
evant to ongoing behaviour (i.e. target 
category), and cars are the object cat-
egory that was previously relevant but 
is presently not relevant (i.e. distractor 
category), whereas all other object cat-
egories present in the scene are never 
task-relevant (i.e. neutral category, such 
as trees or houses). Visual search in nat-
ural scenes is accomplished through a 
combination of enhancing task-relevant 
information and suppressing a previous 
attentional set relative to processing of 
neutral categories. Th e resulting repre-
sentation of object categories in object-
selective cortex is schematically shown 
in the modifi ed scene (b)  relative to the 
original scene (a). (A) Adapted from 
Seidl, K. N., Peelen, M. V., and Kastner, 
S., Neural evidence for distractor sup-
pression during visual search in real-
world scenes,  Journal of Neuroscience , 
32, pp. 11812–11819 © 2012, Th e Society 
for Neuroscience.   
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stimuli undergo processing to a relatively advanced stage of processing, perhaps even to 
the level of category-specifi c object representations. However, in light of previous fi nd-
ings suggesting that object-based selection operates in a spatially global manner (simi-
lar to feature-based attention, e.g. Peelen et al. 2009), it is possible that objects presented 
in the intact hemifi eld heavily infl uenced the representation in the lesioned hemisphere. 
On this account, object identity was never represented in the lesioned hemisphere. 
Instead, activation observed in the lesioned hemisphere may have been related to the 
global processing of the attended target. Other lesion work suggests that neglected—
and thus unattended—stimuli undergo signifi cant processing, at least to the point at 
which they can infl uence behaviour (Marshall and Halligan 1988). For instance, neglect 
patients show behavioural interference eff ects tied to the presentation of incompatible 
distractors in their neglected hemifi eld, even though they report little awareness of the 
competing distractors (Shomstein, Kimchi, Hammer, and Behrmann 2010). Th us, it 
appears that at least some information about stimuli from the neglected hemifi eld can 
be processed; however, the depth of processing is not entirely clear, nor is the infl uence 
of parametric manipulations of task diffi  culty. Future studies will be required to deter-
mine the extent to which these late selection eff ects are still observed when suffi  cient 
attentional resources are allocated to the non-neglected side of space. 

 While relatively little is known about the fate of unattended distractor stimuli, even 
less is known about the temporal dynamics of distractor exclusion (or the ‘when’ of dis-
tractor exclusion). One possibility is that the processing of target-related information is 
simply sped up relative to the processing of distractor information. Such changes in the 
effi  ciency of processing may be refl ected in the latency at which the target and distractor-  
evoked responses are registered in the visual system. To evaluate this possibility, several 
single-unit recording studies examined the response latency associated with identical 
stimuli when they were attended or unattended. With the exception of one study, the 
results suggest that attention does not signifi cantly alter the response latency of single 
neurons (Bisley et al. 2004; Cook and Maunsell 2004; Lee, Williford, and Maunsell 2007; 
Reynolds, Pasternak, and Desimone 2000). In the one study that did fi nd a positive eff ect, 
the latency shift  was found both at the level of single neurons and at the level of local pop-
ulations (Sundberg, Mitchell, Gawne, and Reynolds 2012), and was on the order of 1–2 
msec. Despite this relatively modest shift , the decreased response latency may still have 
a signifi cant impact on the computations performed by a network or neurons given that 
much of the information in a neural code likely depends on spike timing. Furthermore, 
small diff erences measured at the single cell or local population level can easily translate 
into more robust diff erences when averaged across larger neuronal populations, such as 
those observed using scalp EEG or electrocorticography (ECoG). Interestingly, a recent 
ERP study demonstrated that the enhancement of target-related activity measured over 
visual cortex started 220 msec aft er the onset of an attentional cue, whereas the suppres-
sion of distractor-evoked responses lagged by an additional 130 msec (Andersen and 
Muller 2010). Th us, while the temporal dynamics of distractor suppression are still not 
well understood, both of these studies highlight the importance of addressing the inter-
action between the facilitatory and suppressive eff ects of selective attention.  
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    Where and When of Attention-Related 
Internal Noise Reduction   

 Signal enhancement can be used to effi  ciently encode relevant stimuli and to attenu-
ate the infl uence of external distractors on information processing. In addition, recent 
research—primarily using single-unit physiology—also demonstrates that selective 
attention can reduce the intrinsic internal noise observed in spiking activity as quan-
tifi ed by a reduction in the ratio of the mean response to the variance of the response 
(termed the  Fano Factor ; Mitchell, Sundberg, and Reynolds 2007). Such internal noise 
reduction likely plays a complementary role to signal enhancement, as the signal-to-
noise ratio (SNR) of neurons increases with gain and also with a reduction in noise 
(  Fig. 4.3  ). Th is may be particularly important in light of neurobiologically observed 
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   Figure  4.3    Th e amount of information that a sensory neuron encodes about sensory fea-
tures depends on both response gain and response variance. Depicted here is a cartoon 
schematic of the tuning function of a simple cell in primary visual cortex that responds 
maximally to a 90° oriented bar of light. Mutual Information (or MI; Shannon 1949)  is a 
useful metric for quantifying how much information about a sensory stimulus can be gained 
by measuring the response of this neuron to a visual stimulus. MI is, intuitively speaking, 
the diff erence between the signal entropy—or the amount of variance in the neural response 
that is systematically related to changes in the stimulus—and the noise entropy—or the 
amount of variance in the neural response that is unrelated to changes in the stimulus (i.e. 
‘noise’). Increasing the gain of sensory neurons will increase the signal entropy by increas-
ing the range over which responses vary as a function of the stimulus. All else being equal, 
this will increase the MI between neural responses and the stimulus features being encoded. 
Alternatively, decreasing the variability of a neuron (i.e. decreasing the Fano Factor) will 
reduce the amount of variability in neural responses that is unrelated to changes in the stim-
ulus. All else being equal, this will also increase the MI between neural responses and the 
stimulus features being encoded.   

OUP UNCORRECTED PROOF – REVISES, Mon Dec 02 2013, NEWGEN

oxfordhb-9780199675111-e-004.indd   92oxfordhb-9780199675111-e-004.indd 92 12/2/2013   12:46:45 PM12/2/2013 12:46:45 PM



(c)
 O

xfo
rd

 U
niv

er
sit

y P
re

ss
, 2

01
4

A multi-level account of selective attention   93

neuronal noise, which oft en far exceeds the typical assumption of a Poisson distribu-
tion (where the variance is equivalent to the mean; Anderson, Mitchell, and Reynolds 
2011). In extreme cases where the Poisson expectation is far exceeded, increasing gain 
will have little eff ect on the information conveyed by a single unit about an attended 
stimulus feature because the noise will increase at a fast enough rate to off set any 
gain-related improvements in SNR. In these situations, reducing the variability of single 
unit responses may be a critical component to ensuring that relevant sensory stimuli get 
processed more effi  ciently than irrelevant distractors. 

 Even      though attention can attenuate trial-by-trial variability in single-unit responses, 
a considerable amount of noise remains in the system. Th us, some pooling or aver-
aging of responses is required to form stable representations of relevant sensory fea-
tures. However, averaging cannot remove noise that is correlated between similarly 
tuned neurons, thus placing a limit on the precision of sensory representations that are 
based on population codes (Abbott and Dayan 1999; Averbeck, Latham, and Pouget 
2006; Averbeck and Lee 2006; Bair, Zohary, and Newsome 2001; Johnson 1980; Kohn 
and Smith 2005; Mitchell et al. 2007; Shadlen, Britten, Newsome, and Movshon 1996; 
Shadlen and Newsome 1994). Given the potential limits imposed by correlated noise, 
several recent studies have focused on uncovering the role of attention in decreasing 
shared noise between similarly tuned neurons to improve the effi  cacy of pooling sen-
sory signals. For example, Mitchell and co-workers (Mitchell, Sundberg, and Reynolds 
2009) demonstrated that spatial attention can attenuate correlated noise, particularly 
low-frequency noise, in mid-level area V4. Assuming a simple population read-out rule 
that is based on averaging responses across all neurons tuned to the attended stimulus, 
the observed decorrelations can lead to an estimated 40% improvement in the SNR of 
the neuronal population, as compared to an estimated 10% improvement in SNR due 
solely to increases in gain (Mitchell et al. 2009). While the exact benefi t in terms of SNR 
needs further exploration under diff erent task conditions and assumptions about how 
population codes are used to information perceptual decisions, this asymmetry high-
lights the powerful role that changes in variability and covariance can play in infl uenc-
ing the quality of sensory representations. Further underscoring the importance of 
noise correlations, Cohen and Maunsell (Cohen and Maunsell 2009, 2010, 2011) dem-
onstrated decorrelations related to both space- and feature-based attention in areas V4 
and MT. Importantly, the degree of decorrelation predicted trial-by-trial fl uctuations in 
behavioural performance. 

 While this fi eld of inquiry is nascent, and attention-mediated changes in variability 
and covariance have only been documented in a few mid-level structures, even less is 
known about the time course of these modulations. In one relevant experiment, Mitchell 
et al. (2007, 2009) used a stimulus that moved into the receptive fi eld of a V4 neuron for 
1000 ms before leaving the receptive fi eld. Th us, the authors could examine changes in 
the Fano Factor and in covariance across counting windows that varied in size from 
approximately 10 msec to 400 msec. Th ey observed that both the attention-related 
reduction in the Fano Factor and the attention-related reduction in covariance onset 
quite rapidly. In fact, spatial attention seemed to anticipate the trajectory of the moving 
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stimulus, and signifi cant decreases in internal noise were already evident at the point 
that the stimulus entered a neuron’s RF. Th is onset latency is early enough in time to 
infl uence decision-making in speeded perceptual tasks, consistent with the docu-
mented relationship between covariability and accuracy on a cueing task (Cohen and 
Maunsell 2009, 2011). In addition, the magnitude of attention-related reductions in var-
iance and covariance increased as the size of the counting window increased, suggesting 
that attention had the largest modulatory impact on low-frequency noise. 

 Collectively, these studies thus suggest that attention improves the effi  ciency of infor-
mation processing in large part via changes in the variance and covariance of neurons in 
mid-level visual areas. Moreover, the temporally early onset of these eff ects suggests that 
changes in the noise characteristics of sensory neurons might operate relatively early 
in information processing during the extraction of basic low-level features. However, 
given that only a handful of studies have been done in this area there is still much to 
learn about the anatomical extent of these noise modulations as well as their onset time 
and the temporal window over which they operate.  

    Late Selection via the Efficient 
Read-Out of Sensory Signals   

 Although most of the discussion surrounding early versus late selection has centred 
on the anatomical locus, timing, and nature of sensory gain modulations, a parallel 
line of reasoning proposes that many of the eff ects attributed to selective attention 
can be explained without invoking either early or late modulations in early sensory 
regions. Instead, these  selective read-out  models posit that decision mechanisms can 
pool responses selectively from neurons that are optimally tuned to discriminate the 
attended stimulus, and that this selective pooling is suffi  cient to improve informa-
tion processing even in the complete absence of sensory gain modulations (Dosher, 
Liu, Blair, and Lu 2004; Eckstein, Peterson, Pham, and Droll 2009; Eckstein, Th omas, 
Palmer, and Shimozaki 2000; Palmer, Verghese, and Pavel 2000; Shaw 1984). While it 
is clear that sensory gain modulations do occur as the result of attention, these mod-
els nevertheless make a critical, and oft en overlooked, point about the importance of 
maximizing the effi  ciency of how populations of sensory neurons are read out during 
decision-making (  Fig. 4.4  ). 

 Th e      power of selective read-out is perhaps most evident when considering how 
attention can greatly attenuate—or sometimes even eliminate—the infl uence of irrel-
evant distracting items that compete with relevant stimuli (Palmer and Moore 2009; 
Yigit-Elliott, Palmer, and Moore 2011). Since these models posit that decision mecha-
nisms only read out responses from sensory neurons that are optimally tuned to make 
the relevant discrimination, the infl uence of irrelevant distracting items is automatically 
attenuated as responses associated with these stimuli have no impact whatsoever on the 
decision process. In this manner, selective read-out mechanisms can effi  ciently shunt 
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   Figure 4.4    Selectively basing perceptual decisions on neural populations that are most sensitive 
to the relevant stimulus can improve the speed and accuracy of behavioural responses. (bot-
tom panel) Schematic of a stimulus display presented briefl y to a subject. Th e subject’s task is to 
report, as quickly and accurately as possible, whether or not a vertical line is present in the dis-
play. (a) Th e response profi le evoked by the vertical 90° stimulus across a population of sensory 
neurons that are maximally responsive (i.e. ‘tuned to’) diff erent orientations and that have a spa-
tial receptive fi eld in the left  hemifi eld. (b) Th e response profi le evoked by a 45° stimulus across 
a diff erent population of sensory neurons that have a spatial receptive fi eld in the right hemi-
fi eld. (c—Magenta line) If the subject has no advance knowledge about where the vertical line 
might appear, then they might reasonably pool responses across both neural populations before 
assessing the likelihood that a vertical line was present. Th is will lead to a relatively blurred and 
imprecise estimate of the stimulus features that gave rise to the sensory responses profi les show 
in panels a and b. (c—Red line) In contrast, if the subject knows in advance that the vertical line, 
if present, will appear in the left  hemifi eld, then they need only base their likelihood estimate 
on the output of the neurons that have a spatial receptive fi eld in the left  hemifi eld (the neural 
response profi le depicted in panel (a)). A comparison of the magenta and red lines suggests that 
inferences in this case will be more precise because irrelevant information provided by the neu-
rons shown in panel b is not allowed to infl uence decision-making. Th us, selectively basing deci-
sions on the most sensitive neurons can improve the effi  ciency of information processing, even 
in the absence of any direct modulation of sensory responses (e.g. gain or variance modulation).   
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interference from sensory neurons that encode irrelevant features, thereby increasing 
the discriminability of neural signals associated with attended stimuli. 

 While the selective read-out framework is appealing because complex modulations of 
sensory responses are not required, most of the work in this fi eld is based on pure theory 
and mathematical models. Th us, even though selective read-out models can account 
for a variety of observed attentional modulations without recourse to sensory gain, 
this usually amounts to a proof of concept as opposed to a proof of existence. However, 
one recent neuroimaging study provides direct evidence that selective read-out plays 
an important role in implementing effi  cient information processing. Pestilli and 
co-workers (Pestilli, Carrasco, Heeger, and Gardner 2011) had observers search for a 
target embedded in a set of distractors, and demonstrated that sensory gain alone was 
not suffi  cient to account for the observed improvement in behaviour with attention. 
Instead, the data suggest that decision mechanisms over-weighted sensory responses 
associated with the attended stimulus and under-weighted responses associated with 
unattended distractors. Th is biased read-out process thereby ensured that signals asso-
ciated with the attended stimulus dominated the decision process whereas signals asso-
ciated with distractors had little or no impact. Again, the key element of this account is 
that selection occurs when sensory signals are integrated and evaluated by late-stage 
decision mechanisms, long aft er basic stimulus features are fully analyzed. 

 Related work has been done in the context of perceptual learning, where improve-
ments in behaviour with practice are oft en thought to involve changes in the optimal-
ity of sensory read-out (Law and Gold 2008, 2009; Petrov, Dosher, and Lu 2005). For 
instance, Law and Gold (2008) found that fi ring rates in MT neurons did not signifi -
cantly change aft er extensive training on a motion discrimination task. However, there 
were concurrent changes in the fi ring rates of the neurons in the lateral intraparietal area 
(LIP), an area implicated in accumulating sensory evidence during decision-making 
(Law and Gold 2008; see also Gold and Shadlen 2007). Th ese data suggest that read-out 
from informative sensory neurons plays a more important role—at least in their task—
than changes in sensory gain. In addition, even though the study ostensibly examined 
perceptual learning, Law and Gold (2008) used a motion stimulus that moved in a direc-
tion that was tailored to the tuning preference of the MT cells that they isolated each day. 
Th us, their task deviates from classic studies of learning that use a fi xed stimulus fea-
ture, and may more closely resemble a more general perceptual task used in many atten-
tion studies (e.g. Treue and Maunsell 1996). Th e results are also consistent with some 
models of selective attention (Palmer and Moore 2009; Palmer et al. 2000), in which the 
most sensitive MT responses are pooled with linear weights and uninformative neurons 
are fi ltered out, leading to lower discrimination thresholds (Gold, Law, Connolly, and 
Bennur 2010; Law and Gold 2009). 

 While these empirical studies and the associated theories provide evidence for the 
importance of biased read-out as a mechanism of late selection, many important ques-
tions remain. For example, it seems likely that the importance of selective read-out 
depends critically on the number of competing items in the display. If only one item 
is present, then there is no need to selectively read out signals from only the attended 
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item, so increasing the gain of sensory responses should be adequate to achieve what-
ever signal-to-noise ratio is required to perform the required perceptual task. However, 
the benefi ts of sensory gain will likely decrease as the number of competing distractors 
increases, at least under the reasonable assumption that gain cannot be increased indefi -
nitely. In this situation, shunting the infl uence of distractors by discounting their impact 
on a late decision mechanism is a computationally and metabolically effi  cient way to 
implement selection and to ensure that only the most relevant sensory stimuli infl uence 
working memory and subsequent behavioural responses. Selective read-out therefore 
provides an example of a robust late-selection mechanism that, especially when com-
bined with early sensory gain, highlights the increasingly accepted idea that selection is 
achieved through a combination of mechanisms that simultaneously operate at nearly 
all stages of information processing.  

    Conclusions   

 Over the last several decades, data from neuroimaging and electrophysiology studies 
have shown that the neural mechanisms of selective attention operate at almost all stages 
of the visual system, as well as in many areas outside of classically defi ned visual cortex. 
When viewed together, these studies fi rmly establish that selection is neither early nor 
late. Instead, the locus of selection, both in terms of anatomy and time, fl exibly depends 
on the demands placed on sensory processing machinery by the behavioural goals of an 
observer. Tasks that require highly focused attention on a specifi c location or feature will 
encourage early selection, whereas less demanding tasks that can be performed with a 
more diff use attentional focus will accommodate late selection. Finally, a complete 
understanding of selective information processing is not all about understanding where 
and when the gain of sensory neurons is modulated: emerging evidence suggests equally 
important roles for modulating the variance and covariance of sensory neurons, and for 
selectively reading out information from only the most informative sensory neurons. 

 Moving ahead, the major challenge for future investigators is to meld the multiple 
mechanisms that support selective attention into a unifi ed framework. For instance, 
it is well accepted that each stage of the visual processing hierarchy contributes diff er-
ently to visual perception. Th erefore, it also seems likely that selective attention imple-
ments diff erent functions in diff erent visual areas, and that each function is determined 
by the specifi c processing capabilities of a region. For example, at the thalamic level, 
attention may serve to control neural response gain. At early cortical processing stages, 
attention may infl uence feature and context selective responses, which may facilitate the 
basic mechanisms of scene segmentation and grouping (e.g. Ito and Gilbert 1999). At 
intermediate cortical processing stages where multiple stimuli oft en fall within a single 
RF, attention may mediate the fi ltering of unwanted information through internal and 
external noise reduction (i.e. distractor exclusion). Th ese diverse modulatory processes 
appear to be controlled by a higher-order fronto-parietal network of brain areas that 
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may coordinate large-scale attentional modulation via subcortical structures such as the 
superior colliculus (Zenon and Krauzlis 2012; see chapter by Krauzlis) and the pulvinar 
nucleus of the thalamus (Saalmann, Pinsk, Wang, Li, and Kastner 2012; see chapter by 
Saalmann). Ultimately, however, these brain systems cooperate to select relevant visual 
information for further processing in memory and other cognitive systems in order to 
guide actions. In this respect, attention can be described as a multi-level selection pro-
cess that operates by integrating information across multiple anatomical and temporal 
scales to achieve behavioural goals in a fl exible and adaptive manner.    
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